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Dedication

I want to start this thesis by explaining what I have been studying since I left high
school. Maybe it is not the usual way to start, but I have always wanted to think for a
while about how I can explain it easily. A way that all my relatives can understand it,
especially my grandmother. For this reason, I am going to shift to my mother language.

Sempre ha estat díficil contestar les preguntes del tipus: ‘què estudies?’ ‘Química,
ah si!, Física i Química...’ ‘Però no has acabat ja d’estudiar, encara no has acabat la
carrera?’ ‘Ah! el doctorat..., i què és aixó?’ ‘Estudies?’ ‘Vas a classe?’ ‘Cobres?’

El dia a dia està ple de química i processos químics que podem definir sense utilitzar
la paraula explícita ‘química’, des de que et lleves i prepares una torrada per esmorzar
fins que vas a dormir després de fer la digestió. La química és la ciència que estudia les
propietats, la composició, l‘estructura i la transformació de la matèria. Com en moltes
altres àrees de coneixement, la química es divideix en diferents branques, de les quals
podem destacar la orgànica, inorgànica, analítica i teòrica. Sí!, jo em vaig decidir per
la química teórica i més aviat la computacional. Per tant, el meu dia a dia no és en
un laboratori sinó en un despatx, i no el dedico a fer experiments sinó càlculs amb
l’ordinador. Dit d’una forma molt senzilla, els químics teòrics podem arribar a simular el
que un químic experimental pot fer en el laboratori.

Aquesta tesi està centrada bàsicament en el concepte químic de l’Aromaticitat. Sem-
pre penso: ‘Químicament, aquest concepte no té una definició clara perquè no correspon
a cap propietat observable d’una molècula. Per tant, si científicament és díficil explicar
aquesta propietat imagineu-vos explicar-la en llenguatge coloquial!’ Però ho provaré fent
el seu anàleg cotidià i dient que una molècula aromàtica és equivalent a una ciutat amb
diferents cotxes distribuits per tots els carrers i sense que hi hagin retencions en cap
punt concret, on la molècula seria la ciutat i els cotxes serien els electrons (un tipus de
partícula amb càrrega negativa que trobem en les molècules). Els cotxes poden circular
per diferents carrers de la ciutat igual que els electrons es poden moure entre els àtoms
de la molècula per diferents enllaços. Una ciutat pot tenir més o menys cotxes igual
que una molècula pot tenir més o menys electrons. I així podria anar fent analogies per
poder explicar el que he fet durant aquests anys...”

Per en Teti i en Toni!
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Abstract
Theoretical and computational chemistry has gained a crucial role among the dis-

ciplines that study chemical phenomena because it provides low-cost accurate results
avoiding risky laboratory tasks and contamination. Nowadays, the method of choice to
simulate medium to large molecules is density functional theory. It provides an excellent
balance between accuracy and computational cost. In principle, DFT is an exact theory
but, as the exact energy functional is unknown, in practice, we employ density func-
tional approximations. These approximations have improved over the years, however,
they still suffer from large errors. One of the most important errors is the delocalization
error. It is responsible for many failures in different chemical properties, such as the
underestimation of band gaps, the incorrect description of nonlinear optical properties,
the over/underestimation of aromatic character, and the incorrect description of charge-
transfer excitations.

The first part of this thesis focuses on studying one of the properties affected by
the delocalization error, the aromatic character of (large) conjugated systems. Aro-
maticity is an ill-defined chemical property that does not correspond to any physical
observable. However, we can measure the aromatic character of molecules by studying
several manifestations of aromaticity: energy stabilization, bond-length equalization, ex-
alted magnetic properties, and electron conjugation and delocalization. These properties
have been used to define several aromaticity indices that can be classified as energetic,
geometric, magnetic, and electronic. Some of them are used in the present dissertation
to study the aromatic character of large systems as well as to test the recently devel-
oped electronic indices, AV1245 and AVmin . Firstly, simple expanded porphyrins and an
annulene series are studied to test the new aromatic descriptors, and compare their be-
havior against the well-stablished ones. Interestingly, we find that only the AVmin index
is capable of recognizing the annulene pathway as the most aromatic one in neutral
porphyrinoids.
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The study of simple porphyrinoids is used to stablish a protocol to study larger and
more complicated systems like a six-porphyrin nanoring. The larger the system, the less
aromatic character is expected to be due to out-of-plane distortions and the exhibition
of a poor overlap between p orbitals. For this reason, it is difficult to find large aromatic
macrocycles. Accordingly, geometrical constraints are imposed in some large macrocyclic
structures with the hope to preserve conjugation, aromaticity, and quantum coherence.
One of the most relevant large macrocycles lately synthesized is a six-porphyrin nanoring
which is aromatic in its +6-oxidation state according to the authors. 1 We study this and
other oxidation states of the nanoring and conclude that some of those molecules suffer
from large delocalization errors. As a consequence, the +6-oxidation state is found to
be nonaromatic.

In all aforementioned works, we paid special attention to the computational method
used to perform the aromaticity analysis. We find that density functionals approxima-
tions with a low percentage of exact exchange at large interelectronic distances are
prone to present large delocalization errors, leading to an overdelocalization of electrons.
Hence, the geometry of these compounds is affected, giving a spurious enhancement of
the aromaticity.

In the last part of this thesis, different families of photosensitizers and catalysts in-
volved in different photocatalytic processes are examined. The aim of this work is to
design a rigorous protocol to unravel the electronic structure of this family of complexes,
simulate their UV-Vis spectra, and compute their redox potentials. Photosensitizers are
light-harvesting molecules that present charge-transfer excitations. These excitations are
also affected by deficiencies of the density functional approximations like the delocaliza-
tion error, and are usually treated with range-separated functionals. We also study them
using an optimally-tuned range-separation functional and compare the UV-Vis absorp-
tion spectrum and redox potential with the available experimental data. We find that
an optimally-tuned range-separation functional highly improves the UV-Vis absorption
spectra of systems that present charge-transfer excitations and, in general, it also slightly
improves the reduction potentials.

We expect that this thesis will provide a solid computational framework to study the
aromaticity of large conjugated circuits such as extended porphyrins and macrocycles,
as well as the analysis of UV-Vis absorption spectra and redox potentials of molecules
involved in photocatalytic processes.

xviii



Resumen

La Química teórica y computacional ha adquirido un papel crucial entre las disciplinas
que estudian los fenómenos químicos, porque permite obtener resultados precisos a un
coste bajo, evitando los posibles riesgos asociados con los experimentos y la contami-
nación ambiental. Hoy en día, los métodos que se usan para el estudio de medianas y
grandes moléculas están basados en la teoría del funcional de la densidad. Estos métodos
proporcionan el mejor balance entre precisión y coste computacional. En principio, la
teoría del funcional de la densidad es exacta, pero como se desconoce el funcional exacto
de la energía, en la práctica tenemos que usar aproximaciones al funcional de la densidad.
Aunque estas aproximaciones se han mejorado durante los últimos años, aún presentan
diferentes errores. Uno de los errores más importantes es el error de deslocalización.
Este error es responsable de muchos fallos en diferentes propiedades químicas, como
por ejemplo la subestimación de la diferencia entre niveles energéticos, la descripción
incorrecta de las propiedades ópticas no lineales, la sobre o infravaloración del carácter
aromático y la descripción incorrecta de las excitaciones de transferencia de carga.

La primera parte de esta tesis se centra en una de las propiedades afectadas por el
error de deslocalización, el carácter aromático de sistemas (grandes) conjugados. La
aromaticidad es una propiedad química que carece de definición dentro de la mecánica
cuántica, porque no se corresponde con ningún observable físico. Sin embargo, podemos
medir el carácter aromático de las moléculas mediante el estudio de varias manifesta-
ciones de la aromaticidad: estabilización de la energía, ecualización de la longitud de los
enlaces, propiedades magnéticas realzadas y conjugación y deslocalización de los elec-
trones. Estas propiedades se han utilizado para definir distintos índices de aromaticidad
que pueden clasificarse como energéticos, geométricos, magnéticos y electrónicos. Al-
gunos de estos índices se utilizan en la presente tesis para estudiar el carácter aromático
de grandes sistemas, y también para probar los índices electrónicos desarrollados re-
cientemente, AV1245 y AVmin . En primer lugar, se estudia una familia de porfirinas
expandidas simples y una serie de anulenos para probar los nuevos descriptores aromáti-
cos y así, comparar su comportamiento con los índices más conocidos. Curiosamente,
encontramos que sólo el índice AVmin es capaz de reconocer el circuito anulenico como
el más aromático en porfirinas neutras.
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El estudio de sistemas porfirínicos simples se utiliza con el fin de establecer un pro-
tocolo para estudiar sistemas más grandes y más complejos, por ejemplo un nanoanillo
de seis porfirinas. Cuanto más grande es el sistema, se espera que el carácter aromático
sea menor debido a las distorsiones fuera del plano y al escaso solapamiento entre los or-
bitales p. Por esta razón, es difícil encontrar macrociclos aromáticos de gran tamaño. En
consecuencia, se imponen restricciones geométricas en algunas estructuras macrocíclicas
para tratar de mantener la conjugación, la aromaticidad y la coherencia cuántica. Uno
de los macrociclos grandes más relevante sintetizado últimamente es un nanoanillo de
seis porfirinas que según los autores1 es aromático en su estado de oxidación +6. Estudi-
amos este y otros estados de oxidación del nanoanillo concluyendo que algunos de estos
sistemas sufren grandes errores de deslocalización. Como consecuencia, se encuentra
que el estado de oxidación +6 no es aromático.

En todos los trabajos mencionados, prestamos especial atención al método computa-
cional utilizado para el análisis de aromaticidad. Encontramos que las aproximaciones al
funcional de la densidad con un pequeño porcentaje de intercambio exacto para distan-
cias interelectrónicas largas, son propensas a presentar grandes errores de deslocalización,
dando lugar a una sobre deslocalización de los electrones. Por lo tanto, la geometría de
estos compuestos se ve afectada, dando un aumento espurio de la aromaticidad.

En la última parte de la tesis se han examinado diferentes familias de fotosensibi-
lizadores y catalizadores implicados en diferentes procesos fotocatalíticos. El objetivo de
este trabajo es diseñar un protocolo riguroso para el estudio de la estructura electrónica,
la simulación de espectros UV-Vis y para el cálculo de potenciales redox. Los fotosensi-
bilizadores son moléculas captadoras de luz que presentan excitaciones de transferencia
de carga. Estas excitaciones, cuya simulación está afectada también por las deficiencias
de las aproximaciones al funcional de la densidad, suelen tratarse con funcionales de sep-
aración de rango. También estudiamos estos fotosensibilizadores utilizando un funcional
de separación de rango optimizando el parámetro de atenuación, y compararemos los
resultados con los datos experimentales disponibles. Utilizando este último funcional,
encontramos que hay una mejora significativa en los espectros de absorción UV-Vis de
los sistemas que presentan excitaciones de transferencia de carga, y en general, también
mejoran ligeramente los potenciales de reducción.

Esperamos que esta tesis proporcione un marco computacional sólido para estudiar la
aromaticidad de sistemas grandes conjugados como porfirinas extendidas y macrociclos,
así como el análisis de los espectros de absorción UV-Vis y los potenciales redox de
moléculas implicadas en procesos fotocatalíticos.
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Notation

Unless otherwise stated, throughout the current doctoral thesis the same notation
has been used as detailed below.

Notation Description

r ≡ �r
Coordinates of an electron in the Cartesian space indicated by
a three-dimensional vector

1 ≡ (r1, σ1) Cartesian coordinates of an electron including the spin polarization
d1 ≡ dr1dσ1 Electron position derivates
N Total number of electrons in the system
ψ Electronic wavefunction
φµ Atomic orbital
φi Molecular orbital
i and j Occupied orbitals
a and b Virtual orbitals
ρ Electron density
ρ2 Pair density
A String A = {A1, A1, . . . , An} of a molecule with n atoms
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Chapter 1

Introduction

“Behave so the aroma of your actions may enhance
the general sweetness of the atmosphere.”

Henry David Thoreau

As chemists, we are interested in understanding chemical reactions, the thermody-
namics of a system, the properties of a molecule, how a transition state looks like, and
how a molecule behaves if we apply a magnetic field, among a significant number of
phenomena. Some scientists would design an experiment while others would perform a
simulation to investigate any of these properties or phenomena. Some time ago, when
there were not as many computer resources as today, the first question that someone
might have asked was: ’Could we come up with the same results using a computer
and the necessary algorithms instead of going to the laboratory and design the proper
experiment?’

Figure 1.1: Scheme of Turing test, an aromatic version.
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Chapter 1. Introduction

Going beyond the previous question, we could ask ourselves: ’Could we replace labo-
ratory tasks with a computer?’, ’Could ultimately computers take over and do research?’.
For this to happen, machines should be able to think. For this reason, it is pertinent to
try to connect this group of questions with the Turing test.2

Turing proposed a test based on the question ’Can machines think?’, in which he tried
to test a machine’s ability. The test consists in sitting a person in a room alone in contact
with something that could be either a computer or a human. Then, asking intelligent
questions, the person needs to figure out whether it is a computer or a human. 3

Continuing with the exposed situation, we could imagine an ideal scenario where
an applied experimental technique gives precisely the same conclusion as computational
calculations. The only difference is that one conclusion comes from experimental mea-
surements, while the other comes from a computation. Concretely, we could imagine
the following situation: We have a 1H-RMN spectrum indicating that some molecule is
aromatic but, we do not know if it is an experimental spectrum or a simulated one, ’Are
we collaborating with an experimental or a computational chemist?’ (Figure 1.1).

Machines can be so well designed that, in the Turing test, one can come to think
that one is talking to a human rather than a machine. In the same manner and generally
speaking, computational chemistry simulations can be as accurate as experiments.

The present thesis is a computational investigation that mainly focuses on studying
the chemical property of aromaticity in large conjugated systems using different indices,
testing the newly developed ones, and comparing them with the well-established de-
scriptors. Furthermore, a deep analysis of how the delocalization error present in some
density functionals approximations affects the aromatic characterization of large systems
and the description of photosensitizers with charge-transfer excitations is done. The
obtained results have been compared with the existing rules or theories, experimental
results, or calculations obtained at a higher computational level.

1.1 Theoretical background
Theoretical chemistry is the branch of chemistry that treats molecules with the aid

of classical and quantum physics. Although classical mechanics is used to accurately
reproduce the behavior of macroscopic objects such as cars or people’s movements, it
is sometimes advantageous to approximate molecular properties by applying the laws of
classical physics using molecular mechanics.4 The parameters in molecular mechanics
methods are obtained by fitting to known experimental data or higher-level methods; in
other words, they are empirical models. Quantum mechanics, by contrast, is the the-
ory applied to the study of microscopic objects (for instance, electrons with a mass of
9.109×10−31kg).5 For this reason, quantum mechanics plays a crucial role in theoreti-
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1.1. Theoretical background

cal chemistry to study electrons in atoms and molecules. The application of quantum
mechanics to theoretical chemistry is also known as quantum chemistry. Moreover, the
application of quantum chemistry together with molecular mechanics, minimization, sim-
ulations, conformational analysis, and other computer-based methods to study molecular
systems is termed computational chemistry.6

With computational chemistry, we can study, in principle, any atom, molecule or
group of molecules. The size of the system, the computational cost of the methods
and the computational resources available will limit the scope of our study. Quantum
chemistry is dedicated to develop new approximations to solve the Schrödinger equation,
improve the applicability of existing approaches, build methods to analyze the results, and
apply the methods to study a specific chemistry problem. In many cases, one can assist
or complement the experimental studies providing direct evidence of the reaction mech-
anism, performing simulations of complicated or dangerous experimental procedures, or
screening large families of molecules, often by reducing the associated economic costs.

One of the main goals of quantum chemistry is understanding the electronic struc-
ture of molecules by solving the Schrödinger equation usually employing the Born-
Oppenheimer approximation.7 Ground-state properties of molecular systems are obtained
by solving the time-independent Schrödinger equation. Since this equation cannot be
solved exactly (beyond the hydrogen atom and hydrogenoid atoms), many approximate
methods have been proposed. These methods are characterized by their computational
cost and accuracy.

Almost all quantum chemistry methods can be broadly classified either as wavefunction-
based methods (Hartree-Fock (HF) and post-HF methods exposed in more detail in
Section 2.1), density functional based methods (density functional theory (DFT) and
density functionals approximations (DFAs)) or semi-empirical methods.8,9 The latter,
will not be covered in this thesis.

The vast majority of the calculations for the different studies presented in this thesis
are performed within the DFT framework (see section 2.2). In the next subsection, we
will see the main limitations of the density functionals approximations used in DFT. To
assess the accuracy of the DFT methods, HF and some post-HF methods have been
used (see Section 2.1 and Section 10).

1.1.1 Limitations of current DFAs
Density Functional Theory was introduced by Hohenberg and Kohn in 1964 and

states that any ground state property of a system can be calculated from the electron
density. In other words, it exists a universal density functional for any property. However,
the expression of the energy as a functional of the electron density is not entirely known,
and several approximations must be carried out. As a result, we have several DFAs. We
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Chapter 1. Introduction

will further discuss DFT theory in the following chapter (Section 2.2).
Despite the enormous popularity of DFAs and their high success, they still suffer

from large errors, which can be analyzed considering the exact conditions violated by the
approximate density functionals.10 These errors may result in qualitative and quantitative
failures in the description of targeted properties and they occur even in elementary
molecules (e.g. , H+

2 or H2 molecule). Current DFAs errors can be mostly classified into
three types: (i) lack of nondynamic correlation, (ii) the lack of description of long-range
dispersion interactions (such as van der Waals), and (iii) the self-interaction error (SIE)
or the delocalization error (DE). In this thesis, we will not be concerned with the lack
of nondynamic correlation.

In the present dissertation, the accurate description of long-range dispersion interac-
tions, such as π-stacking interactions, is adressed using the empirical approach by Stefan
Grimme.11,12 Grimme’s dispersion correction is an on-top energy correction.13 It changes
the electronic energy and, as a consequence, the potential energy surface. Subsequently,
the optimized geometry of the system will also be different because the dispersion cor-
rection contributes to the forces between the atoms, but it does not explicitly modify
the electron density.This treatment is adequate for the compounds studied in this thesis,
some of which are affected by dispersion but only on the geometrical arrangements of
the molecule.

Within the present thesis, the DFA limitation that plays a crucial role in the cal-
culations performed is the SIE. The SIE is the spurious interaction of an electron with
itself. This term is often used for one-electron systems. For a many-electron system,
it is termed many-electron self-interaction error14 or, in general, it is also known as the
delocalization error.

The exact energy varies piecewise-linearly with the number of electrons. To re-
duce the repulsion energy caused by the DFAs giving SIE, the iterative process of self-
consistent field carried out to minimize the energy tends to separate the electrons, caus-
ing an extra delocalization of the electron, and consequently an underestimation of the
electronic energy. The violation of piecewise-linearity gives rise to the so-called delocal-
ization error.15,16 On the other hand, using HF we will overlocalize the electrons giving
a positive curve in the variation of the energy with the number of electrons.

The delocalization error is responsible for many failures in the description of sev-
eral chemical properties such as the over/underestimation of aromaticity character, 17–19

the underestimation of reaction barriers, the band gaps of materials, the energies of
dissociating molecular ions, or the incorrect description of charge-transfer (CT) excita-
tions,20–23 nonlinear optical properties24,25 or Rydberg states.26 This type of error will be
present, being more or less critical, in all the properties described with DFAs that need
an accurate energy description at large interelectronic distances, and it will increase with
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the system size.
In the following chapters, we will see this error reflected in describing the aromatic

character of different porphyrinoid systems, and the computed UV-Vis absorption spectra
and redox potentials of several photosensitizers using some particular DFAs.

1.2 Aromaticity and its rules

1.2.1 A pinch of history

The term aromaticity comes from the Ancient Greek term aroma, äρωµα, which
means "seasoning/a spice or sweet herb/agreeable odor", and is of unknown origin. 27,28

Originally, aromaticity was used only to describe classical organic molecules such as ben-
zene, the most paradigmatic aromatic molecule. Nowadays, this concept has extended
well beyond the realm of organic chemistry, giving rise to a great variety of new aro-
matic molecules as well as different rules and descriptors.29 In the following lines some
of the most relevant advances in the aromaticity field, gathered in Figures 1.3-1.5, will
be highlighted.

Benzene, initially named bicarburet of hydrogen, was synthesized for the first time
in 1825 by Michael Faraday and formulated as C6H3.30 In 1865, Kékulé proposed the

Figure 1.2: Michael Faraday
(1791-1867)31

structure of benzene as a hexagon containing at
each vertex a carbon and a hydrogen atom.32

Later on, it was himself who arrived at the
actual structure corresponding to a mixture of
cyclohexatrienes in equilibrium. At that time,
benzene was classified as an aromatic molecule,
probably for its pleasant smell. After the dis-
covery of benzene, a large number of aromatic
molecules were discovered and studied:33,34 go-
ing from simple benzene-based systems (polycyclic
rings),35,36 and small rings containing heteroatoms
to transition states,37–39 excited states,19,40–43

porphyrins,44–47 radical species,48 all-metal clus-
ters,49–53 fullerenes54,55 or nanorings,1,56–58 among others.

In 1884, the first proposal of the porphyrin structure was given by Nencki. 59 However,
it was not until 1926 when Fisher confirmed this structure with the synthesis of etio-
porphyrin.60 Already in the 20th century, Hückel proposed a rule to distinguish aromatic
from nonaromatic molecules (see Section 1.2.3).

The topological method to treat pericyclic reactions by applying the principle of
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aromaticity of transition states was an essential finding due to Evans and Warhurst in
1938.61 In pericyclic reactions, a cyclic delocalized system is formed through a transition
state which can be either aromatic or antiaromatic. Based on this statement, Evans and
Warhurst explained that ethylene does not react with itself to produce cyclobutane but
reacts with butadiene resulting in cyclohexene. The transition state formed is aromatic
and more stable.

The study of all these new species led to the emergence of different variants of aro-
maticity up to the point that in 2017, Jörg Grunenberg collected up to 45 different aro-
maticity types.62 Two examples are the multifold aromaticity or bicycloaromaticity. 63–65

The former involves π, σ-, δ- (implying d orbitals) and even φ- (implying f orbitals) elec-
tron delocalization. Bicycloaromaticity refers to molecules that present two (or more)
potentially aromatic circuits within the same non-planar molecular framework and share
the same π electrons.

Among all the synthesis of large aromatic molecules, in 2001, Boldyrev et al. char-
acterized the first all-metal aromatic cluster, Al2−4 .49 Another relevant discovery was
in 2007 when Anderson et al. synthesized a six-porphyrin nanoring. This porphyrin
nanoring was the first of a series of similar large macrocyclic structures exhibiting
(anti)aromaticity.1,56–58,66 Finally, a recent finding in the field of aromaticity, reported by
Li et al. in 2015, is a multicenter-bonded [Zn1]8 cluster with cubic aromaticity.67 They
state that their findings extend the aromaticity concept to cubic metallic systems and
enhance Zn-Zn bonding chemistry.

8



1.2. Aromaticity and its rules

Figure 1.3: Most relevant advances in the field of aromaticity from 1825 to 1931. Figure adapted
from Ref. 34 and modified by Prof. Miquel Solà and the present author.
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Figure 1.4: Most relevant advances in the field of aromaticity from 1938 to 1983. Figure adapted
from Ref. 34 and modified by Prof. Miquel Solà and the present author.
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Figure 1.5: Most relevant advances in the field of aromaticity from 1985 to 2015. Figure adapted
from Ref. 34 and modified by Prof. Miquel Solà and the present author.
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1.2.2 The aromaticity definition

The concept of aromaticity lacks a solid root in quantum chemistry. 62,68 As other
useful chemical concepts to describe the electronic structure of the molecules (chemical
bonding, bond order, ionicity, oxidation states, or electron population), it does not
correspond to any physical observable.69 For this reason, this ill-defined property has
been under debate for many years, and several definitions have come to light. Specifically,
we prefer to define aromaticity in terms of the electronic structure. Accordingly, a good
starting definition would be the one given by F. Sondheimer (1963): "A compound is
considered to be aromatic if there is a measurable degree of delocalization of a π-electron
system in the ground state of the molecule." 70

Aromaticity is a multifold property,71–75 meaning that it refers to several properties
that are not necessarily mutually related. This multifold character is the main reason
for being one of the most controversial and sophisticated concepts in the literature. 76

Aromaticity is associated with cyclic electron delocalization in a closed circuit, produc-
ing bond length equalization, large magnetic anisotropies, abnormal chemical shifts, etc.
All these properties have been used in theoretical chemistry to define a great variety of
aromaticity descriptors to analyze different systems, not only organic molecules. 49,50,77,78

On the other hand, one could also use experimental techniques, such as nuclear mag-
netic resonance (NMR) spectroscopy79 or UV-Vis spectra80 to measure some of the
manifestations of aromaticity.

Aromaticity indices can be divided according to its different manifestations as en-
ergetic,81 magnetic,33,82 geometric,83 and electronic.84,85 The most used and relevant
indices will be further discussed in Section 3.3, paying particular attention to the elec-
tronic aromaticity indices, such as AV124586 and AVmin ,18,87 which have been tested
on large π-conjugated systems for the first time in this thesis.

The first thing to consider in an aromaticity study is which manifestation we want to
examine, and then chose the adequate theoretical descriptor or experimental technique
to use. Then, it is important to take into account the advantages and limitations of the
descriptor or technique used.88,89 Moreover, in computational chemistry, it is essential
to be aware that depending on which index is used, one could examine expressions of
aromaticity associated with the entire molecule (global aromaticity) or only a particular
region of the molecule (local aromaticity). An example of aromatic indices that evaluate
global aromaticity is the HOMO-LUMO gap, which is an energetic descriptor, expected
to be large in aromatic molecules. The indices that determine the local aromaticity only
take into consideration an annular structure or a pathway within the molecule (e.g. , MCI
or HOMA).90 Sometimes, it is difficult to make such differentiation in the classification
of an aromaticity index, like the Anisotropy of the induced current density (ACID) index.
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For all these reasons, it is highly recommendable to use not only one index but
a set of them to study the aromaticity of a system. It has been demonstrated that
no aromaticity index is infallible.91,92 For example, it has been proved that the NICS
descriptor overestimates the aromatic character of all-metal and semimetal clusters. 91

1.2.3 The most highlighted aromaticity rules and models
Efforts to understand the fundamental principles of aromaticity and its conceptual

counterpart, antiaromaticity,93 gave rise to some of the most important advances in
chemistry. Several models have been designed to characterize aromaticity 78,94–97 and
from these models, different aromaticity rules have been obtained.98,99

The first and the most widely known rule was proposed by Hückel in 1931,100,101

which states that a planar (or with an even number of half twists) singlet system with
4n + 2 π electrons (where n is an integer number) is aromatic. In the 1960s, Breslow
introduced the term antiaromaticity to defined the destabilized planar systems contain-
ing 4n π electron in contrast to the stability of aromatic compounds. Afterward, this
statement was included as part of what we have nowadays known as Hückel’s rule. 102

In terms of electron (de)localization, one could also understand antiaromaticity as the
localization of π electrons in specific fragments of the system. In the beginning, this rule
was only applied to monocyclic conjugated hydrocarbons,103 but then it was extended to
all sorts of molecules, including non-organic molecules.50,52 As the Hückel rule does not
consider out-of-plane distortions, we have investigated in the present thesis how valid it
is in a simple annulene series (see Chapter 6).

Later, in 1964, Heilbronner104 anticipated that for planar π-conjugated systems with
an odd number of half twists Hückel’s rule is reversed, i.e. , a singlet Möbius system with
4n(+2) π electrons is (anti)aromatic.105 Approximately eight years later, Baird affirmed
that the aromatic character of the singlet ground state is reversed for the lowest triplet
state.106,107 Baird’s rule was considered the photochemistry analog of Hückel’s rule108

as it has been employed to modify molecules with enhanced photochemical activity.40

Some authors propose to extend Baird’s rule also to the first singlet excited state. 109,110

In addition to the already explained rules, there exist many other ones such as Clar’s
aromatic π-sextet rule,111,112 which specifies that the most relevant Kekulé resonance
structure for characterizing the properties of polycyclic aromatic hydrocarbons (PAHs) is
the one that presents the largest number of unconnected aromatic π-sextets (benzene-like
moieties); or Hirsch’s rule, which allows to predict the aromatic character of fullerenes
and nanotubes.113 The last highlighted rule corresponds to the 2N2 + 2N + 1 (with S
= N + 1⁄2) rule, which is an extension of the Hirsch rule for sperical aroamtic species
of open-shell spherical compounds.97 In 2019, this latter rule was extended to atomic
clusters.114 Hückel’s, Heilbronner’s (or Möbius) or Baird’s rules are the ones that will
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be further discussed in the present thesis as they are the most important for large π-
conjugated systems and porphyrins.

Although it is not widely used today, Hückel molecular orbital (HMO) method 100,101,115,116

needs to be mentioned as it is the basis of Hückel’s rule. It is a simple method that deter-
mines the electronic energy of π molecular orbitals as a linear combination of atomic or-
bitals. HMO method was later extended to conjugated molecules including heteroatoms.
It does not take into account the geometry of the molecules, and consequently, it only
works correctly for planar systems. Within the HMO method it is easy to calculate the
atomic overlap matrices (AOMs), bond orders, and several aromaticity indices. 19,117

1.3 Porphyrinoid systems
Porphyrins are a well-known group of heteromacrocyclic organic compounds with cru-

cial roles in biological processes. Two prominent examples are chlorophylls, key molecules
in the photosynthesis process; and hemoglobin, the iron-containing metalloprotein re-
sponsible for the oxygen transport throughout almost all vertebrates’ bodies. 118,119 Por-
phyrins can coordinate metal ions inside their ring structure through the nitrogen atoms
giving them applications such as a catalyst, electron-transport, functional dyes or sensors,
stable organic radicals, or in supramolecular chemistry.

Porphin is the simplest aromatic tetraphyrin and is almost only of theoretical interest.
Nonetheless, it is the parent macrocycle structure of several substituted derivatives of
biochemical importance.120 Its antiaromatic counterpart is isophlorin (same structure
as porphin but with all the nitrogen atoms protonated).121 Isophlorin is the simplest
example of air-stable antiaromatic porphyrinoids.122 The structure of porphin consists of
four pyrrole subunits connected through their α-carbon by a methine carbon bridge (see
Figure 1.6). The extensive exploration of porphyrins’ structural and functional properties
gives rise to a plethora of new compounds that present great applications in several
fields such as biomedicine or material science.123 We can define these new compounds
as porphyrinoid systems because they are based on the porphyrin structure. Moreover,
we call expanded porphyrins the "macrocycles that contain pyrrole, furan, thiophene, or
other heterocyclic subunits linked together either directly or through one or more spacer
atoms in such a manner that the internal ring pathway contains a minimum of 17 atoms"
as Seesler and Seidel proposed.124,125
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1.3. Porphyrinoid systems

Figure 1.6: Porphin structure with labeled relevant positions. In purple, its annulene path.

Some authors prefer to distinguish between ’contracted ’ and ’expanded ’ porphyri-
noids.120 The size of the smallest macrocyclic circuit of the porphyrinoid is the one used
to classify them. If the size of this circuit is smaller than 16 atoms, the molecule is
designated as ’contracted ’ porphyrinoid, and if it is bigger than 16 atoms, it will belong
to the group of ’expanded ’ porphyrinoids. A macrocyclic circuit size equal to 16 atoms
corresponds to the porphin one and other tetraphyrins. It is also usual to talk about
giant porphyrinoids if the structure contains more than eight cyclic subunits.

The chemistry of expanded porphyrins started after the discovery of sapphyrin (see
Figure 1.6) by Woodward et al. in 1966, but it was not until 1983 when the first report
was published.126 After the synthesis of sapphyrin, countless expanded porphyrins were
developed and caught the attention of chemists due to their fascinating applications
as near-infrared dyes,127 anion sensors,128 nonlinear optical materials,129 photosensi-
tizers,130 and photodynamic therapy.131 In the last few years, the ability of expanded
porphyrins to stabilize radicals by spin-delocalization has also been exploited. 123 Also,
despite their difficult synthesis, expanded porphyrins oligomers have attracted a lot of
attention as they may be promising materials for applications in photonics or as near-
infrared dyes, for example.

The systematic nomenclature proposed by Frank and Nonn132 is used for naming ex-
panded porphyrins. In this nomenclature, the name of an expanded porphyrin consists of
three parts: the prefix is a square-bracketed number indicating the number of π electrons
in the effective macrocyclic conjugation path; secondly, the core name, displaying the
number of pyrrole subunits of the expanded porphyrin; and thirdly, in a round-bracketed
suffix, the number of bridging carbon atoms between the pyrrole cycles starting on the
largest unit. One example would be [22]pentaphyrin(1.1.1.1.0), an expanded porphyrin
with 22 π electrons and five pyrrole subunits linked among them by methine carbon
groups, except the last one that the pyrroles are directly connected. This molecule
corresponds to sapphyrin, which as other expanded porphyrins, was named after the
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Chapter 1. Introduction

observation of their color (see Figure 1.4 for the structure of this expanded porphyrin).
The huge interest in expanded porphyrins is due to one of their most significant fea-

tures, their conformational flexible π-conjugated structure, which furnishes them with a
wide range of applications. Their conformational flexibility enables them to adopt more
than one (non-)planar topology: Hückel, Möbius, and figure-eight conformers (Figure
1.7). Seemingly, it was in 1993 when the first inspection of an unusual conformation
(Möbius conformation) in a porphyrin analog was done in the palladium(II) complex
of a [26]hexaphyrin(1.1.1.1.1.1).133 The latter porphyrin analog presented two pyrrole
rings inverted, i.e. , the nitrogen atoms were in the periphery of the macrocycle. The
figure-eight conformation started to attract interest after the first report of a decaphyrin
by Sessler et al. in 1994.134 These conformations present structural strains and effec-
tive intra-molecular hydrogen bonding interactions, which could stabilize large expanded
porphyrins. These flexible conformations can be switched and easly controlled via var-
ious methods: regulating the temperature, protonating and deprotonating the system
with acids and bases, playing with the polarity and viscosity of the solvent, among oth-
ers.118,135 The control of the molecular topology is relevant to understand the molecular
structure-property relationships.

Figure 1.7: Schematic representation of three expanded porphyrin topologies.

Heilbronner assumed that a molecule could present Möbius aromatic stabilization if
the molecular structure was twisted, ensuring that the p orbitals forming the π-system
would contain an odd number of nodes. In a Hückel topology, the π-plane has two
sides, above and below the ring plane. Therefore, there is a continuous overlap of p
orbitals above and below the ring plane. Möbius topology, by contrast, presents only
one side in the π system due to the presence of at least one node (which involves
the presence of an inversion of orbital phase).136 Consequently, the overlap of adjacent
p orbitals is reduced. Forst-Musulin introduced a mnemonic device to memorize π

orbital energies for Hückel systems. Likewise, Zimmerman proposed the corresponding
method for Möbius systems.137,138 It has been demonstrated that neglecting the reduced
overlap of the twisted adjacent p orbitals, the annulenes with 4n+ 2 π electrons prefer
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1.3. Porphyrinoid systems

a Hückel topology, and the ones that have 4n π electrons are more stable with a Möbius
structure.136 Lastly, a figure-of-eight topology contains an even number of twists and
the p-orbital overlap is once again continuous. The figure-of-eight conformers follow the
same rules as Hückel conformers.

Expanded porphyrins’ topology is closely linked to their aromatic character. It is
possible to control the aromaticity by an external trigger such as, lowering the temper-
ature, protonating and deprotonating the system, changing the chemical environment,
or changing the electronic state by photoexcitation.135 Besides, the modification of the
aromatic character also affects the molecular properties of the molecules, e.g. , chemical
reactivities, spectroscopic, magnetic, or photophysical properties.

Synthesizing an antiaromatic annulene was a tedious task due to its instability, but
synthesizing an antiaromatic expanded porphyrin is easier thanks to its conformational
flexibility.135 For this reason, expanded porphyrins have been recognized as one of the
most stringent test beds to study both Hückel and Möbius aromaticity. 80

Initially, the Hückel rule was derived for monocyclic systems with identical atoms.
The extended version of this rule also allows the treatment of systems that contain
heteroatoms. However, the main pitfall of the Hückel rule is that it cannot be applied
for non-planar molecules, like porphyrinoid system, because assumed optimal overlap
between p orbitals no longer exists. To solve this problem, several descriptors have been
suggested139 among which the annulene model stands out.140,141 This model treats the
porphyrin analogs as bridged heteroannulenes. Thereby, in aromaticity studies, it is
assumed that porphyrins have the same properties as all-carbon annulenes. 120 Within
this model, the most aromatic circuit follows the annulene-like conjugation pathway and
determines the macrocyclic aromaticity of the porphyrin. The annulene-like pathway
follows the internal circuit except when it passes through a protonated nitrogen (see
Figure 1.6 as an example). The bridged annulene model no longer holds if metals are
coordinated to a porphyrinoid π system.142 Contrarily, several authors143–146 affirm that
all the π electrons of the system are necessary to describe the aromaticity in porphyrinoid
systems correctly. From this inconsistency, we can determine that it is crucial to find
a new aromaticity index that can accurately choose the most aromatic path from a π-
electron macrocyclic structure. Moreover, knowledge of the most aromatic path could
be important in magnetic applications, for example.

Like other π-conjugated systems, we could use several criteria to evaluate the aro-
maticity of expanded porphyrins.118,135 Two of the most studied features of expanded por-
phyrins are photophysical and magnetic properties. On one hand, expanded porphyrins
show a significantly red-shifted absorption spectrum. The larger the expanded porphyrin,
the larger the bathochromic shift (to larger wavelength) in the absorption spectrum. As
the absorption spectrum of these large macrocycles presents specific bands depending
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on the aromatic character, it is often used to determine their aromatic character. An-
other property related to the degree of aromaticity would be the two-photon absorption
cross-section value or the excited-state lifetimes.80 Using photophysical properties, it
is possible to distinguish between aromatic, antiaromatic, or nonaromatic systems but
they can not be quantitatively characterize as being more or less aromatic, for example.
On the other hand, magnetic properties, such as 1H-NMR chemical shifts, are one of
the most commonly used experimental techniques. The chemical shift of the periph-
eral pyrrolic β protons is a diagnostic of expanded porphyrins aromaticity because inner
pyrrolic β protons are sensitive to a possible magnetic current. If there is a strong di-
atropic ring current, the molecule is aromatic. In that case, the chemical shift for the
inner β protons is negative (frequently below -5ppm). On the contrary, if there is a
paramagnetic ring current, the system is antiaromatic, and the inner β protons will have
a large positive chemical shift (20 ppm or more).120

Out of the numerous porphyrinoid systems synthesized, we can emphasize the por-
phyrin nanorings. These systems are macrocycles with only a few nanometers in di-
ameter (around 2.4 nm). Porphyrin nanorings are interesting compounds because they
offer an end-free π-conjugated system with remarkable properties such as photophys-
ical and guest-encapsulating.1,147–149 As they are large conjugated systems, they are
good candidates to present (anti)aromatic species. For this reason, numerous previ-
ous studies of porphyrin nanorings have focused on the ground and the excited states
(anti)aromaticity.1,150,151

1.4 Photosensitizers
In most of the studies provided in the present dissertation, porphyrinoid systems

have been analyzed. However, two families of photosensitizers (PSs) based on copper
and iridium have also been examined to design a computational protocol to study the
electronic structure of a specific molecule.

Photosensitizers, also called dyes, are molecules that absorb light and transfer the
energy from the incident light to another nearby molecule. The absorbed light is often
within the visible or infrared part of the electromagnetic spectrum.152–154 After trans-
ferring the energy, the PS eventually returns to its ground state. Photosensitizers have
a wide range of applications in lighting, solar energy conversion, and photocatalysis. 154

For example, PSs are used in Dye-sensitized solar cells (DSSCs) or in the solar-driven
water-splitting (WS) process.153,155,156 The global process of WS is highly complicated
to study as it is a multi-electron transfer coupled with multi-proton transfer process,
but it could be divided into the two implied reactions to reduce the complexity and
facilitate the analysis of the results. These reactions correspond to the water oxidation
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to molecular oxygen and the water reduction to hydrogen molecule. 156–158 Light-driven
water reduction to molecular hydrogen process needs a catalyst, a dye, and a sacrificial
electron donor. This process belongs to the photocatalytic processes known as artificial
photosynthesis, as they mimic the first step of natural photosynthesis.156,159 Interestingly,
the process occurring in DSSCs is exactly the opposite one that takes place in organic
light-emitting diodes (OLEDs). Often, active-(UV-Vis) molecules are thus tested for
both their efficiency as dyes in DSSC and OLEDs.160–163

Photovoltaic solar cells are a common option to produce electricity from solar light.
Predominantly, they are based on highly pure silicon. However, this type of cells is
costly and complex to produce, and for this reason, there emerge several alternatives
such as perovskite photovoltaics, organic photovoltaics, inorganic quantum dot solar,
and DSSCs, among others.152,164,165

Dye-sensitized solar cells, also known as Grätzel solar cells.166,167 They are one
promising alternative to the highly pure silicon cells since they are easier to build, cheaper,
more flexible, and thinner.152,164,166,167 The first synthesis of a DSSC was in 1972 with
chlorophyll sensitized zinc oxide electrode by Helmut Tributsch.168 The fact that these
cells were very inefficient prompted continued research and in 1988, Michael Grätzel
and Brian O’Regan co-invented the modern version of DSSC with a titanium dioxide
support. Still, it was not until 1991 when the first publication was made. 166 Unfortu-
nately, DSSCs do not have high efficiencies compared to pure silicon cells.169,170 While
the best commercial silicon cell efficiency is about 23%, DSSC achieved 13% in 2014.171

Moreover, Snaith found that the theoretical maximum eficciency of DSSC is 20.25% due
to the electrical and optical losses in the devices.172 DSSCs’ efficiency mainly depends
on the dye. Two important parameters that define DSSC efficiency are the dye absorp-
tion spectrum and the anchorage to the semiconductor surfaces (TiO2). Dyes used in
devices like DSSC should gather some essential qualities, for instance: strong absorption
in the visible range, present the appropriate anchor group to the semiconductor oxide,
large energy gap, high stability in different states (oxidized, ground, and excited states),
appropriate redox potential, and good efficiency in the charge injection to a transparent
semiconducting layer which contains titanium dioxide particles and in the regeneration
process.152–154,173 Usually, to ensure a high energy gap, molecules with metal-to-ligand
charge transfer (MLCT) states are used where an electron is transferred from a metal
orbital to a ligand-based orbital.154

Photosensitizers employed in photovoltaics or photocatalysis are mainly based on
novel metals such as ruthenium (RuII)174 and iridium (IrIII)175,176 especially as pho-
toredox catalysts.155,177,178 Transition metals of the second and the third period are
chemically stable, they have long-lived excited states whose density is mostly located in
the ligand, and redox potentials that could be optimized.177 Although complexes based
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on the first period transition metals are more abundant and cheaper only copper(I) com-
plexes are commonly used.155,177,179,180 Indeed, these latter complexes are more difficult
to control due to the presence of excited states centered on the metal with several mul-
tiplicities. A strong ligand field strength has been employed to address this problem,
leading to the discovery of new Cr, Mn, Fe, and Co metal complexes.155,178

From the theoretical prespective, another topic to be discussed in detail is the compu-
tational method to characterize dyes and their chemical properties. Excitation energies
and redox potentials are two important properties for DSSCs to improve their efficiency.
For this reason, it is important to find a proper computational method to describe both
properties. Most of the exchange-correlation functionals used in TDDFT (see Section
2.4) are not suitable to describe CT excitations20–23 due to the self interaction error
(vide supra). Consequently, range-separated functionals (RSF) are usually used to in-
vestigate CT excitations of photosensitizers.20–23 Besides, it has been seen that tuning
the attenuating parameter (ω) of RSF and finding the optimal value for each system
can improve the obtained excitation energies (see Section 2.3).181,182 However, to the
best of our knowledge, it has not been tested whether optimally tuned range-separated
functionals functionals also improves redox potentials (see Chapter 9).
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Chapter 2

Quantum chemistry methods

In the present chapter, approximate methods to solve the electronic Schrödinger
equation will be reviewed, starting with Hartree-Fock and post-HF methods. Afterward,
we will cover the density functional theory (DFT), discussing the delocalization error
present in some DFAs, which plays a crucial role in this thesis. Finally, we briefly review
the time-dependent density functional theory (TDDFT).
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2.1 Hartree-Fock and a brief overview of post-HF
methods

Given the position of atomic nuclei and the total number of electrons in the system,
ab initio methods aim to compute a solution of the electronic Schrödinger equation
to calculate the electronic energy and the wavefunction (within the Born Oppenheimer
approximation). The electron density, dipolar moments, and other chemical properties
of the system can be obtained from the wavefunction using the appropriate operator. As
mentioned before, the electronic Schrödinger equation is a many-body problem whose
exact form cannot be solved beyond hydrogen and hydrogenoid atoms as its complex-
ity grows exponentially with the number of electrons.183 For this reason, approximate
methods are needed.

In this regard, we can highlight one of the most fundamental concepts in quantum
chemistry, the molecular orbital (MO). The MO describes the areas of probability of
finding an electron in a given region of the space. A great bulk of electronic structure
calculations are based on the orbital approximation and the molecular orbitals expression
as a linear combination of atomic orbitals (MO-LCAO):184

φi(r) =
�

µ

cµiφµ(r) (2.1)

where cµi is the expansion coefficient of the atomic orbital φµ in the molecular orbital
φi.

One of the main factors determining the accuracy of a calculation is the choice of
the set of atomic orbitals (also called basis set) used to build up the MOs. The basis
set consists of monoelectronic functions in which the molecular orbitals are expanded.
As they are generally nucleus-centered functions, they are a sort of atomic orbitals of
the atoms that compose the molecule. There are two main types of atom-centered basis
set: Slater-type orbitals (STO)185,186 and Gaussian-type orbital (GTO).187. In this thesis
GTO basis sets are used, specifically Pople188–190 and Dunning basis sets.191 In addition,
there are diffusion and polarization basis functions that are not atom-centered. These
functions are important to describe accurately, for example, the anions or the polarization
of a system. Nowadays, the minimal basis set used is a double zeta precision type with
polarization functions. However, in practice, this latter basis is only used for large
systems, and for smaller systems, a bigger basis set (at least triple basis set) is generally
used.

The simplest wavefunction method is Hartree-Fock. It involves optimizing a single
Slater determinant (Eq. 2.2)(preserving the antisymmetry) made of MOs by applying
the variational principle,
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ψ(1, 2, ..., N) = (N ! )−
1
2

��������������

φi(1) φj(1) · · · φN(1)

φi(2) φj(2) · · · φN(2)

... ... ...

φi(N) φj(N) · · · φN(N)

��������������

(2.2)

For the hydrogen atom, the HF method is exact. But it is incapable of providing a
full description beyond the hydrogen or hydrogenoid atoms because the wavefunction is
no longer exact, and it does not include electron correlation.192 Although up to 99% of
the total energy can be recovered with HF, the chemistry lies in this remaining 1%. 193

Therefore, HF can not be used to study many chemical reactions. A solution is to
include electron correlation by the use of post-HF methods. As HF can recover most
of the total energy, it is usually the reference of post-HF methods. These methods are
more accurate wavefunction-based approaches that expand the electronic wavefunction
beyond a single Slater determinant and include electron correlation.

The concept of electron correlation (Ecorr) comes from the inability of the HF method
to correctly describe the coupled motion of electrons. There are several definitions of
electron correlation.194–196 In 1959, Löwdin defined it as the energy difference between
the exact eigenvalue of non-relativistic Hamiltonian (Eexact) and its HF expectation value
(EHF ) in a complete basis:197

Ecorr = Eexact − EHF (2.3)

Usually, the exact energy (under the Born-Oppenheimer approximation. 7 ans ignoring
relativistic effects) of a molecule is not known as it comes from the full configuration
interaction (FCI)198 energy computed for a complete basis set. For this reason, Pines
definition199 is more commonly used as it employs the energy of a post-HF method
instead of the exact energy with a specific basis set. Depending on the context, different
terminology for electron correlation is used for atomic and molecular systems: 200–204

Fermi vs Coulomb correlation (considering spin pairs), weak vs strong correlation (in
terms of strength), etc. But one of the most relevant ones is the classification of
correlation into dynamic and nondynamic.205–208

On the one hand, the dynamic correlation refers to the dynamic character of the
electron-electron interactions. In general, all molecules with more than one electron
display this type of correlation, i.e. , it is a universal feature.209 The dynamic correlation
becomes important when the number of electrons increases and the HF method is con-
sistent but incomplete because it cannot correctly describe the electron-electron cusp
(when the interelectronic distances are close to zero). Dynamic correlation problems
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could only be solved entirely using the FCI method. For a given molecule, FCI is the
configuration interaction (CI) method that includes all the possible Slater determinants
that consider all possible excitations within a given basis set. The CI wavefunction ex-
pands as a linear combination of Slater determinants where the reference is usually the
HF determinant:192,210

ψCI = c0ψHF +
�

ia

caiψ
a
i +

�

ab
ij

cabij ψ
ab
ij + · · · =

�

I

cIψI (2.4)

where c are the coefficients that determine the importance of each Slater determinant in
the CI wavefunction, and the subindex I indicates all the possible excitations. Precisely,
cai corresponds to the inclusion of single excitations and cabij to the inclusion of double
excitations. In practice, FCI is rarely an affordable method because the computational
cost grows exponentially with the system size. Accordingly, dynamic correlation is usually
partially addressed by adding small amounts of other Slater determinants to the HF
wavefunction (the reference wavefuntion in the CI expansion) that only produce small
changes in the electron density.

On the other hand, nondynamic correlation, often also named static correlation, raises
from having similar weights of different determinants due to the near degeneracy of the
frontier orbitals (HOMO and LUMO orbitals). The single Slater-determinant HF method
is clearly not flexible enough to describe some molecular systems. Molecules with long-
range (LR) electronic interactions and systems that require more than one determinant
to correctly describe the appropriate spin state or reflect the system’s symmetry suffer
from nondynamic correlation. This correlation could be almost entirely accounted for by
mixing low-lying-energy excited states along with the HF configuration. The molecular
dissociations or diradicals systems are two examples where nondynamic correlation plays
an important role.

It is worth noticing that a molecule as such is not classified as having dynamic or
nondynamic correlation; we consider a molecule in a particular electronic state. Most
post-HF methods are designed to tackle one of the correlation types mentioned above. 204

Configuration interaction and the subsequent approximate methods, Möller-Plesset
perturbation theory (MP),211 and Coupled cluster methods212 (explained in more de-
tail in the following subsection) introduce dynamic correlation. On the contrary, other
methods like complete active space self-consistent field (CASSCF),213 correctly treat
the nondynamic correlation. Moreover, to include both corrections, dynamic and non-
dynamic, hybrid methods are often used (e.g. , apply a second-order perturbation theory
after a CASSCF calculation into what is known as CASPT2).
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2.1.1 Coupled-cluster (CC) methods
Coupled-cluster (CC) methods use the HF wavefunction or a Slater determinant refer-

ence to expand the total wavefuction through the exponential cluster operator (T̂ ).198,214

These methods provide size-consistent and size-extensive approximations of the ground
state. In 1966, Čížek defined CC as an elegant technique to calculate the correlation
energy,215

Ψ = eT̂ΨHF , (2.5)

where the exponential can be extended as a Taylor series:

eT̂ = 1 + T̂ +
1

2!
T̂ 2 +

1

3!
T̂ 3 + · · · (2.6)

and the cluster operator could be subdivided as the sum of the order of the different
excitations that the system could present (single, double, triple, etc. excitations):

T̂ = T̂1 + T̂2 + T̂3 + · · ·+ T̂N . (2.7)

The T̂ operator could also be expressed as the sum of different excitations using a
coefficient named amplitude (tµ):

T̂ =
�

µ

tµτ̂µ (2.8)

where µ are the different excitations, and τ̂µ is the excitation operator.
In practice, truncated CC methods are used. The most popular methods are CCSD 215

and CCSD(T).216,217 Beyond these two, the CC approximations are computationally
unaffordable for almost all systems. The CCSD wavefunction is expressed as:

ΨCCSD =eT̂1+T̂2ΨHF

=

✓
1 + T̂1 +

1

2
T̂1

2
+ · · ·
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T̂2
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◆
ΨHF

=
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T̂1

2
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1

6
T̂1

3
+ · · ·

◆
ΨHF , (2.9)

therefore, it ends up with a summation of excitations, where connected (tabij Ψ̂ab
ij ) and

disconnected (tai tbjΨ̂a
i Ψ̂

b
j ) excitations can be distinguished.

To determine the value of the amplitudes, an iterative process is done by solving:

�µ|e−̂T Ĥ|ΨCC� = 0 . (2.10)

Once the amplitudes are known, the CC energy can be obtained,
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ECC = �ΨHF |Ĥ|ΨCC� . (2.11)

Coupled Cluster including single, double, and estimated triple excitations (CCSD(T))
is the CC variant where CCSD energy is calculated, and triple excitations are included
as an estimation, using perturbation theory. Using CCSD(T) guarantees the addition
of enough dynamic correlation for most purposes. Simultaneously, the addition of all
the effects of the excitations, ensures an accurate description of systems with some
nondynamic correlation. For this reason, CCSD(T) is known as the Gold Standard
method to include dynamic correlation in quantum chemistry. It should be noted that if
the system is clearly nondynamic, CC will not be a suitable method.218

To assess the adequacy of CCSD or CCSD(T) usage, we could employ several mea-
sures. One of the most well-known is the T1 diagnostic219 by Lee and Taylor:

T1 =
||tµ||
N1/2

, (2.12)

where N is the number of electrons included in the correlation procedure. T1 is evaluated
to detect if a system has a large nondynamic character based on the CC wavefunction.
In other words, it measures whether a single-reference electron correlation method is
appropriate or not. For CCSD, T1 diagnostic value larger than 0.02 indicates that
the results are not to be trusted and the need for a multireference electron correlation
procedure. In addition to the T1 diagnostic there are other measures such as D1,220

D2
221 or IND.206,207

2.1.2 Domain localized pair natural orbitals (DLPNOs)
Among the great variety of post-HF methods, successive approximations come to

light. The main idea behind the approximate methods is lowering the cost of the compu-
tational methods already available in the literature. This means applying approximations
to the existing methods and reducing the computational cost’s scaling with the system
size.

Post-HF methods are computationally expensive as the cost scales with the system
size and basis set used, soon reaching the limit of computational resources. Apart from
long computational time, a fast storage of all the information generated during the
calculation, and large disk space are important factors to have at your disposal when
doing such calculations with large systems.

HF molecular orbitals, the starting point of most post-HF methods, are significantly
delocalized. However, most molecular orbitals are highly delocalized, for instance, Kohn-
Sham orbitals. The fundamental idea behind localized methods is exploiting the locality
(short interelectronic distances) of dynamic correlation. If the correlation is significant
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at short interelectronic distances, where the electrons are already placed by HF, working
with localized orbitals will save computational time.

There are diverse localization-based post-HF methods founded on different localiza-
tion schemes. In this thesis, we will spotlight the domain localized pair natural orbitals
method222–225 developed by Neese, as it is one of the most popular methods employed
nowadays and it has been used in some of the works covered in this thesis (see Section
8).

The DLPNO method emerges as an improvement of an already existent method,
the localized pair natural orbital method (LPNO), also developed by Frank Neese. 226

LPNO expands the pair natural orbitals (PNO) employing canonical virtual orbitals (HF
virtual orbitals), and it does not truncate the single excitations. At first, it seemed
unnecessary to truncate the single excitations because they give the orbital rotations
allowing to include some nondynamic correlation.227 The original LPNO-CCSD method
performed outstandingly for molecules smaller than seventy atoms, with a computational
cost only from two to four times greater than a HF calculation. For a large system, an
LPNO-CCSD calculation could reduce the number of amplitudes to be calculated by a
factor of 105-106 compared to a canonical CCSD calculation using the same basis set.223

Although these methods are highly reliable and efficient, they become computationally
expensive for large molecules (with > 100 atoms) due to the necessity of higher-order
scaling steps.

The DLPNO approximation is based on direct local approaches where locality is used
to evade the computation of some specific terms. First, it expands the pair natural
orbitals in terms of localized virtual orbitals. Neese used the orbitals named projected
atomic orbitals (PAO), and truncated the single excitations using single-specific natural
orbitals as accurate as the LPNO method.223

PAOs are defined using a virtual basis set and a projector (pseudo-identity operator).
A linear combination will provide a set of projected atomic orbitals that expand the
external space. The coefficient resulting from the linear combination is the overlap
between a virtual and an occupied atomic orbital. There will be as many PAOs as
atomic orbitals. Virtual orbitals are being localized around a particular atomic orbital.
Therefore, we can define zones or domains. Domains are sets of PAOs that are used to
determine a localized molecular orbital. Usually, distances and connectivities are the two
criteria used to select the series of PAOs. The bigger the domain, the more accurate the
calculation. The orbital will be better described, but at the same time, the efficiency
will be reduced. However, there are correlation effects that are not so local; dynamic
correlation is primarily local but not entirely. Some effects occur at higher interelectronic
distances, and those could be missed with all localized orbital methods. A clear case is
Van der Waals interactions. Using only PAOs, calculations are highly dependent on the
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domain size. For this reason, Neese proposed to used the PAOs as the basis to construct
the PNOs.

In summary, in DLPNO, natural orbitals are built using the PAOs, while the latter
will define the domains to start the DLPNO calculation. In such a manner, the high
compactness of the original LPNO wavefunction remains as long as we take advantage of
a greater locality. DLPNO scales almost linearly with the system size. It has been seen
that combining the pair natural orbital approach and the concept of orbital domains, it
is possible to attain almost entirely linear scaling CC implementations (DLPNO-CCSD
and DLPNO-CCSD(T)) relative to system size that recover roughly 99.9% of the total
correlation energy.228

Several thresholds control DLPNO calculations. However, only three cut-off parame-
ters are needed to be modified unless specific questions are addressed: (i) TCutPairs, the
threshold for electron pairs to be involved in the CC iterations; (ii) TCutPNO, the most
crucial parameter which controls how many PNOs are used for a given electron pair; and
(iii) the Mulliken population cutoff for domain selection, TCutMKN , which regulates how
large the domains are (the domains will later form the PNOs). For the linear-scaling
DLPNO calculations, the domain sizes are controlled with the TCutDo parameter.223,225

DLPNO-MP2, DLPNO-CCSD, and DLPNO-CCSD(T) have become popular meth-
ods that can be applied to very large molecules. After all, we should be aware that
only dynamical correlation is highly local. Therefore, if these methods retrieve some
mild nondynamic correlation effects, it is only natural that we will miss these effects by
employing the locality of correlation.

2.2 Density Functional Theory (DFT)

Density Functional Theory229,230 is an alternative to wavefunction methods. The
formal foundations of DFT were introduced by Hohenberg and Kohn (HK) in 1964.
Previously, different energy functionals such as the Thomas-Fermi231 had been proposed,
but the basis of the theory was not discovered yet. Thomas-Fermi approximation was
formulated in terms of the electronic density (ρ(1)) to analyze the electronic structure
of a many-body system. It was developed semi-classically, and it is only correct in the
limit of an infinite nuclear charge.232,233

HK established the theoretical basis of DFT by introducing the HK theorems. Ac-
cording to HK theorems, DFT is, in principle, an exact theory that states that any
property of a system can be calculated employing the ground-state electron density,
ρ(1). ρ(1) is an observable that only depends on three spatial coordinates and one spin
variable (1 ≡ r,σ). Unlike wavefunction methods that rely on 4N variables (N is the
total number of electrons in the system), in DFT the problem’s dimensionality is reduced
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to 4 variables.
The first HK theorem establishes a one-to-one mapping between the exact ground-

state electron density and the external potential (up to an additive arbitrary constant),
i.e. , any property of the system is a unique functional of the ground-state electron
density. Up to this point, for the sake of simplicity, the E[ρ] ≡ E[ρ(1)] short-hand
notation will be used. The energy functional can be written as:

E[ρ] =T [ρ] + Vext[ρ] + Vee[ρ]

=

Z
ρ(r)νext(r)dr + FHK [ρ], (2.13)

where T [ρ] is the electronic kinetic energy, Vext is the external potential, and Vee is
the electron-electron interaction energy. FHK [ρ] is the Hohenberg and Kohn functional,
which is an universal energy functional that depends only on the total number of the
electrons of the system,

FHK [ρ] = T [ρ] + Vee[ρ] . (2.14)

The second HK theorem guarantees the existence of a variational principle, 234

E[ρ] ≥ E[ρexact] = Emin (2.15)

Then, the ground-state density can be found by minimizing E[ρ] constraining the
search to densities that integrate to the number of electrons,

δ

δρ(r)


E[ρ]− µ

Z
ρ(r)dr

�
= 0 (2.16)

where µ is the Lagrange multiplier. Using equation 2.13, the Euler equation reads:

δFHK(r)

δρ(r)
+ νext(r) = µ (2.17)

The bottleneck of DFT is that the FHK universal functional is unknown. Therefore,
DFT methods use approximate functionals. In 1965, Kohn and Sham (KS) introduced
the fundamental scheme for the general use of DFT (KS-DFT).235 The KS scheme
uses as a reference a non-interacting system (KS system) with the same density as the
original system. Hence, Vee = 0 and T = Ts. The KS system has N electrons that do
not interact with each other, but they interact with an external potential (νs). For this
system, the electronic energy functional is:

E[ρ] =

Z
ρ(r)νs(r)dr + Ts[ρ] (2.18)
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and thus the Euler equation reads as:

δTs[ρ]

δρ
+ νs(r) = µ (2.19)

The exact wavefunction of a non-interacting system is a Slater determinant. To
find the orbitals and the density of the system one has to solve a set of single-particle
equations (similar to the Fock secular equations that arise in HF theory):

✓
−∇2

2
+ νs(r)

◆
φi(r) = εiφi(r) (2.20)

The density of the KS system is written in terms of one-electron functions, the KS
orbitals,

ρ(r) = ρKS(r) =
N�

i=1

|φi(r)|2 (2.21)

KS proposed to express the FHK [ρ] (2.14) as:

FHK [ρ] =Ts[ρ] + J [ρ] + Exc[ρ] (2.22)

where J [ρ] is the classical Coulomb repulsion between charges and Exc is the exchange-
correlation energy. This latter term includes the difference between the exact kinetic
energy and the kinetic energy of the non-interacting system, as well as all the energetic
non-classical terms between electrons (electron-electron repulsion correlation potential
and exchange energy):

Exc[ρ] = T [ρ]− Ts[ρ] + Vee − J [ρ] (2.23)

Inserting equation 2.22 into equation 2.17:

δTs[ρ]

δρ(r)
+ νext(r) +

ρ(r�)

|r − r�| + νxc(r) = µ , (2.24)

and comparing with equation 2.19, we find:

νs(r) = νext(r) +
ρ(r�)

|r − r�| + νxc(r) (2.25)

It seems that the ground-state density of the interacting system can be found by
solving single-particle equations (see Equation 2.20). All the complexity of DFT remains
in one term, the XC functional, as every energy functional in equation 2.22 can be
calculated exactly from the electron density or the KS orbitals except the exchange-
correlation functional.
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2.2. Density Functional Theory (DFT)

Accordingly, the KS strategy mitigates the problem of the unknown energy functional
using the two main ideas already stated: (i) the energy is described as a sum of terms
where only one remains unknown, and (ii) the electron density is calculated from a set
of new orbitals that is iteratively improved.

Finding an efficient approach for constructing functionals in terms of the electron
density that are universally applicable to correctly describe all the properties of a system
is a hard problem and remains unsolved. In this sense, several approximations to the
Exc[ρ] functional exist in the literature, known as density functional approximations
(DFAs). The use of DFAs leads to errors in the property being calculated. Each DFA is
characterized by a different approximation of the XC part. Jacob’s ladder 236 is a simple
and visual way to classify the five main groups of the XC functionals according to the
ingredients included in the functional. In other words, in Jacob’s ladder the functional

Figure 2.1: Representation of Jacob’s Ladder.

are ordered in agreement with their com-
putational cost to achieve the best accu-
racy, namely, the heaven of chemical accu-
ray. As one climbs the Jacob ladder, one
can find firstly the local spin-density ap-
proximation (LSDA), which approximates
the XC energy using only the information
of the electron density. Secondly, general-
ized gradient approximation (GGA), which
besides ρ(1), also includes the gradient of
the density (∇ρ) at that given position.
Thirdly, meta-GGA, for which the energy
density also depends on the Laplacian of
electron density (∇2ρ) or the kinetic en-
ergy (τ) . These first three rungs scale as
N3. At higher-order approximations, like
hyper-GGA or hybrid functionals, the cost
increases, and the XC functional includes
a certain fraction of HF exchange(εHF

x ).
In the fifth rung, we find the non-local or
double hybrid functionals, where the XC functional also relies on the information of
unoccupied KS orbitals (φa). The higher the rung, the higher the complexity of the
functional and the computational coast are. Nevertheless, higher-rung functionals do
not always imply a better performance of the functional.237

Nowadays, one of the most used rungs of Jacob’s ladder is the one that comprises
hybrid functionals, especially to study reactivity and thermochemistry because they offer
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a better description of reaction barriers and reaction energies. The energy of the hybrid
functionals (Ehyb

XC) is a summation of GGA/meta-GGA correlation energy (EGGA
C ), a fixed

fraction of GGA/meta-GGA exchange (EGGA
X ) and, a fraction of the exact exchange

(EHF
X ):

Ehyb
XC = aEGGA

C + bEGGA
X + cEHF

X (2.26)

where a, b and c are hybridization coefficients.
Although DFT is among the most popular methods in computational chemistry,

especially for big systems, one should keep in mind the main limitations of DFT approx-
imations already mentioned in the introduction (see Section 1.1.1), which can even lead
to an erroneous prediction of a particular property.238,239

2.2.1 Delocalization error (DE)
As stated in the previous chapter, the self-interaction and the delocalization errors are

a key factor in our studies. In HF, the artificial term corresponding to the Coulomb repul-
sion energy of an electron with itself is exactly canceled by the corresponding exchange
term. Conversely, in DFT, while Coulomb terms are described exactly, the exchange
term is expressed by an approximate functional. The SIE is due to the non-cancellation
of these two terms. Accordingly, HF does not suffer from this type of error. The DFT XC
potential does not decay asymptotically as −/r, as the exact XC potential does. 240,241

XC potential is the XC energy derivative with respect to the electron density.
Going beyond GGA functionals and introducing non-local HF exchange in the XC

potential partially corrects the delocalization error, improving the results using hybrid
functionals. Hybrid functionals mix a constant percentage of HF exchange with a semi-
local exchange functional (see Eq. 2.26 and B3LYP in Fig. 2.2). However, the use
of hybrid functionals is not always sufficient because the decay of XC potential is still
incorrect. For this reason, the range-separated functionals were proposed (see Section
2.3). In this context, there are several recent discussions in the literature related to the
role of the exact exchange in DFT calculations, especially in large systems.17,242–246
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Figure 2.2: Schematic plot of exact exchange percentage included in B3LYP (HF[%]=19), M06-2X
(HF[%]=54), CAM-B3LYP (HF[%]=19-65) functionals and LC general scheme (HF[%]=0-100).

For the particular case of aromaticity indices studies, we have seen that the amount
of exact exchange included in the functional clearly changes the picture for most of the
aromaticity indices, indicating that the percentage of HF-exchange included is highly
relevant to obtain an accurate description of the aromaticity character. 18,19 In most of
the projects included in this thesis, we have compared the performance of HF and three
different DFAs.

2.3 Range-separated functionals (RSF)
In 1996, Savin proposed a scheme247 to accurately describe the charge transfer

states, Rydberg excitations, and polarizabilities of long-chain molecules. 248 He suggested
splitting the electron repulsion operator, i.e. , the classical Coulomb operator, into two
terms; one short-range term and one long-range term (eq. 2.27) applying the traditional
Ewald approach, which uses the standard error function (erf ) and treating the two terms
with two different methods:

1

r12
=

erfc(ωr12)

r12
+

erf(ωr12)

r12
, (2.27)

where r corresponds to the distance between two electrons and ω is the attenuating
parameter. In other words, the ω parameter is the one that modifies the percentage of HF
exchange included in the XC functional for each interelectronic distance. erfc(ωr) is the
complementary error function (erfc(x) = − erf(x)) applied for the short-range term
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and erf(ωr) is the standard error function which is used for the long-range interaction
term. There are more functions that one could apply to this scheme, but the standard
error function is the most widely used as it allows the bi-electronic integrals to remain
analytically solvable for Gaussian functions. The larger the ω value, the greater role of
the long-range method used. If ω tends to zero, then the selected method to describe
the long-range term is not being included and all the interelectronic distances are treated
with the method used for the short-range (SR) regime (DFT). Conversely, if ω=1, the
electron-electron interaction is completely treated with the method selected to describe
the LR regime (wave function theory). In DFT, functionals based on this scheme are
named range-separated functionals.

Several RSF have come to light over the years. Long-range corrected (LC) func-
tionals, proposed by Hirao,248 were the first type of RSF, including a semi-local method
(GGA or LSDA) at a short interelectronic distance and HF for the long-range term.
HF exchange exhibits the correct asymptotic behavior for large interelectronic distances,
while DFT functionals are usually appropriate for describing interactions at the short-
range regime. In fact, at the limit where r tends to zero, the LDA method is exact.247

Some examples are LC-ωPBE249 or LC-BLYP.248 Yet another group of RSF are the
Coulomb-attenuating methods (CAMs), e.g. , CAM-B3LYP250 or ωB97X,251 that fur-
ther generalize the LC functionals to couple hybrids at the short-range and increase the
HF exchange at long distances.

The first LC functionals presented a static value of the attenuating parameter for
general use in thermochemical applications.252 Nevertheless, later, it was suggested to
modify this parameter to reach more accurate results.253–255 There are different theo-
retical approaches to modify the attenuting parameter,255–257 however, in the following
subsection, we will further discuss the scheme proposed by Livshits et al.253,258–260

2.3.1 Tuning of the attenuating parameter
The attenuating parameter, also known as the screening or range-seperation pa-

rameter, changes the relative weight of the two ranges in a RSF as a function of the
interelectronic distance. As mentioned before, it has been seen that optimizing the ω

parameter for each molecule can improve one-electron excitation energies calculations,
such as valence, Rydberg, core and charge-transfer excitations.181,261

There are different methods to proceed with the optimization of the screening pa-
rameter. In this thesis, we have employed the so-called ΔSCF method.253,258–260 This
method is implemented in an in-house script based on Koopmans’-type theorem in Kohn-
Sham theory (also known as IP-theorem).262 Within HF theory, Koopmans’s theorem
stipulates that the first ionization potential (IP) is equal to minus the energy of the
highest occupied molecular orbital (HOMO), neglecting orbital relaxation and orbital
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correlaction. In analogy, it is possible to approximate the electron affinity (EA) to the
LUMO orbital energy in the opposite sign. However, in DFT, the exact KS functional
satisfies the Koopmans theorem ( εHOMO = −IP ) while approximate KS functional
does not, which results in an underestimation of the ionization energy.

LC functionals are approximate methods offering KS orbital energies that provide
reasonable approximations to the principal IPs according to Koopmans’-type theorem.
In ΔSCF method, the IP and the EA can be obtained from the difference between the
ground-state energies of the system with N electrons and with N ± 1 electrons:

IP (N) = E(N − 1)− E(N) (2.28)

EA(N) = −IP (N + 1) = E(N + 1)− E(N) (2.29)

Then, several functions are defined (Equations 2.30, 2.31, 2.32 and 2.33), their
minimization leading to the optimal value of ω.253

The Koopmans’-type theorem deviation for a system with N and N + 1 electrons
yield the following tuning conditions:

J0(ω) = |εωHOMO(N) + IP (N)| (2.30)

J1(ω) = |εωHOMO(N + 1) + EA(N)| (2.31)

For the purpose of properly describing the fundamental gap, both functions should
be minimized simultaneously:

J(ω) = J0(ω) + J1(ω) (2.32)

In general, J(ω) can be non-zero even for exact functionals as it is defined for systems
with different number of electrons. However, it has been seen that the optimal values
of ω are very close to the minima of J0(ω) or J1(ω) subject to the particular form of
the εHOMO and the total energy.263,264 To prevent such biased behavior J∗(ω) function
was suggested:253

J∗(ω) =
�

J2
0 (ω) + J2

1 (ω) (2.33)

The script used to optimize the attenuating parameter is based on the minimization
of J∗ descriptor. First the IP(N) and IP(N+1) calculations were performed at the ω

default value (ωdef = 0.4au−1).249 Although these two calculations depend on the value
of ω, for the sake of simplicity, we have only calculated them at the beginning of the
optimization process, using the default value of ω. Then, using the golden section search
numerical method,265 the J∗ minimum is found by constricting the range of values of
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ω, where the minimum is supposed to exist. Once the optimal attenuating parameter is
found, it is used to perform the required DFT or TDDFT calculation.

We have used this protocol mainly to simulate UV-Vis absorption spectra of different
photosensitizers that present CT excitations as well as to compute their redox potential
(see Section 9).

2.4 Time dependent density functional theory
(TDDFT)

Time-dependent density functional theory is the extension of DFT to study the time-
dependent phenomena. TDDFT has become one of the most popular and successful
method for computing electronic spectra and non-adiabatic excited dynamics in com-
putational chemistry.266 One of the most frequently calculated properties in this exact
approach is the vertical absorption energy as it requires neither the knowledge of the
electronic excited-state density nor the energy gradient.267

The building blocks of this theory are the time-dependent equivalent of the first HK
theorem (Runge-Gross theorem) and the time-dependent version of the KS theory. 230,268

The Runge-Gross theorem states a one-to-one mapping exitsts between the exact elec-
tron density and the exact time-dependent external potential aside from a spatial con-
stant that depends on time.230,269,270 Furthermore, the availability of a time-dependent
KS reference system enables the derivation of the time-dependent KS equations and
subsequently reaches the time-dependent one-particle Schrödinger equation.

In the same vein as DFT, where the exact XC functional is not established, in TDDFT,
the exact time-dependent XC kernel (Eq. 2.34) is not known, and some approximations
are needed. The XC kernel is determined as the second derivative of the XC energy
(Exc) with respect to time-dependent density, evaluated at the ground-state density: 23

fxc(r1, t1, r2, t2) =
δ2Exc

δρ(r1, t1)δρ(r2, t2)

����
ρ(r)

(2.34)

One of the most important approximations is the adiabatic approximation, which
allows the utilization of the standard ground-state XC functionals in the context of
TDDFT since it is expected that density only varies sluggishly with time. Within this
approximation, the exchange-correlation kernel (fxc) is defined as the second derivative
of the XC energy with respect to the electron density, and it is assumed to be independent
of time:

fxc(r1, r2) =
δ2Exc

δρ(r1)δρ(r2)
(2.35)
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(TDDFT)

After having the time-dependent Kohn-Sham equations, we can use real-time TDDFT
or linear-response TDDFT to carry out our calculations. The former consists in propagat-
ing the KS wavefunction with respect to the time, while the latter, involves measuring
the linear response of the system after applying a weak time-dependent perturbation
such as an electromagnetic potential. If, for example, the response to the application
of a laser was measured, it would not be possible to use linear response TDDFT and
probably it would be necessary to use a quadratic response formalism.

Nowadays, most applications are carried out using linear-response formalism because
it is a powerful approach to calculate excitation energies and optical spectra. In all the
calculations of this thesis where TDDFT was needed, we have employed this formalism.

Within linear-response TDDFT, the excitation energies of a many-body system are
obtained using the so-called Casida’s equation or random-phase approximation (RPA): 23,271,272




A B

B∗ A∗






X

Y


 = ω



1 0

0 −1






X

Y


 (2.36)

where the matrix elements of A and B are given by:

Aia,jb = δijδab(εa − εi) + (ia|jb)− cHF (ij|ab) + (1− cHF )(ia|fxc|jb) (2.37)

Bia,jb = (ia|bj)− cHF (ib|aj) + (1− cHF )(ia|fxc|bj) (2.38)

where ε are the orbital energies. The first term of the A matrix diagonal is the difference
between i (occupied) and a (virtual) orbitals energy. The second term of A matrix and
the first term of B matrix correspond to the antisymmetrized two-electron integrals (Eq.
2.39) that arise from the linear response of the Coulomb and exchange operators to the
first-order changes in the single-particle orbitals,234

(ia|jb) =
Z Z

drdr�
φi(r)φa(r)φj(r

�)φb(r
�)− φi(r)φj(r)φa(r

�)φb(r
�)

|r − r�| (2.39)

The cHF term in Equations 2.37 and 2.38 is the percentage of HF included in
the functional. Therefore, the terms that depend on this parameter correspond to the
response of the chosen XC potential (last terms in Equations 2.37 and 2.38) involving
the XC kernel.

As a consequence of the adiabatic approximation, the principal limitation of TDDFT
approximate functionals inherited from DFT is that they bring in significant errors in
the description of some excited states (CT or the Rydberg excited states). 20–23 As com-
mented in the previous section, the approximate functionals usually underestimate the
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CT excitation energy and they fail to reproduce their potential energy curves due to the
SIE. For large interelectronic distances, they do not exhibit the correct −/r decay.
However, if the approximate functionals include a specific percentage of exact exchange
(HF exchange) they improve the description of the above mentioned excited states.

Another important problem of TDDFT is the description of double273 and triplet274,275

excitations. TDDFT does not identify double excitations when the linear response and
adiabatic approximations are used. These excitations can be incorporated in TDDFT,
for example, by extending the method beyond linear response.276,277 On the other hand,
triplet excitations energies could be underestimated using TDDFT due to the inclusion
of the exact exchange in the XC potential. This limitation of TDDFT is known as triplet
instability, and it is usually addressed by using the Tamm-Dancoff approximation. 23,278

However, in the present dissertation, neither double nor triplet excitations are studied.
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Chapter 3

Aromaticity

In this chapter, we will explain which indicators we use to establish bridges between
quantum mechanics and classical chemical concepts (e.g. , chemical bond or aromaticity),
starting with the partition of the molecular space and the definition of an atom in
a molecule. Since atoms are composed of electrons and most of the chemistry and
reactivity can be explained by distributing the electrons in the molecules, it is natural to
take the electron density as the central quantity to define an atomic partition. For this
reason, the tools used in this thesis are based on the electron density, the pair density,
and the orbitals, among others. Then, we will review the aromaticity descriptors used
in the projects of this thesis, giving some examples and paying special attention to the
electronic ones.
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3.1 Density and high-order density matrices
The electron density (ρ(1)) is the central quantity in DFT (vide infra) and also to

the quantum theory of atoms in molecules (QTAIM, see the following sections). Born’s
rule279 specifies that the probability of finding one electron within the infinitesimal volume
around the position of electron 1 with spin σ1 (d1) is determined by the square of the
wavefunction that describes the system,

P (1)d1 =

Z
d2

Z
d3 . . .

Z
dN |ψ(1, 2, . . . , N |2d1 , (3.1)

where N is the total number of electrons in the system, and P (1) is the probability of
finding one electron at position 1 regardless of the position of the other (N-1) electrons.
From equation 3.1 the electron density is determined as:

ρ(1) = NP (1) . (3.2)
Since the electrons are indistinguishable particles, the electron density accounts for the
probability of finding at least one electron at 1.

Indeed, electron density is the diagonal part of the first-order reduced density matrix
(1-RDM), ρ(1) ≡ ρ1(1; 1):

ρ1(1; 1
�) = N

Z
d2d3 . . .

Z
dNψ

∗(1, 2, . . . , N)ψ(1�,2, . . . , N) , (3.3)

where different coordinates are used for the first electron of the two wavefunctions that
are included in the integral. The 1-RDM will be used to define several chemical bonding
tools.

Reduced density matrices (RDM) are lower-rank matrices obtained by integrating
the appropriate electronic coordinates of density matrices.280,281 Density matrices are a
compact form to display the maximum information available about the system, using
functions with less variables. In general, the diagonal of the n-order RDM (n-RDM) are
named n-electron densities. Another relevant n-electron density is the one derived from
the diagonal elements of the second-order RDM (2-RDM), the pair density (ρ2(1, 2):

ρ2(1, 2) = N(N − 1)P (1, 2) , (3.4)
where P (1, 2) is the probability of finding two electrons, one at 1 and the other at 2,
regardless of the position of other N-2 electrons:282

P (1, 2) =

Z
d3 . . .

Z
dNψ

∗(1, 2, . . . , N)ψ(1, 2, . . . , N)d1d2 . (3.5)

Therefore, the pair density represents the probability of finding at least a pair of electrons,
one in d1 and the other in d2.229,283
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3.2 An atom in a molecule (AIM)

In 1916, Lewis presented his first definition of a chemical bond when he suggested
that atoms remain together by sharing a pair of electrons between them. To characterize
the electronic distribution of a molecule we need to define an atom in a molecule (AIM).
This will allow to define the type of bonding between atoms and the character of atoms
that assemble the bond.

There are several definitions of an atom within a molecule that could be classified
according to the atomic partition method, i.e. , the scheme used to define the atoms
in the molecule. The atomic partition is an arbitrary method used to calculate atomic
properties and identify chemical bonds within its limitations. On the one hand, the
atomic partition could be defined using the Hilbert space, where the atom in a molecule
is defined as an assortment of basis functions localized over the atom. We can highlight
the Mulliken population analysis284 which uses the Hilbert space to provide the partial
atomic charges. Even though Hilbert space allows an analytically atomic decomposition
for some properties, it also presents two main drawbacks: it is a strong basis-set de-
pendent method, and it presents ambiguity in assigning some basis set functions to an
atom (e.g. , diffuse functions). On the other hand, the atomic partition could be defined
by partitioning the real 3D molecular space, where the most well-known method is the
quantum theory of atoms in molecules (QTAIM).285 Among the other real-space parti-
tions we can highlight, for example, the Voronoi Cells,286 Hirshfeld Atoms287 fuzzy atom
partition,288,289 Becke-ρ partition290–292 and topological fuzzy Voronoi cells (TFVC).293

However, it has been demostrated that QTAIM method is the best one for aromaticity
studies.294 Therefore, we have used the QTAIM method in the studies presented herein
and it will be briefly discussed hereafter. It has been seen that employing other atomic
partitions, the aromaticity indices do not have a correct performance. 294 In addition,
TFVC method was used to calculate the effective oxidation states in the study presented
in Section 8.

3.2.1 Effective oxidation states (EOS)

The topological fuzzy Voronoi cells293 atomic definition was proposed as an alter-
native to the QTAIM partitioning to define the atomic boundaries within the molecule.
TFVC basins are based on the fuzzy atomic Voronoi cells introduced by Becke. 290 TFVC
provides, with a lower computational cost, properties that depend on the atomic defini-
tion, such as atomic charges or delocalization indexes (vide infra), very similar to those
obtained with QTAIM.

The effective oxidation states (EOS) method295,296 is a new general scheme to cal-
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culate oxidation states (OS) from electronic structure calculations. This scheme can be
applied to any molecular system and for any level of theory or electronic state. The first
step to compute the EOS, is the calculation of the effective atomic orbitals (eff-AOs)
for each atom or fragment considered.297,298 These are hybrid atomic orbitals that are
obtained, for single-determinant methods, by diagonalizing the following matrix,

SA
ij =

Z
φA,σ
i (r)φA,σ

j (r)dr , (3.6)

were,

φA,σ
i (r) =




φA,σ
i (r) = φσ

i (r), if r ∈ A

φA,σ
i (r) = 0, otherwise

, (3.7)

A is the spatial region belonging to a given atom or fragment, and φσ(r) is an occupied
molecular orbital. Each eff-AO has an occupation number that indicates whether it is a
core/lone pair, valence, or virtual hybrid. In the EOS scheme, this occupation number
will be used to list by decreasing order, the eff-AOs of all atoms or fragments treating
each spin σ independently. The first Nσ, being Nσ the number of σ electrons of the
system, eff-AOs are considered occupied (λA,σ

ν → 1) while the latter are considered
empty (λA,σ

ν → 0). With the occupied eff-AOs one can build the effective configuration
of the atoms or fragments within the molecule, and thus their OS. In addition to the OS
assignment, the reliability index (R ≡ min(Rα, Rβ)) can be calculated from the frontier
eff-AOs as,

Rσ = 100×min(1,λσ
LO − λσ

FU + 1/2) with (λσ
LO ≥ λσ

FU) , (3.8)

where λσ
LO and λσ

FU are the actual occupations of the considered last occupied and
first unoccupied eff-AOs, respectively. The worst situation is when λσ

LO = λσ
FU and it

corresponds to a R = 50%.

3.2.2 The quantum theory of atoms in molecules (QTAIM)

The quantum theory of atoms in molecules (originally called the Atoms in Molecules
theory) was established by Richard F. W. Bader.299 It defines the atom as a proper
open system by partitioning the real space employing the topological properties of the
electron density. This theory aims to have a well-defined physical understanding for two
fundamental and significant concepts in quantum chemistry: atoms and bonds. The
electron density is a scalar field and it can be visualized in a molecular plane (Figure
3.1), where the atoms present the maxima of this function. By carefully analyzing the
topology of ρ and its first derivative, we find a set of different critical points (rcp):
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3.2. An atom in a molecule (AIM)

∇ρ(rcp) = 0 (3.9)

We can characterize them analyzing the second derivative of the ρ collected in the
Hessian Matrix (H):

H[ρ](rcp) = ∇T
r ∇rρ(r)|r=rcp=




∂2ρ(r)

∂x2

∂2ρ(r)

∂x∂y

∂2ρ(r)

∂x∂z
∂2ρ(r)

∂y∂x

∂2ρ(r)

∂y2
∂2ρ(r)

∂y∂z
∂2ρ(r)

∂z∂x

∂2ρ(r)

∂z∂y

∂2ρ(r)

∂z2




r=rcp

(3.10)

The Hessian matrix is a real symmetric matrix that can be diagonalized via a unitary
transformation (L):

H[ρ]L = LΛ (3.11)

Λ =




∂2ρ(r)

∂x2
1

0 0

0
∂2ρ(r)

∂y21
0

0 0
∂2ρ(r)

∂z21




r1=rc

=




λ1 0 0

0 λ2 0

0 0 λ3




(3.12)

We can label a critical point (CP) using its rank (Ω) and signature (α) as CP=(Ω,α).
The rank is the number of eigenvalues other than zero, and the signature is the sum
of the sign of the eigenvalues, i.e. , the curvature. Each positive curvature contributes
+1 to the signature while a negative curvature adds -1. Assuming non-zero eigenvalues
(Ω=3), the critical points can be classified into four groups determined by the value of
the signature:

• (3,-3): Attractor or Nuclear Critical Point (ACP). All the curvatures are negative
in an ACP, and thus this CP is a maximum of the electron density. These points
usually coincide with an atomic position; otherwise, these CPs are called non-
nuclear maxima (NNA).

• (3,-1): Bond Critical Point (BCP). A BCP shows two negative curvatures and a
positive one. BCP connects two ACP, and it is usually an indicator of the presence
of a chemical bond.

• (3,+1): Ring Critical Point (RCP). A RCP has two positive curvatures and a
negative one. The presence of a RCP usually indicates a ring structure of the
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molecule. If the molecule is planar, the RCP is located in the minimum of the
electron density inside the ring structure.

• (3,+3): Cage Critical Point (CCP). A CCP has three positive eigenvalues, and it
is thus a minimum of the electron density. The CCP indicates a cage structure,
and it is usually located near the center of the cage.

The CP are connected between them through gradient lines named bond paths. The
gradient lines that connect the RCP with BCP are known as ring paths.

Figure 3.1: QTAIM analysis of benzene. In grey the relief map of electron density (ρ) is plotted. The
carbon atoms in grey, hydrogen atoms in white, BCP in green, RCP in red, bond path in black lines
and ring path in yellow dashed lines are represented.

The Poincaré-Hopf expression300 gives the relationship between the different number
of critical points in a molecule:

nACP − nBCP + nrCP − nCCP = 1 (3.13)
The second derivative of the electron density also provides insight on the concentra-

tion or depletion of the electron density. If the Laplacian is negative, we have an electron
accumulation (localization of electrons). On the other side, if the Laplacian is positive,
we have an electron depletion (delocalization of electrons).

3.2.3 Population Analysis
A helpful tool to study the electron distribution within a molecule is the population

analysis. This technique uses a specific definition of the AIM to obtain atomic popula-
tions and atomic charges. The integration of the electron density over a region A gives
the amount of charge located in this atomic domain, NA:

NA =

Z

A

ρ(1)d1 (3.14)
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3.2. An atom in a molecule (AIM)

This is a way to distribute the N electrons of the molecule between the atoms that
form it. The sum of all atomic populations must give the total number of electrons of
the system. Using the atomic population and the atomic number (ZA), one can obtain
the atomic charge (QA) as:

QA = ZA −NA (3.15)

The resulting QA can not be used to calculate the oxidation state of a molecule as it
is usually a non-integer number, and oxidation states are always integer values. Atomic
charges are very sensitive to the choice of the AIM method.286 For this reason, it is not
recommended to draw any conclusion only from the atomic charges calculations.

As it was mentioned before, the most popular population analysis is the Mulliken one
that uses the Hilbert space partition and can be obtained from any computational code.
Contrarily, AIMs employing a real space partition are more complicated to calculate
because they require a numerical integration over the atomic domain A:

NA =

Z

A

ρ(1)d1 =
�

i

ni

Z

A

|φi(1)|2d1 =
�

i

niSii(A) (3.16)

that requires the diagonal part of atomic overlap matrix (AOM):

Sij(A) =

Z

A

φ∗
i (1)φj(1)d1 , (3.17)

where ni is the orbital occupation.
The analysis based on the real space partition presents a numerical error due to

the need to use numerical integration to obtain AOM. In contrast, the ones using the
Hilbert space division present no numerical error because they involve analytical integrals
for GTOs. QTAIM population analysis can be attained from AIMall,301 AIM2000,302,303

APOST-3D304 or ESI-3D305 (the latter does not perform integrations, AOMs should be
provided), among others.

3.2.4 Electron-sharing indices (ESI)
Once we have defined an atom in a molecule, another fundamental chemical con-

cept we can calculate is the bond order (BO). The BO gives the number of chemical
bonds between a pair of atoms, and from the very beginning, it was also closely related
to aromaticity.306 Coulson was one of the first to quantify the BO employing quantum
mechanics calculations, which involved the Hückel molecular orbital theory.307 This mea-
sure of BO is known as the Coulson bond order (CBO). Nonetheless, nowadays, CBO is
almost not used anymore due to the very approximate nature of the HMO method. A
well-known replacement for the CBO is the concept of electron sharing index (ESI) pro-
posed by Fulton,308 which measures to which extent two atoms are sharing the electrons
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lying between them. Following some previous works291 we will name ESI all quantities
that measure the number of electrons shared by a pair of atoms. We can find several
definitions of ESI in the literature.291 Here we will focus on the ones calculated from the
exchange-correlation density (XCD).309 However, it is worth mentioning that Mulliken’s
analysis284 was also one of the preferred for its simplicity and low computational cost. 310

The exchange-correlation density compares a fictitious pair density of independent
electron pairs (ρ(1)ρ(2)) with the real pair density (ρ2(1, 2)) as defined in the following
equation:

ρxc(1, 2) = ρ(1)ρ(2)− ρ2(1, 2), (3.18)

The more independent the electrons are, the smaller the XCD should be. The op-
posite scenario is when the electrons are dependent or coupled; the more coupled, the
more significant the difference. One of the most popular ESI derived from QTAIM is the
delocalization index (DI):311–313

δ(A,B) = 2

Z

A

Z

B

d1d2ρxc(1, 2) = −2cov(NA, NB), (3.19)

where NA is the electron population of the atom A and NB for the atom B (Eq. 3.16).
On the contrary, the localization index (LI) could also be defined using the XCD as:

λ(A) =
δ(A,A)

2
=

Z

A

Z

A

d1d2ρxc(1, 2) (3.20)

The DI measures the number of electrons delocalized or shared between two different
atoms (A and B), while the LI informs us about the number of electrons localized in one
atomic domain (A). As shown in Eq. 3.19, the DI is related to the covariance of A and
B atomic populations since it is also a measure of the fluctuating electrons between this
pair of atoms. The DI has been used to define aromaticity indices, and its validation has
also been done.314–316

Single, double, and triple bonds usually exhibit DI values close to 1, 2, and 3, re-
spectively, whereas classical aromatic bonds show DI values around 1.5. The less the
molecular structure resembles a Lewis-structure, the less predictable the localization
indices are.

It is also helpful to define the delocalization of a specific atom, which some authors317

relate to the valence of the atom:

δ(A) =
�

B �=A

δ(A,B) =
1

2

�

B,A<B

δ(A,B) (3.21)

Since the XCD integrates to the number of electrons, we can classify all the electrons
in a molecule as localized, assigning them to atoms, or delocalized, attributing them to
the pairs of atoms; the following equation is satisfied:
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NA =

Z

A

ρ(1)d1 = δ(A) + λ(A) , (3.22)

giving rise to the sum rule:

N =
�

A

NA =
�

B,A<B

δ(A,B) +
�

A

λ(A), (3.23)

where N is the total number of electrons in the system. An electron localized within an
atom contributes 1 to the LI. When a pair of electrons is shared between two atoms, it
contributes 0.5 to the LI of each atom and 1 to the DI.311

In this thesis, the delocalization index will be calculated for single-determinant (SD)
wavefunctions such as HF and KS-DFT. For closed-shell SD wavefunctions, the DI and
LI (Eqs. 3.19 and 3.20) attain a simple form:

δ(A,B) = 4

N/2�

ij

Sij(A)Sij(B) (3.24)

λ(A) = 2

N/2�

ij

Sij(A)
2 (3.25)

where Sij is the AOM of atom A defined as,

Sij(A) =

Z

A

d1φ
∗
i (1)φj(1), (3.26)

φi(1) being a molecular orbital. DI gives a measure of the number of electron pairs
covalently shared between two atoms. However, this index has a relevant limitation: if
the atom pair is bonded by electrostatic interactions, the index will not reflect it. If
we suspect our bond to be ionic, we should inspect the DI, and the value should be
relatively small. We can help ourselves by analyzing electron density at the BCP (i.e. ,
if it is small, it is probably an ionic bond) or perform an energy decomposition analysis
(EDA).292

For correlated wavefunctions, the calculation is tedious and complicated since the
pair density is not easy to obtain and computationally expensive. More often than not,
one computes an approximation to the DI. Usually, the 2-RDM or pair density in terms
of the 1-RDM.291 In the literature, there are plenty of different methods to make such
approximations,204 but the most used, due to its simplicity, are Ángyán’s or HF-like318

and Fulton or Müller319 approximations. Ángyán approximation does not fulfill the sum
rule exposed in equation 3.23. In contrast, Fulton approximation usually gives a better
approximation because it does satisfy the equation 3.23.291,320
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ESI are not limited to the study of the electron sharing between two entities; they
are also employed to investigate to what extent the electrons are shared between more
than two regions or atoms, the so-called multicenter indices.

3.2.5 Multicenter indices
The Lewis theory321 is not enough to fully rationalize the electronic structures of the

molecules due to the lack of accountability for multicenter bonding. Using the electron
pair, one could characterize the bonding between two atoms but not the bond that
involve more than two atoms in the chemical bond. In 1990, Giambiagi et al. proposed
one of the first attempts to use a multicenter index322 to calculate a multicenter bonding:

I(A1, A2, . . . , An) =

Z

A1

d1

Z

A2

d2 . . .

Z

An

dnρ1(1; 2)ρ1(2; 3) . . . ρ1(n; 1) (3.27)

where N≥ n and the expression depends on the 1-RDM, ρ1(1,2), defined previously.
Notice that this index depends on the particular order of the atoms in the string for
n>3. Afterward, some authors323–325 discovered that the sign of three-center indices
was an indicator of the number of electrons involved in the bond. A positive value
indicates three-center two-electron (3c-2e) while a negative value points to a three-
center four-electron (3c-4e) system.

In 1994, Giambiagi326 reformulated his definition of I index in terms of the n-RDM,
named here n-center ESI (nc-ESI)327

δ(A1, . . . , An) =
(−2)n−1

(n− 1)!

�
n�

i=1

�
�NAi

−NAi

��
(3.28)

The last-mentioned index is invariant with respect to the order of the atoms in the
ring. It measures the probability of having simultaneously one electron at A1, another at
A2, etc., regardless of the position of the N-n electrons of the system. The regions Ai

are usually atoms in the molecule, but one could also use molecular fragments or other
relevant regions of the space, vide supra. Giambiagi was also the one who later proposed
to use the multicenter indices as a measure of aromaticity328 and denote Eq. 3.27 as an
aromaticity index, Iring.329 After that, several aromaticity indices based on multicenter
indices start to be developed by different authors.330,331 Besides the use in aromaticity
studies, multicenter indices have been used to analyze conjugation and hyperconjugation
effects,332 to distinguish agostic bonds333,334 and to account for electron distribution in
molecules.335

In the next section, we will carefully review the different multicenter indices to study
aromaticity and other descriptors that are not based on electron delocalization.
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3.3. Aromaticity Descriptors

3.3 Aromaticity Descriptors
If the definition of aromaticity is a troublesome issue, trying to reach an agreement

on the description and quantification of the aromatic character of a particular system is
even more complicated. In other words, despite having different experimental techniques
to characterize this property indirectly and a wide range of diverse theoretical indices, it
is expected that all of them will lead to the same conclusions. Nonetheless, Katritzky
et al. demonstrated that the magnetic manifestations of aromaticity are orthogonal to
other electronic or geometric measures.71

Many authors suggest using a set of descriptors based on different criteria to describe
aromaticity, both from an experimental and theoretical prespective. 71,85,92,336–338 The
previous chapters, (see 1.3) have already mentioned some of the experimental techniques
or properties used to describe aromaticity, especially in porhyrinoids. In the present
section, we will focus on the theoretical criteria to define the aromatic character of
molecules.

In computational chemistry, one can measure aromaticity using a sorted variety of
descriptors available in the literature. Aromaticity indices could be classified into four
primary groups regarding the different manifestations of aromaticity: energetic, 81 mag-
netic,33 geometric,83 and electronic.85 In the following sections, the ones used in our
studies will be described. The articles included in this thesis particularly focus on elec-
tronic aromaticity indices and their performance.

For most of the indices explained in this section, we will employ as a reference
the indices values of porphin, the simplest aromatic porphyrin known. Isophlorin,121 by
contrast, will be presented as an antiaromatic example. The local aromaticity indices, will
correspond to the most aromatic pathway. We will also evaluate more straightforward
examples, such as to benzene, cyclohexane, and cyclohexatriene (with a relation between
the double bond and simple bond of 0.8). These molecules are known to be aromatic,
nonaromatic, and antiaromatic, respectively. All the calculations were done at the CAM-
B3YLP level of theory in combination with the 6-311G(d,p) basis set in the gas phase.
All aromaticity indices reported are gathered in Table 3.1.

For simplicity, the aromaticity descriptors formula are associated to a molecule with
n atoms denoted by the string A = {A1, A2, . . . , An} whose components are arranged
following the connectivity of the atoms in the ring. In addition, for convenience, we
adopt An+p ≡ Ap(p ≥ 0).
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3.3.1 Energetic indices

Energetic criteria are important to identify molecules that benefit from extra energy
stabilization. In some molecules, especially organic ones, conjugated-electron circuits
along a ring structure cause important energy stabilization, bond-length and bond-order
equalization. In recent years, energetic aromaticity descriptors have not been widely
used339 but among the different energetic criteria, the aromatic stabilization energy
(ASE)81 could be highlighted. Despite different versions of ASE exist,151 the original
idea is to assess the aromatic stabilization energy using a homodesmotic or isodesmotic
reaction. As an aromatic descriptor, ASE is positive for aromatic molecules and negative
for antiaromatic ones. The primary limitations of ASE are the difficulty to isolate the
aromatic stabilization energy from other effects that could stabilize or destabilize the
system, and the arbitrariness of the reference reaction to compute it. To calculate ASE,
a reference reaction involving the system of interest is needed, and it is not always a
step-forward process to find the most suitable reference. In addition, as we will see with
other descriptors, vide infra, an aromatic index based on references, does not measure
the aromatic character of the system but it measures the similarity with respect to some
reference molecule. For all these reasons, energetic descriptors are not used in the present
thesis.

3.3.2 Geometric indices

The main idea of the structural aromaticity descriptors is that bond-length equaliza-
tion and the molecular symmetry are signatures of the aromatic character.

Harmonic oscillator model of aromaticity (HOMA)

One of the most popular and effective geometric aromaticity indices is the so-called
harmonic oscillator model of aromaticity developed by Kruszewski and Krygowski in
1972.340 HOMA relies only on geometric data, and it can be calculated using the fol-
lowing formula:

HOMA(A) =1− 1

n

n�

i

αi(ropt − rAi,Ai+1
)2

=1− (EN +GEO)

(3.29)

where αi is an empirical constant that depends on the type of bonds in the molecule,
and rA,B is the distance between atoms A and B. It is usually assumed that all the bonds
present in a molecule are of the same kind. However, it can also be derived for rings
with different bonding patterns, but it is a bit more tedious.341 HOMA index uses some
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reference bond lengths, ropt, for which the compression energy of the double bond and
the expansion energy of the single bond are minimal according to the harmonic potential
model.

As can be seen in the formula 3.29, HOMA could be decomposed into the ener-
getic (EN) and the geometric (GEO) components. The EN contribution measures the
deviation of the bond distances compared to some tabulated data, while the GEO com-
ponent evaluates the variance of the interatomic distance for the bonded pairs (or bond
distance). Both quantities, EN and GEO, are close to zero for aromatic molecules.

HOMA descriptor gives values close to one for aromatic species. Small or negative
values indicate a nonaromatic or antiaromatic species. For porphin, HOMA equals 0.872,
and for isophlorin, 0.465, whereas the descriptor takes values of 0.000, -4.167, and
-31.266 for benzene, cyclohexane, and cyclohexatriene, respectively.

The main advantage of all the structural indices is that with only the bond lengths
and some extra reference values, they can tell you whether the system is aromatic,
antiaromatic, or nonaromatic. On the contrary, the major limitation of HOMA is its
dependence on reference values. This implies that the reference data is limited only to a
few numbers of bonds (C–C, C–N, C–O, C–P, C–S, N–N, and N–O). Therefore, HOMA
can not be calculated for all molecules, and it is not suitable to study reactivity 38,92 and
new aromatic molecules which contain bonds other than the reference ones.

Bond-length alternation (BLA)

Bond-length alternation is another old structural descriptor 342,343 which compares
the average of bond lengths of consecutive bonds in a ring and it can be expressed as:

BLA(A) =
1

n1

n1�

i=1

rA2i−1,A2i
− 1

n2

n2�

i=1

rA2i,A2i+1
(3.30)

where n1 = b(n+ 1) /2c and n2 = bn/2c. bxc is the floor function of x, which returns
the largest integer less than or equal to x.

The definition expressed in formula 3.30 was originally derived for open chains. There-
fore, it does not correctly describe the bond-length alternation of rings with an odd
number of atoms. In such cases, two consecutive bonds are averaged together, and
its value depends on the order of the atoms in the ring. Accordingly, we have used a
modified BLA definition for all cases (odd and even number of atoms):19

BLA(A) =
1

2n

n�

i=1

|rAi,Ai+1
− rAi+1,Ai+2

| (3.31)

BLA directly measures the bond-length equalization expected in aromatic paths, and
it does not need reference data. The BLA values are close to zero for aromatic species.
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As expected for an aromatic and antiaromatic species, it takes values of 0.035 and 0.082
respectively, for porphin and isophlorin. BLA equals 0.000, 0.000, and 0.408 for benzene,
cyclohexane, and cyclohexatriene, respectively. As it can be seen, nonaromatic species
could also present BLA values close to zero. Cyclohexane, for example, only presents
single bonds and if the difference between the bonds length is performed, it will give
BLA=0.000.

As stated above, it is necessary to choose an expression to correctly characterize the
system, leaving aside the number of atoms. For some authors, one of the limitations of
BLA is that it assumes the alternation of bond length reflects the distribution of electrons
in a conjugated circuit. As we have just seen with cyclohexane, this is not always the
case. For this reason, electronic indices are usually preferred.

3.3.3 Electronic indices
In recent times, the aromaticity indicators based on the electronic structure of the

molecule are becoming popular. Among a great variety of electronic descriptors, 330,331,344–346

the ones described in more detail in the following subsections are based on the electron
delocalization measures, most of them involving the ESIs (equation 3.19).

Aromatic fluctuation index (FLU)

In 2005, Matito and Solà introduced the electronic analog to HOMA index, the
aromatic fluctuation index. FLU is constructed to perform an aromaticity analysis that
goes beyond the bond-length information.315,316 This electronic descriptor only employs
the electronic delocalization of the atoms in the ring and compare them with the cyclic
electron delocalization of an aromatic molecule of reference:

FLU(A) =
1

n

n�

i=1

✓
δ(Ai)

δ(Ai−1)

◆α ✓
δ(Ai, Ai−1)− δref (Ai, Ai−1)

δref (Ai, Ai−1)

◆�2
(3.32)

where α allows to ensure that the first term of the equation 3.32 is always greater than
or equal to 1,

α =

(
1 δ(Ai−1) ≤ δ(Ai)

−1 δ(Ai) < δ(Ai−1)
, (3.33)

and δref (A,B) is the DI of the aromatic molecule of reference. For instance, for C–C
bonds, the reference is benzene, whereas the C–N bond reference is taken from pyridine.

FLU values are close to zero if the molecule is aromatic, while it takes large values
for nonaromatic and antiaromatic species. For the simplest aromatic porphyrin, its value
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equals to 0.010, albeit for isophlorin is 0.026. Thus, the FLU value of isophlorin is slightly
higher than the porhin one, as it is expected because it is an antiaromatic molecule. In the
six-membered ring examples, the FLU values are 0.000, 0.090, and 0.087, corresponding
to benzene, cyclohexane, and cyclohexatriene, respectively. Cyclohexatriene’s FLU value
lies in the middle of the other two six-membered rings because it is slightly antiaromatic
and the others are aromatic (benzene) and nonaromatic (cyclohexane).

Similar to HOMA, FLU does not measure aromaticity itself. Instead, it compares
the values with an aromatic reference molecule. Thus, it cannot be used to describe
reactivity38,92 because it will always underestimate the aromaticity character. Addition-
ally, FLU is an index that relies on two-center measures of delocalization. Consequently,
it could fail to describe the aromatic character of the molecules where the aromaticity
involves multicenter conjugation patterns.

Bond-order alternation (BOA)

The bond-order alternation (BOA) index is the electronic counterpart of BLA as was
FLU the electron-structure equivalent descriptor of HOMA. BOA utilizes the bond order
or electron-sharing index as opposed to the bond length, and the equivalent expressions
of 3.30 and 3.31 are:

BOA(A) =
1

n1

n1�

i=1

δ(A2i−1, A2i)−
1

n2

n2�

i=1

δ(A2i, A2i+1) (3.34)

BOA(A) =
1

2n

n�

i=1

|δ(Ai, Ai+1)− δ(Ai+1, Ai+2)| (3.35)

Similarly to BLA (cf. equation 3.30 vs. 3.31), equation 3.34 is not suitable for
molecules with an odd number of atoms, and we prefer to use equation 3.35.

Accordingly, BOA assumes values close to zero for aromatic molecules. Porphin’s
BOA equals 0.137 while isophlorin’s value is much more significant, 0.374. BOA values
of benzene, cyclohexane, and cyclohexatriene are 0.000, 0.000, and 0.822, respectively.

To qualitatively differentiate whether a molecule is aromatic or nonaromatic, BLA
and BOA indices may not be a good alternative. Especially for highly aromatic molecules
as bond length or bond orders of simple and double bonds might compensate each other.
For example, the values of benzene and cyclohexane, could be equal or somewhat similar
to each other (vide infra). On the other hand, an advantage of BOA is that bond orders
are much less dependent on the method and basis set used and hence on the level of
theory applied.347,348 Nonetheless, the delocalization error present in some DFAs with
low percentage of HF exchange must be taken into account18 (see Sections 1.1.1 and
2.2.1).
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3.3. Aromaticity Descriptors

A multicenter based index: Iring

As previously seen, Giambiagi et al. generalized the DI concept to various atomic
centers322 and later, in 2000, they proposed to use it as a measure of aromaticity
under the well-known name of Iring .329,349 Iring is a multicenter index that quantifies
the electron delocalization along the ring (the Kekulé structures contribution). For a
single-determinant wavefunction applied to a ring structure, it is expressed as:

Iring(A) =
occ�

i1i2...in

Si1i2(A1)Si2i3(A2)...Sin,i1(An) (3.36)

where Sij(A) is the overlap of molecular orbitals i and j in the atom A (see Eq. 3.17).
Iring gets large values for aromatic species while nonaromatic species exhibit values close
to zero. For instance, Iring has values of 0.048, 0.000, and 0.012 for benzene, cyclo-
hexane, and cyclohexatriene, respectively. Benzene, as an aromatic molecule, presents
the highest value and cyclohexane, a nonaromatic ring, the lowest one, while cyclohex-
atriene’s value lies in the middle as expected from its antiaromaticity.

It is worth noting that Iring is ring-size dependent together with the multicenter index
(MCI) described hereafter.331 As a consequence, to be able to compare values between
species with a different number of atoms, Cioslowski et al. established the normalized
versions of Iring and MCI, called ING and INB, respectively.331 For the sake of simplicity,
in the studies of this thesis, we have used the normalized version that is just obtained
from taking the 1/n power of equations 3.36 and 3.37 (I1/nring and MCI1/n), n being
the total number of atoms. If Iring or MCI values are negative and n is odd, to compute
the normalized version of the index, we will take the power of the absolute value and
multiply it by minus one. I1/nring equals 0.603, 0.256, and 0.478 for benzene, cyclohexane,
and cyclohexatriene, respectively. Normalizing Iring higher values are obtained but the
trend remains the same, i.e. , aromatic molecules present higher values of I

1/n
ring like

benzene. As seen with Iring values, cyclohexane exhibits the lowest value due to its
nonaromatic character, while cyclohexatriene displays an intermediate value.

The multicenter index (MCI)

Beyond the Iring , the multicenter index of aromaticity was reported in 2005. Bultinck
and coworkers, in addition to take into account Iring ’s information, proposed to sum the
contributions of all the delocalization patterns across the ring and combine them. In
other words, to consider the contribution of all the structures that arise from taking
into account all possible permutations of the atomic positions in the ring. Considering
the cross-ring delocalizations is very important for molecules that include metals in
their structure (all-metall clusters) because they are the most important delocalizations
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Chapter 3. Aromaticity

within these systems. Other authors already addressed a similar option.325,349 The MCI
expression is as follows:331

MCI(A) =
1

2n

�

P(A)

Iring(A) =
1

2n

�

P(A)

occ�

i1,i2,...,in

Si1i2(A1)Si2i3(A2) . . . Sin,i1(An)

(3.37)
where P(A) connotes the n! permutations of the elements in the string A.

MCI yields large numbers for aromatic species, and the authors state negative values
correspond to antiaromatic species.350 However, the latter statement does not hold
for rings of arbitrary size. MCI values for benzene, cyclohexane, and cyclohexatriene are
0.072, 0.000, and 0.013, respectively. Like Iring , MCI is a ring-size-dependent index, and
we can calculate a proper normalized version of MCI by raising to the inverse number
of total atoms. In this case, MCI1/n gives 0.646, 0.260 and 0.484, respectively. For
this particular case, if we want to compare the different MCI values, it is unnecessary to
compute the normalized version as all the reference molecules have six members.

Despite Iring and MCI indices are among the most popular and reliable electronic
descriptors of aromaticity84,85,91,92,351 they present a serious limitation if we want to use
them for large systems. Their computational cost and numerical error grow factorially
with the number of atoms due to the numerical integration of AOMs. Their calculation
becomes very complex if the ring presents more than twelve atoms.86

AV1245 and AVmin

Trying to solve the main drawback of Iring and MCI, in 2006, Matito designed a new
electronic aromaticity index, especially for large circuits, AV1245.86 As MCI is known to
give accurate results, the original idea was to study a small fragment of a ring, mimicking
the performance of MCI, and extend it to describe the aromaticity of the system. This
electronic index is an arithmetic average of four-center MCI between relative positions
1–2 and 4–5,352 constructed from each five-atom fragment along the perimeter of a
ring (see Figure 3.2). AV1245 can be calculated for molecules with six or more atoms
and preferably for an even number of atoms in the studied path. Experience shows that
for an even-member circuit, there is an excellent correlation with MCI values but, with
odd-member circuits, the correlation showed some outliers.
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3.3. Aromaticity Descriptors

Figure 3.2: Schematic representation of bonds used in AV1245 index.

Large values of AV1245 will identify aromatic species. Contrarily, small values will
point out nonaromatic and antiaromatic species. For example, for porphin, AV1245 is
equal to 2.16, and for isophlorin, 1.12. If we also look at BOA values, they confirm that
porphin is aromatic and isophlorin is antiaromatic since the latter has a more significant
BOA value (0.137 vs 0.374). For the smaller rings, the values are 10.71, -0.01, and 2.99
for benzene, cyclohexane, and cyclohexatriene, respectively. Indeed, the examples given
are in line with the aforementioned statement, aromatic molecules present the highest
values, while nonaromatic and antiaromtic ones present lower values. In addition, it
can be seen that the small classical organic molecules present higher values than the
porphyrins presented. Index values of AV1245 are expected to decrease with the system
size, regardless of the aromatic character. Moreover, in classic organic systems all values
are equal because they are really symmetric structures. For this reason, the average
reflects well the situation. On the contrary, porphyrins are large molecules and the
symmetry is lost, that is why the values are not longer equal.

Concerning the previously described electronic descriptors, we can point out a few
advantages of AV1245: (i) it does not rely on reference values, (ii) it does not suffer
from large numerical precision errors, (iii) it does not present any limitation on the
nature of the atoms, the molecular geometry or the level of calculation, and (iv) it has
low computational cost as it grows linearly with the number of ring members. To the
best of our knowledge, it is one of the first electronic-based indices available for large
non-planar systems.

After some experience using AV1245, we have realized that the average value of the
index could hinder some crucial values to describe the aromatic character of a system.
Indices based on averages conceal the large and low values that some ring fragments
may have. In aromaticity, low values of electronic delocalization are essential to charac-
terize the system as aromatic, antiaromatic, or nonaromatic. If a molecule presents one
fragment with really poor electronic delocalization, the molecule will be less aromatic
than one with the same average value but larger delocalization of the least delocal-
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ized fragment. Likewise, the FLU, BOA, HOMA, and BLA aromaticity indices can also
present this limitation because they are based on average values. Consequently, we have
started to use its minimal absolute value, AVmin .18,87 The minimum absolute value of
AV1245 indicates the five-atom fragment of the ring with less electron delocalization
or less conjugation, i.e. , where the electrons will have more difficulties going through.
AVmin identifies the weakest link in the ring structure, which in most cases it is respon-
sible for the loss of aromaticity in the ring. The larger AVmin , the more favorable the
electron mobility in the circuit, i.e. , the molecules will be aromatic (AVmin> 1). Small
values will indicate a nonaromatic character, while antiaromatic molecules usually exhibit
intermediate AVmin values and are more challenging to identify.

Porphin and isophlorin AVmin values are 1.28 and 0.76, respectively. In the smaller
examples, AVmin is equal to 10.71, 0.01, and 2.99 for benzene, cyclohexane, and cyclo-
hexatriene, respectively. As we have seen in these examples, the aromaticity of porphyrins
is considerably reduced compared to small annulenes. The larger the system, the smaller
the AVmin in an aromatic molecule (AVmin> 0.5 in expanded porphyrins). Porphyrins
and expanded porphyrins are not as aromatic as their aromatic annulene analogs.

It is not easy to distinguish antiaromatic and nonaromatic molecules with AV1245 or
AVmin . To perform such diferenciation in small molecules, BOA values can be used. On
the other hand, for larger systems, where the aromatic character is smaller, we can also
examine the behavior of the individual MCI(1,2,4,5) for each five-atoms fragment of the
studied path that gives rise to the AV1245 index. We can plot the individual MCI(1,2,4,5)
in a distribution along the studied path to more easily interpret the results. 353 Using the
four-atom MCI profiles along the perimeter (1245-index distribution profile) could help us
differentiate the compounds that are in an intermediate situation between two different
characters (e.g. , between aromatic and antiaromatic compounds). In Figure 3.3 the
1245-index distribution profile of porphin and isophlorin is represented.
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3.3. Aromaticity Descriptors

Figure 3.3: 1245-index distribution profile of porphin and isophlorin along the most aromatic path.
This path corresponds to the annulene one for porphin and to the outer one for isophlorin. Horizontal
solid line corresponds to the AV1245 value and dashed line to the AVmin value (see Table 3.1).

In porphin and isophlorin there is a clear difference in the value of AVmin , and the
individual MCI(1,2,4,5) individual representations would not be needed. However, they
serve as a simple example of this type of plot and, we can see that isophlorin always
presents smaller values than porphin. Additionally, in some cases, the visualization of the
most and least aromatic fragments of the ring with respect to the AV1245 value could
also help to understand the aromatic character of the molecule (see Section 10.2.3). 90

Despite all our efforts in trying to make a clear distinction between aromatic, antiaro-
matic and nonaromatic character using AVmin , we have to accept that this electronic
index is a delocalization measure. If the AVmin value is large, the molecule is aromatic.
In contrast, if it is small, the molecule is nonaromatic. However, it is not straightforward
to distinguish between aromatic and antiaromatic systems. This happens when we have
to study large π-conjugated systems like expanded porphyrins or porphyrin nanorings,
where the electronic delocalization is really small making in turn AVmin value small (see
Chapter 7 and 8).

3.3.4 Magnetic indices

Applying an external magnetic field perpendicular to the molecular plane of an
(anti)aromatic molecule will induce a π-electron ring current that can be measured and
used to describe aromaticity. Several indices based on magnetic properties have been
developed,82 such as the Gauge-including magnetically induced currents (GIMIC)354,355,
NICS,356 and ACID.357,358 The latter two are discussed in detail in the following sub-
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sections. It is worth mentioning that magnetic descriptors are a response property of
the molecule, not a ground-state property as structural, electronic, or energetic indices.
This means that the ground-state wavefunction no longer serves for this type of descrip-
tors. There is no straightforward physical basis for a direct relation between response
properties and ground-state properties.359

Nucleus independent chemical shift (NICS)

Michael Buhl and Christoph van Wullen first employed the Nucleus-independent
chemical shift in 1995 for studying the electronic currents in fullerenes.356 However, it
was Paul Schleyer and coworkers who named this descriptor as NICS in 1996. 360 The
NICS is the negative value of the absolute shielding computed at the center of the ring or
other relevant point of the system, also labeled NICS(0) or NICS(0)iso. The “0” denotes
that NICS is calculated in the plane of the molecule, and “iso” means that isotropic
magnetic shielding is considered.

Schleyer et al. predicted that aromatic molecules present negative values of NICS and
antiaromatic molecules provide positive NICS values. The more negative the NICS values,
the more aromatic the rings are. For instance, the NICS(0)iso values for porphin and
isophlorin are -15.5 and 13.8, accordingly. For benzene, cyclohexane, and cyclohexatriene
it takes values of -8.8, -2.1 and -4.1, respectively.

NICS presents some advantages compared with other aromaticity indices: (i) it is
easy to compute (ii) it can be used to describe local and global aromaticity (iii) like many
others, it does not use reference data. However, its computational cost is elevated. The
NICS criticism led to the appearance of numerous NICS variants: NICS(1), which is
calculated at one Ångstrom above or below the ring plane, NICS(0)zz and NICS(1)zz
calculated only taking into account the out-of-plane tensor component, and NICS scan
or profile that is obtained by calculating NICS values in the direction perpendicular to
the molecular plane or in the molecular plane.361–364 Moreover, some authors prefer to
calculate NICS(0) not at the geometrical center but in the ring critical point, 365 the
lowest density point in the ring plane (especially significant for heterocyclic or metal-
loaromatic compounds) as sometimes the geometrical center is displaced.362 Some other
limitations that NICS can present are related to ring size dependence72,366 or relativistic
effects inclusion dependencies in the presence of heavy elements,367,368 and it is highly
dependent on the level of theory employed.369

The NICS(1) values for porphin and isophlorin are -14.1 and 12.2, respectively. For
benzene, cyclohexane, and cyclohexatriene takes values of -11.3, -1.9 and -4.6, respec-
tively. Calculating NICS(1) at 1 Å above the ring plane is intended to characterize the
density of the p orbitals, therefore those that will form the π orbitals. With the examples
shown, we can clearly see that the aromatic molecules (porphyin and benzene) present
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the largest negative values while antiaromatic molecules present positive values (isophlo-
rine) or smaller negative values (cyclohexatriene). Cyclohexane, as a nonaromatic ring,
presents a value close to zero. In addition, we can see that the ring size dependence
of NICS92,362,363 is clearly reflected on benzene’s and porphin’s values (-11.3 and -14.1,
respectively).

Anisotropy of the induced current density (ACID)

Herges and Geuenich developed a method based on the anisotropy of the current-
induced density to study the delocalization in molecules in 2001.357,358 Analogous to the
square of the wavefunction, which defines the total electron density, the ACID scalar
field describes the density of delocalized electrons. In other words, ACID provides a
straightforward manner to quantify the conjugated effects. The ACID method is a
versatile and descriptive tool implemented in a software package developed in the group
of Prof. R. Herges that provides visualization of the ACID scalar field isosurfaces and
the current density vectors.

For the visualization of the ACID scalar field, isosurfaces are plotted similarly to
the total electron density representations. Small ACID values indicate the absence of
delocalized electrons, while larger values denote the presence of delocalized electrons.
Current density vectors are plotted into the ACID isosurface to distinguish between
anisotropies caused by diatropic or paratropic ring currents. The presence of clockwise
current density vectors is indicative of diatropic currents related with aromatic systems.
In contrast, counterclockwise currents will indicate paratropic ring currents associated
with antiaromatic molecules. The length of the arrows indicates the absolute value of
current density at the point of its origin.

In Figure 3.4, the ACID plot with the corresponding current density vectors of porphin
and isophlorin is represented.
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Figure 3.4: ACID isosurface plots (isocontour value 0.06) for (left) porphin and (right) isophlorin.

The porphin’s ACID isosurface indicates that the delocalized system is mainly con-
fined in the annulene path. Besides, it exhibits a strong diamagnetic ring current as
it is an aromatic molecule. Oppositely, we have the example of isophlorin, an antiaro-
matic porphyrin. In its ACID isosurface we can see more disconnections than in porphin.
The current density vectors show a paramagnetic ring current typical of an antiaromatic
molecule. According to ACID, the most aromatic path is the inner path (the one that
goes through all nitrogen atoms). However, following the annulene model the most
aromatic path would have to be the outer one (the one that passes for the C–C bonds
in the imine ring). This path is only recognized as the most aromatic one by AV1245
and AVmin . BOA and BLA indices, like ACID, recognizes the inner path as the most
aromatic one, while FLU and HOMA identify another path. In Section 10.2.2 we will
further discuss the case of porphyn.
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Chapter 4

Objectives

There are two main goals in the present thesis; the first one is the study of the
aromatic character of large conjugated systems, and the second one is the discussion of
the computational method used in the electronic characterization, specifically for large
conjugated molecules and systems with charge-transfer excitations.

This thesis is divided into two different blocks. The first block is related to aromaticity
studies in an annulene series and large conjugated systems, while the second one is based
on the study of medium to large photosensitizers to design a complete protocol to obtain
the structures, UV-Vis spectra, and redox potentials. Within the blocks, several specific
objectives have been defined to achieve the general goals.

We want to focus on analyzing the large (anti)aromatic systems employing electron
delocalization measures. There are many aromaticity indices already available in the
literature to study the aromatic character of a molecule. However, the most reliable
electronic indices are computationally inaccessible for large molecular rings. To overcome
this limitation, in our research group, two new electronic aromatic indices were proposed,
AV1245 and AVmin . Consequently, the first specific objective is to test AV1245 and
AVmin in large conjugated systems. By comparing them with some other electronic and
geometric indices, the second specific objective is to find the best index to figure
out the most aromatic pathway in large non-planar systems. We will first study simple
expanded porphyrins in Chapter 5 and a set of annulenes in Chapter 6 to calibrate
AV1245 and AVmin indices, to then use this knowledge in the study of a controversial
porphyrin nanoring (Chapter 8).

To the best of our knowledge, there have been a limited number of studies based
on quantifying how the aromaticity rules fade away with the ring size. Hence, the third
specific objective is to perform a deep analysis of two well-known aromaticity rules,
Hückel’s and Baird’s. Beginning with an investigation of how these rules are expected
to change with the ring size as predicted by the Hückel molecular orbital model, we then
evaluate the trend using different density functionals approximations.
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The fourth specific objective of this manuscript arises from the need to describe
the electronic structure of the systems correctly. As mentioned in the previous sections,
the delocalization error is a well-known failure of some density functionals approxima-
tions. For this reason, it is essential to choose an acceptable computational method
to correctly describe the minimal structure of large conjugated systems and medium to
large complexes with CT excitations.

It has been shown that charge-transfer excitations are misdescribed using DFAs with
a low percentage of HF exchange, and range-separated functionals were proposed to
overcome this limitation. In the spirit of the previous objective, we will tune the at-
tenuating parameter of a long-range corrected functional using a method available in
the literature to reproduce the UV-Vis absorption experimental spectra more accurately.
The fifth specific objective is to apply the same optimally tuned long-range corrected
functional to the redox potential calculation and analyze if it also improves this quantity.
All this may help in the future to propose new complexes with improved properties for
applications in DSSCs, LEDs, and in the water-splitting process.
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New electron delocalization tools to
describe the aromaticity in
porphyrinoids
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New electron delocalization tools to describe the
aromaticity in porphyrinoids†

Irene Casademont-Reig, ‡a Tatiana Woller,‡b Julia Contreras-Garcı́a, c

Mercedes Alonso, *b Miquel Torrent-Sucarrat *ad and Eduard Matito *ad

The role of aromaticity in porphyrinoids is a current subject of debate due to the intricate structure of

these macrocycles, which can adopt Hückel, Möbius and even figure-eight conformers. One of the

main challenges in these large p-conjugated structures is identifying the most conjugated pathway

because, among aromaticity descriptors, there are very few that can be applied coherently to this variety

of conformers. In this paper, we have investigated the conjugated pathways in nine porphyrinoid

compounds using several aromaticity descriptors, including BLA, BOA, FLU and HOMA, as well as the

recently introduced AV1245 and AVmin indices. All the indices agree on the general features of these

compounds, such as the fulfillment of Hückel’s rule or which compounds should be more or less

aromatic from the series. However, our results evince the difficulty of finding the most aromatic

pathway in the macrocycle for large porphyrinoids. In fact, only AVmin is capable of recognizing the

annulene pathway as the most aromatic one in the nine studied structures. Finally, we study the effect

of the exchange in DFT functionals on the description of the aromaticity of the porphyrinoids. The

amount of exact exchange quantitatively changes the picture for most aromaticity descriptors, AVmin

being the only exception that shows the same qualitative results in all cases.

1 Introduction

Aromaticity is a ubiquitous concept in chemistry that covers a
large number of properties including energy stabilization, bond-
length equalization, exalted magnetic properties and electron
conjugation and delocalization.1–6 Asmany other chemical concepts
(chemical bonding, electronegativity, bond order, hardness, electron
population, etc.), aromaticity is not a quantum observable and it
lacks a physical rigorous definition. This fact results in a plethora of
aromaticity indices (energetic, structural, magnetic and electronic)
reported in the literature,2–4,6,7 which have been successfully applied
to explain countless chemical phenomena. For this reason, it is
recommended to study the multidimensional phenomenon of
aromaticity with a set of descriptors based on different criteria.6,8–12

However, the multidimensional character of aromaticity
should not prevent critical analysis of aromaticity descriptors

from being undertaken.10,13–15 Recently, Feixas et al.10,15 have
designed a series of tests to evaluate the performance of
aromaticity indices in organic and inorganic molecules, but
the study of macrocycles was not among the tests suggested. In
this regard, porphyrinoids can be considered one of the most
stringent test beds for the aromaticity descriptors along three
main different lines: (a) identifying the most aromatic pathway;
(b) describing aromaticity in non-planar compounds; (c) computa-
tional method dependency. In the following paragraphs, these three
factors are addressed in detail.

Porphyrinoids contain several heterocycles and many multiple
p-conjugation pathways can be defined. Then, one of the main
issues to describe the aromaticity in porphyrinoids concerns the
selection of the macrocyclic conjugation pathway (or pathways) to
study. To this aim, porphyrinoids were traditionally interpreted as
annulenes, e.g. porphine was considered as a tetraaza[18]annulene
system.16,17 This approximation is called the annulene model; i.e.
the pathway is selected avoiding NH in pyrrole and the outer
CHQCH groups of imine rings (see some examples of annulene
pathways in Fig. 1, illustrated in bold). Conversely, several
authors18–27 have concluded that all the p electrons of the
macrocycles are necessary for a correct description of aromaticity
in porphyrinoids and that the individual pyrrolic subunits (and not
the imine rings) determine the global aromatic character of the
macrocycle. For instance, in the case of porphine, it has been
reported that it is necessary to consider all the 22 p electrons, and
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not only the 18 p electrons of the annulene pathway, for a correct
description of its aromaticity.28 From these discrepancies, it is
possible to conclude that it is essential to search for new
aromaticity descriptors that are able to select in an accurate
way (ideally also unambiguous) the most aromatic pathway
from a p-electron macrocyclic structure.

It is important to keep in mind that most of the aromaticity
indices, such as the harmonic oscillator model of aromaticity
(HOMA) and the nuclear-independent chemical shifts (NICS),
have been conceived to describe the aromaticity of planar
structures. Thus, an additional problem appears when the
porphyrinoid structure shows a nonplanar geometry.29,30 Within
this context, it is necessary to put a special emphasis on expanded
porphyrins. These systems present a conformational flexibility that
allows them to achieve different p-conjugation topologies (namely,
Möbius, Hückel and twisted-Hückel) with distinct aromaticities, as
well as different electric, magnetic and conductance properties.31–35

For instance, the switch between different topologies (e.g. the
Hückel planar, single twistedMöbius, figure eight, and triply twisted
Möbius) can be achieved by changing the external conditions, such
as the temperature, the solvent, the redox potential or through
metalation and photoexcitation.36–41

According to the Hückel rule, a planar (or with an even
number of half-twists) singlet p-conjugated system with (4N + 2)p
electrons is aromatic, whereas it is antiaromatic with 4N p
electrons. On the other hand, Heilbronner42 predicts that the
Hückel rule is reversed for a planar p-conjugated system with an
odd number of half-twists; i.e. a singlet Möbius system with
4N + 2 (4N) p electrons is antiaromatic (aromatic). This diversity
of aromatic patterns with different topologies can be increased

by a factor of two if one considers triplet states because,
according to Baird’s rule,43,44 the aromaticity/antiaromaticity
electron counting rule of the singlet ground state is reversed for
the lowest pp* triplet state. Expanded porphyrins (and to a
minor degree annulenes) present all these features.45–54 In this
sense, it is not unexpected that expanded porphyrins are among
the most challenging test beds for aromaticity descriptors. It
should be pointed out that several works20,55–62 have recently
analyzed the aromaticity of expanded porphyrins with different
topologies and the number of p electrons using various aromaticity
indices based on the energetic, magnetic, structural, and reactivity
criteria.

The last problem to describe the aromaticity of porphyrinoids is
the critical role of the selected density functional approximations
(DFAs) to evaluate geometric, energetic andmagnetic properties.63–66

For instance, it has been reported for expanded porphyrins that
some DFAs overemphasize the delocalization of conjugated systems,
which results inmore stable and bond-equalized structures.66 In this
regard, it is worth noting that this phenomenon has also been
observed in annulenes.67–70 The effect of the method in aromaticity
descriptors remains thus far unexplored and will be addressed in
this work.

Many of the current aromaticity indices cannot be easily
applied inmacrocycles, motivating the definition of new aromaticity
descriptors.71,72 One of us71 has recently proposed the AV1245
index, which consists on the average of the 4-center multicenter
index (MCI) values along the ring that keeps a positional
relationship of 1, 2, 4, 5. It measures the extent of transferability
of the delocalized electrons between bonds 1–2 and 4–5, which
is expected to be large in aromatic molecules. The main

Fig. 1 Hückel (H), Möbius (M) and figure-eight (F) conformations of selected porphyrinoids and their expected aromatic character according to the
annulene model. The annulene-type conjugation pathway is depicted with bold colored bonds (red stands for aromatic and green for antiaromatic).
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advantages of AV1245 are that it does not rely on reference
values, it does not suffer from large numerical precision errors
and it does not present any limitation on the nature of atoms,
the molecular geometry or the level of calculation.

Herein, we report a theoretical investigation on the aromaticity
of nine porphyrinoid compounds (see Fig. 1) using three DFAs
(B3LYP, M06-2X and CAM-B3LYP) and six aromaticity descriptors
(AV1245, AVmin, BLA, BOA, FLU and HOMA). In order to test the
new electron delocalization tools (AV1245 and AVmin), and to
provide deeper insights into the evaluation of porphyrinoids’
aromaticity and their three major challenges (vide supra), three
different studies have been performed. Firstly, all the possible
pathways in porphine have been evaluated using the six aromaticity
descriptors and the most aromatic pathway has been identified.
Secondly, the values of the aromatic indices for the annulene
pathway of all the studied molecules are analyzed. Finally, the
influence of the exchange–correlation functional on different
aromaticity index values has been discussed.

2 Methodology

In this section, we will review several aromaticity measures that
can be applied to find the most conjugated pathway in porphyrins.
Many other popular measures of aromaticity such as the NICS,73

the aromatic stabilization energies,7 the magnetic susceptibility
exaltation74 or the relative hardness65 provide global measures of
aromaticity and cannot be employed to find the most aromatic
pathway in a macrocycle.

Hereafter, we will indicate the coordinates of the electron
using the short-hand notation 1 � (-r1, s1) and d1 � d

-
r1ds1 for

the electron positions and their derivatives and we will assume
a single-determinant wavefunction (for a more general approach
we suggest ref. 75). Let us consider a ring structure consisting of
n atoms, represented by the stringA ¼ A1; A2; . . . ;Anf g, whose
elements are ordered according to the connectivity of the atoms
in the ring. In order to illustrate the performance of electron
delocalization indices, we select three archetype molecules:
benzene, cyclohexane and three geometries of cyclohexatriene
with variable bond-length alternation.

First of all, we will review the concepts of an atom in a
molecule (AIM), electron delocalization and bond orders, which

are employed in the definition of the electronic indices of
aromaticity. In order to estimate the aromaticity of molecules,
we need to define an AIM, so as to measure the electron
delocalization among the atoms in the ring. In this work, we
will define the AIM using the quantum theory of atoms in
molecules (QTAIM)76 that defines the boundaries of an atom
using the topology of the electron density. The QTAIM is among
the most reliable definitions of an AIM, providing good estimates
of bond orders in difficult cases77–83 and trustworthy results for
aromaticity indices.84 As a measure of electron delocalization, we
will employ Bader’s definition85 that estimates the electron
delocalization as the variance of the atomic population, d(A).
From this definition, one can provide a measure of the bond
order based on the covariance of the populations of atoms A and
B,78,86 commonly known as the delocalization index (DI),

d A;Bð Þ ¼ 2

ð

A

ð

B

d1d2rxc 1; 2ð Þ ¼ �2cov NA;NBð Þ; (1)

where rxc(1,2) is the exchange–correlation density and NA is the
atomic population of atom A. d(A) is the variance of the atomic
population and it is given by d(A) = NA � d(A, A)/2. For single-
determinant wave functions (Hartree–Fock or Kohn–Sham DFT),
the calculation of NA and d(A, B) only requires the atomic-overlap
matrices (AOMs),

SijðAÞ ¼
ð

A1

d1fi
� 1ð Þfj 1ð Þ; (2)

where fi(1) is the orbital i of the set of orbitals in terms of which
we expand the density and the exchange–correlation density.
Some authors have found a link between the DI and the
interaction energy of two atoms.87–89 In Table 1, the DI values
of several molecules are collected. Cyclohexane shows the typical
value of d(C, C) of a non-aromatic molecule which equals 1, as
the bond involves only sigma orbitals. The structures of cyclo-
hexatriene show some d(C, C) close to one, and others close
to two, indicating an alternation of single and double bonds,
typical of antiaromatic molecules, whereas benzene gives
d(C, C) = 1.4, which is halfway between single and double bonds
and it is the typical signature of the conjugated bonds present in
aromatic molecules.

Table 1 DI values and aromaticity indices of benzene, cyclohexane and three structures of cyclohexatriene calculated at the B3LYP/6-311G(d,p) level
of theory

d(C1,C2) d(C2,C3) FLU BOA HOMA BLA MCI AV1245 AVmin

1.39 1.39 0.000 0.000 0.991 0.000 0.073 10.72 10.72

0.98 0.98 0.092 0.000 �4.637 0.000 0.000 �0.01 0.01

a/b = 0.9 1.12 1.59 0.029 0.472 �18.024 0.204 0.050 8.16 8.16
a/b = 0.8 0.97 1.76 0.082 0.797 �31.266 0.408 0.017 3.70 3.70
a/b = 0.7 0.86 1.89 0.138 1.037 �50.540 0.622 0.009 2.18 2.18
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One of the most popular indicators of aromaticity is the
bond-length alternation (BLA), which compares the average of
bond lengths of consecutive bonds in a ring,

BLAðAÞ ¼ 1

n1

Xn1

i¼1

rA2i�1;A2i
� 1

n2

Xn2

i¼1

rA2i ;A2iþ1
; (3)

where n1 = I(n + 1)/2m, n2 = In/2m; the symbol Ixm stands for
the floor function of x, which returns the largest integer less
than or equal to x. The BLA directly measures the bond-length
equalization expected in aromatic circuits and it does not rely
on reference values. In Table 1, we see that benzene and
cyclohexane do not exhibit bond-length alternation, whereas
the value of BLA for cyclohexatriene increases with bond-length
alternation. However, the BLA is built upon the premise that
the bond-length alternation (i.e. a geometrical feature) reflects
the distribution of electron pairs on the conjugated circuit.
For this reason, some people prefer an electronic-structure
formulation equivalent of the BLA, the bond-order alternation
(BOA), which uses the bond order (or electron-sharing index78)
instead of the bond length,

BOA Að Þ ¼ 1

n1

Xn1

i¼1

d A2i�1;A2ið Þ� 1

n2

Xn2

i¼1

d A2i;A2iþ1ð Þ; (4)

where d(A,B) is a given measure of the bond order between
atoms A and B. Unlike the atomic charges,90 the bond orders are
much less dependent on the method and the basis set used91

and, therefore, aromaticity indices based on bond orders92 are
not highly dependent on the level of theory employed. The
values of the BOA are collected in Table 1 and show the same
trend as the BLA values of these systems.

An alternative geometry-based index is the widely used
harmonic oscillator model of aromaticity (HOMA) proposed
by Kruszewski and Krygowski.93 The HOMA uses some reference
bond lengths, Ropt, for which the compression energy of the
double bond and expansion energy of the single bond areminimal
according to the harmonic potential model. The expression of the
HOMA is based on the differences between the reference and the
actual bond lengths within the ring structure,

HOMAðAÞ ¼ 1� 1

n

Xn

i

ai Ropt � RAi ;Aiþ1

� �2
; (5)

where ai is an empirical constant fixed to give values close to
one for aromatic species, and small or large negative values for
non-aromatic and antiaromatic molecules (see Table 1). For
C–C bonds, ai = 257.7 and Ropt = 1.388 Å, whereas ai = 93.52 and
Ropt = 1.334 Å for C–N bonds.94

Just as BOA is the quantum-chemical equivalent of BLA,
the aromatic fluctuation index (FLU) is constructed to perform
an aromaticity analysis that goes beyond the bond-length
information.95,96 The FLU expression only employs the electron
delocalization of the atoms in the ring,

FLUðAÞ ¼ 1

n

Xn

i¼1

d Aið Þ
d Ai�1ð Þ

� �a d Ai;Ai�1ð Þ� dref Ai;Ai�1ð Þ
dref Ai;Ai�1ð Þ

� �� �2
;

(6)

where dref(Ai, Aj) are taken from some reference aromatic
molecules where the bonding pattern Ai–Aj occurs in the aromatic
ring (for instance, the C–C delocalization is taken from benzene
and the C–N delocalization is taken from pyridine), and

a ¼
1 d Ai�1ð Þ � d Aið Þ

�1 d Aið Þo d Ai�1ð Þ

(
: (7)

The FLU is close to zero in aromatic molecules and takes
large values in non-aromatic and antiaromatic molecules (see
Table 1). It is worth mentioning that the FLU has been already
used to account for the aromaticity in porphyrins.97 Unfortunately,
the aromaticity indices based on references do not actually
measure aromaticity but the similarity with respect to some
aromatic molecules (or patterns found in aromatic molecules).
In this sense, the HOMA and FLU are not adequate to describe
reactivity because they will always predict a loss of aromaticity
when the bond distance or the delocalization, respectively,
change with respect to the reference value.14 For instance, in
the case of the Diels–Alder reaction they cannot recognize the
transition state (TS) as the most aromatic point along the
reaction path because the product, cyclohexene, is more similar
to benzene (the reference molecule for C–C bonds) than the TS,
which shows large C–C distances and small DIs in the bonds
that will be formed.13 In addition, several studies pointed out
that the HOMA index needs to be applied with caution in
expanded porphyrins because the HOMA differences between
aromatic and antiaromatic conformations are very small and
the HOMA index behaves qualitatively different for aromatic
and antiaromatic species.62,98

The most reliable indices of aromaticity are actually based
on multicenter electron delocalization measures.10,15 The first
such measure is due to Giambiagi and it quantifies the electron
delocalization along the ring,99

IringðAÞ ¼
Xocc

i1 ;i2 ...in

Si1i2 A1ð ÞSi2 i3 A2ð Þ . . .Sini1 Anð Þ: (8)

This measure was extended to include all the delocalization
patterns across the ring (i.e. it uses not only the Kekulé structure
but all the possible arrangements of the atoms in the string A),100

MCIðAÞ ¼
X

PðAÞ
IringðAÞ ¼

X

PðAÞ

Xocc

i1;i2...in

Si1i2 A1ð ÞSi2 i3 A2ð Þ . . .Sini1 Anð Þ;

(9)

where PðAÞ stands for the n! permutations of the elements in the
string A. Both Iring and MCI produce large values for aromatic
molecules, small values for non-aromatic molecules and negative
values for some antiaromatic molecules (see Table 1).101 These
indices are ring-size dependent but proper normalization has been
recently suggested.102 Unfortunately, the cost and the numerical
error associated with these quantities grow with the ring size and
their calculation for rings of more than twelve atoms poses a
serious computational challenge.71

Recently, we have made some efforts in overcoming these
drawbacks, resulting in the definition of a new electronic
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aromaticity index for large circuits, the AV1245 index.71 Based
on the study of long-range delocalization patterns in aromatic
molecules,103,104 the AV1245 index measures the average delocali-
zation in bonds 1–2 and 4–5 along a ring of more than six
members. To this aim, we average out the four-center MCI
values (including atoms in positions 1, 2, 4 and 5) of each
consecutive five-atom fragment in the circuit. In the framework
of intermolecular conjugation, we have found that AVmin (the
minimal absolute value of the aforementioned four-center MCI
values along the ring) can be used to characterize the highly
dispersive bands in conjugated polymers.105 Both AVmin and AV1245
show large numbers for aromatic molecules (AV1245 E 11 for
benzene) and small numbers for antiaromatic and non-aromatic
molecules. In this sense, the combined information of BOA and
AV1245/AVmin helps distinguishing the latter situations.

Finally, we should also mention that the electron density of
delocalized bonds has been recently used as an additional
electronic criterion to account for aromaticity in large circuits.72

3 Computational methods

The geometries of the selected porphyrinoids (see the structures
in Fig. 1) have been fully optimized and characterized using
harmonic vibrational frequency calculations with B3LYP,106,107

M06-2X108 and CAM-B3LYP109 functionals in combination with
the 6-311G(d,p) basis set.110,111 The initial structures of the
Hückel, Möbius and figure-eight topologies of [26]- and [28]-
hexaphyrins and [32]-heptaphyrin112 have been obtained from
our previous works (notice that the meso substituents in Fig. 1
are hydrogen atoms).58,63,64,66 The geometry optimizations and
frequencies, calculated within the DFT framework, were performed
with the Gaussian 09 software package.113 The calculation of the
electronic aromaticity indices (AV1245, AVmin, BOA and FLU) uses a
QTAIM atomic partition performed by the AIMAll software.114

The AOM resulting from this partition (see eqn (2)) and the
molecular geometries are input in the in-house ESI-3D
code,78,92,115 which provides AV1245, AVmin, BLA, BOA, DIs,
FLU, HOMA and MCI values. The ESI-3D code is available upon
request (ematito@gmail.com).

4 Results and discussion

We have performed calculations on nine porphyrinoid systems,
collected in Fig. 1. First of all, we will analyze the simplest
system, the porphine molecule (18H in Fig. 1), to illustrate the
performance of the different measures of aromaticity studied in
this work. We will choose CAM-B3LYP optimized structures to
analyze the aromaticity of all porphyrinoid structures considered,
however, in the last part of this section, we will also comment on
the influence of the exchange–correlation functional on the values
of the aromaticity descriptors. All the results obtained with B3LYP
and M06-2X can be found in the ESI† (see Tables S1 and S2).

In Table 2, the results for all the possible pathways in 18H
are collected. 18H is composed of imine and pyrrole rings. The
pathways differ on the route they follow upon passing through

five-membered rings (5-MRs): they can pass through the C–N–C
bonds (inner path, hereafter) or through the C–C bonds (outer
path). We label the pathways using as many letters as 5-MRs the
porphyrinoid structure has. These letters are ‘i’ for inner paths
and ‘o’ for outer paths. We take the top left 5-MR of the
structures in Fig. 1 and follow the clockwise direction to define
the order of the 5-MRs in the molecule. According to this
convention, the classical or annulene path in the 18H system
is labeled as ‘oioi’ (see the red pathway in Fig. 1). See Fig. S1
(ESI†) for all possible pathways in 18H. The first entry in
Table 2 displays the results for the annulene pathway in 18H,
showing that all aromaticity indices recognize this circuit as
highly aromatic. However, by comparison with other pathways,
we observe that only some indices (AV1245, AVmin, BLA and
BOA) recognize the annulene pathway as the most aromatic
one. In addition, we notice that BLA and BOA recognize the
opposite path to the annulene model (i.e. ‘ioio’) as aromatic as
the annulene pathway itself, which is somehow contradictory.
On the other hand, AV1245 and AVmin identify the ‘ioio’ as the
least aromatic pathway in 18H. We have also computed the
delocalization indices (DIs) for all the bonds in 18H (see Fig. S2,
ESI†) and the DIs with largest values follow the annulene
pathway.

In order to identify the second most conjugated pathway, we
should take the one predicted by the annulene model and
choose a different route in one of the 5-MRs. The most reasonable
choice consists of changing the route in the most aromatic 5-MR
in the macrocycle, where the change of route is expected to be less
important. Taking into account that our current MCI calculations
predict that the imine rings within 18H (MCI = 0.024) are some-
what more aromatic than the pyrrole rings (MCI = 0.022), we
assume that the second most aromatic pathway corresponds to
‘oooi’ (see Table S3 of the ESI†). Both AVmin and AV1245 predict
this one as the second most aromatic pathway. If we follow this
rule for choosing an alternative route on the next most aromatic
5-MR, we order the pathways as they are presented in Table 2.
AV1245 and AVmin follow the same order, suggesting that the local
aromaticity of the 5-MRs calculated from MCI values is consistent
with the description provided by these indices, which are based on
four-center MCI calculations along the macrocyclic ring.

We observe that AVmin provides the same value for some
pathways because they share a given five-center fragment for

Table 2 Aromaticity indices for different pathways in 18H, calculated at
the CAM-B3LYP/6-311G(d,p) level of theory

Pathwaya FLU BOA HOMA BLA AV1245 AVmin

oioi 0.010 0.000 0.872 0.000 2.16 1.28
oooi (2) 0.016 0.309 0.734 0.288 1.91 0.49
oooo 0.022 0.041 0.610 0.011 1.70 0.49
iioi (2) 0.008 0.367 0.917 0.313 1.57 0.13
ooii (4) 0.015 0.023 0.769 0.006 1.36 0.13
ooio (2) 0.021 0.372 0.637 0.270 1.17 0.13
iiii 0.006 0.000 0.968 0.000 0.91 0.13
iiio (2) 0.013 0.388 0.808 0.307 0.73 0.13
ioio 0.019 0.000 0.666 0.000 0.57 0.13

a The number in brackets indicates the number of equivalent pathways.
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which the four-center MCI absolute value turns out to be
minimal. In such cases, since the AVmin value is identical, we
assume that the pathways are rather similar and if a distinction
between them needs to be done, we suggest using AV1245 as a
way to differentiate them.

However, the order of pathways we have just described for
18H is not completely followed by either the topological or
magnetic indices of aromaticity.19–23,25,116 While these indices
agree on the annulene pathway being, by far, the most con-
jugated one, their values for the second and third most aro-
matic pathways correspond to ‘iioi’ and ‘oioo’, respectively.19

The latter puts forward that these indices prefer to choose
alternative routes for the pyrrole rings rather than for imine
ones, as it was the case of AV1245 and AVmin. Interestingly, this
fact is also in agreement with the aromaticity of 5-MRs predicted
by the topological and magnetic indices, which predict the
pyrrole ring within 18H as more aromatic than the imine ring.
This rather simple example illustrates the difficulty of ordering
the pathways in a porphyrinoid system according to their
aromaticity. While most indices agree on the most aromatic
pathway, the next most aromatic ones are quite difficult to classify
and it seems that the aromaticity of the 5-MRs determines the
aromaticity of the pathways. After all, aromaticity is a multi-
dimensional phenomenon of which we are only measuring
indirect consequences. We are not necessarily measuring the
very same thing when we are comparing geometrical, electronic
and magnetic indices of aromaticity and, therefore, some
discrepancies can be expected.12

In the following, we will be only concerned with the annulene
pathway of the structures. Table 3 collects the values of the
aromaticity indices for the annulene pathway of all selected
porphyrinoids (Fig. 1). The indices that do not recognize the
annulene pathway as the most aromatic one also include in
parentheses the values of the pathway they find as most aromatic
for comparison. First of all, we check whether the values of the
indices reflect the global aromatic character expected in these
systems. According to all the indices hereby studied, 18H is the
system with the most aromatic pathway and for 16H the
annulene pathway is predicted as having low aromaticity (as
expected for a nonplanar antiaromatic system). In addition, all
indices also agree on the finding that the annulene pathway in
Hückel aromatic systems is more aromatic than the annulene
pathway in the corresponding Möbius antiaromatic systems

(i.e. 26H vs. 26M) and vice versa: attributing a more aromatic
character to the annulene pathway in Möbius aromatic systems
than in the corresponding Hückel antiaromatic system (i.e. 28M
vs. 28H, and 32M vs. 32H). Interestingly, the figure-eight structure
of 32F is predicted as an intermediate situation between 32H and
32M. Hence, in general, all the indices provide a reasonable
description of the (anti)aromaticity among the different con-
formers. However, when comparing the most aromatic pathway
in the macrocycle many differences arise (vide infra).

The annulene model works fairly well in identifying the most
aromatic pathway in simple free-base porphyrinoid systems,
which are not protonated or deprotonated.21 In addition, for
these systems, the global aromatic character coincides with
the aromaticity of the most conjugated pathway and, from a
qualitative point of view, it can be determined by the number of
p-electrons in this circuit.21 In this sense, the systems selected
in this work are expected to have the annulene pathway as the
most aromatic one in the porphyrinoid structure. We have
examined the DIs along the different pathways and we have
found that in all cases except 16H, the annulene path is the one
with the largest DIs (see the ESI†). However, when we examine
the aromaticity indices (see Table 3), we observe that only AVmin

predicts the annulene pathway as the most aromatic one in all
the studied porphyrinoids. In some cases, the most aromatic
pathway presents values close to the annulene pathway and,
therefore, one could argue that the indices perform qualitatively
well. Nevertheless, as the size of the porphyrinoid increases, the
differences between the most conjugated pathway and the
annulene one become larger. For instance, 32H, 32M and 32F
present pathways with very small BLA and BOA, suggesting that
these circuits are more aromatic than the annulene pathway.
However, as we examine in greater detail the bond lengths and
the DI patterns we realize that the small BLA and BOA values are
due to the compensation of deviations from the average values
between odd and even bonds (see eqn (3) and (4), respectively).
In this sense, small values of BOA and BLA should be taken with
caution, as they do not always indicate a lack of bond-length or
bond-order alternation. Another important problem occurs in
other indices based on averages, such as AV1245, FLU or HOMA.
Some large specific deviations in multicenter indices, bond
orders and bond lengths, which could hinder the conjugation
along the pathway (and therefore, aromaticity), can be concealed
as they are averaged with the rest of the values. If the number of

Table 3 Aromaticity indices for the annulene pathway of the nine porphyrinoid structures, calculated at the CAM-B3LYP/6-311G(d,p) level of theory. The
numbers in parenthesis are the minimum values of BLA, BOA and FLU, and the maximum values of AV1245, AVmin and HOMA among all possible
pathways

Porphyrin Pathway FLU BOA HOMA BLA AV1245 AVmin

16H oioi 0.021 0.227 (0.000) 0.547 0.063 (0.000) 1.19 (1.58) 0.13
18H oioi 0.010 (0.006) 0.000 0.872 (0.968) 0.000 2.16 1.28
26H oiioii 0.019 (0.016) 0.256 (0.000) 0.716 (0.797) 0.062 (0.001) 1.58 0.61
26M oiioii 0.028 (0.025) 0.340 (0.011) 0.542 (0.633) 0.083 (0.002) 1.02 (1.12) 0.04
28H ooiooi 0.021 (0.017) 0.286 (0.000) 0.617 (0.759) 0.066 (0.000) 1.32 (1.46) 0.42
28M oooioi 0.018 (0.013) 0.250 (0.000) 0.682 (0.824) 0.058 (0.000) 1.48 (1.50) 0.60
32H ooioioi 0.023 (0.018) 0.314 (0.006) 0.594 (0.734) 0.073 (0.002) 1.18 (1.24) 0.45
32M iooioio 0.020 (0.015) 0.263 (0.006) 0.666 (0.793) 0.062 (0.000) 1.41 (1.48) 0.55
32F oioiooi 0.021 (0.015) 0.277 (0.000) 0.632 (0.780) 0.065 (0.001) 1.26 (1.38) 0.46
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atoms in the pathway is relatively small, as it occurs in small
organic rings, large individual deviations are easily spotted and,
quite often, they have a significant effect on the average value.
However, in large samples, i.e. in large expanded porphyrins, a
few specific deviations are easily hidden. For these reasons, we
believe that AVmin is a better descriptor of the aromaticity than
the other quantities considered in Table 3.

Finally, we focus on the effect of the density functional in
the calculation of these electronic and structural aromaticity
indices. There have been recent discussions in the literature
concerning the role of the amount of the exact exchange in the
density functional theory (DFT) calculations of large conjugated
molecules.62–64,66,69,117 It is beyond the scope of the present
manuscript deciding for the best exchange–correlation functional
to characterize the electronic structure and geometry of por-
phyrinoids, but we believe a study of the effect of the amount of
exact exchange of the aromaticity indicators is in order. Due to
the relevance of the delocalization error in these measures, we
will focus on the role of the exchange. To this aim, we compare
the results of two popular global hybrid functionals, B3LYP and
M06-2X, including 20% and 54% of exact exchange, respectively,
against the performance of a popular range-separated functional,
CAM-B3LYP, which adds variable amounts of exchange according
to the interelectronic distance considered (from 19% at short-
range distances to 65% at long-range distances). In Fig. 2 and 3,
we have plotted the values of AV1245 and AVmin calculated
with B3LYP and M06-2X against CAM-B3LYP values for all the
conjugation pathways of the nine studied systems. There is an
excellent agreement between M06-2X and CAM-B3LYP for both
indices. However, the correlation of AV1245 values computed
with B3LYP and CAM-B3LYP presents some outliers and there is
no clear correlation between the AVmin values predicted by both
methods. In Fig. 4 and 5, we show the same correlations but
only for the annulene pathway. According to these results, the
correlations are not improved when only the annulene pathway is
considered. Now, we will analyze these results in greater detail.

To this aim, we have replicated the results of Table 3 with
B3LYP and M06-2X in Tables S4 and S5 of the ESI.† Again, we
find an excellent agreement between M06-2X and CAM-B3LYP

results, suggesting that the long-range part of the exact exchange
has a dominant role in the assessment of aromaticity. This finding
is in line with the recent results reported by Szczepanik et al.117

Hereafter, we only discuss the differences between B3LYP and
CAM-B3LYP. The analysis of specific porphyrinoid structures

Fig. 2 Relationship of AV1245 among nine porphyrinoid compounds
computed with M06-2X and B3LYP against CAM-B3LYP values for all the
conjugation pathways in these structures.

Fig. 3 Relationship of AVmin among nine porphyrinoid compounds
computed with M06-2X and B3LYP against CAM-B3LYP values for all the
conjugation pathways in these structures.

Fig. 4 Relationship of AV1245 among nine porphyrinoid compounds
computed with M06-2X and B3LYP against CAM-B3LYP values for the
annulene conjugation pathway in these structures.

Fig. 5 Relationship of AVmin among nine porphyrinoid compounds
computed with M06-2X and B3LYP against CAM-B3LYP values for the
annulene conjugation pathway in these structures.
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shows that the agreement between methods for species such as
18H is quantitative, whereas for some other systems, such
as 16H, 26H, 26M and 32F, only a qualitative agreement is
observed, i.e., the values are quite different between B3LYP and
CAM-B3LYP but the conclusions are the same. However, there
is another set of systems, including 28H, 28M, 32H and 32M,
for which there is no qualitative agreement between these
functionals. Indeed, B3LYP presents larger differences between
aromatic and antiaromatic compounds than CAM-B3LYP and
M06-2X. These results are in agreement with the recent finding
that the functionals with small amounts of exact exchange
tend to generate structures with bond-length equalization as
opposed to the functionals with a larger admixture of exact
exchange (say, greater than 50%), which produce structures
with bond-length alternation.66 Not unexpectedly, this disagreement
occurs for the most complicated systems including large por-
phyrinoid structures that admit Hückel, Möbius and eight-figure
conformers. We have confirmed that there are non-negligible
differences between the geometries predicted using B3LYP and
CAM-B3LYP (or M06-2X) methods, which we speculate could be
responsible for the aforementioned disagreements. These results
advise some caution concerning the amount of exact exchange
used in the calculation of aromatic species. Research in this line
is currently underway in our laboratories.

5 Conclusions

We have investigated the conjugated pathways in nine por-
phyrinoid compounds of varying ring sizes and topologies using
several aromaticity descriptors, including BLA, BOA, FLU and
HOMA, as well as the recently introduced AV1245 and AVmin

indices. In particular, the latter has been proposed to yield low
aromaticity values for pathways with disconnected fragments
that prevent a full conjugation around the macrocycle.

All the indices agree on the general features of these
compounds, such as the fulfillment of Hückel’s rule or which
compounds should be more or less aromatic from the series.
However, our results evince the difficulty in finding the most
aromatic pathway in the macrocycle for large porphyrinoids. A
careful examination of the data shows that some indices over-
estimate the aromaticity in the pathways because they are
based on average values and, therefore, conceal disconnected
fragments that are responsible for the loss of aromaticity. AVmin

does not suffer from this drawback and it is actually the only
index capable of recognizing the annulene pathway as the most
aromatic one in the nine studied structures.

Finally, we study the effect of the exchange of DFT functionals on
the description of the aromaticity of porphyrinoids. The amount of
exact exchange at long range quantitatively changes the picture for
most aromaticity descriptors. In line with previous findings,66 we
find that functionals with a small amount of long-range exact
exchange tend to identify the macrocycles as more aromatic than
functionals that include a larger percentage of exact exchange.
Interestingly, regardless of the method employed, AVmin shows
the same qualitative results in all studied cases.
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38 M. Stepień, N. Sprutta and L. Latos-Grażyński, Angew.
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Chem. B, 2006, 110, 7189–7198.
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Abstract: Two of the most popular rules to characterize the aromaticity of molecules are those due to
Hückel and Baird, which govern the aromaticity of singlet and triplet states. In this work, we study
how these rules fade away as the ring structure increases and an optimal overlap between p orbitals is
no longer possible due to geometrical restrictions. To this end, we study the lowest-lying singlet and
triplet states of neutral annulenes with an even number of carbon atoms between four and eighteen.
First of all, we analyze these rules from the Hückel molecular orbital method and, afterwards,
we perform a geometry optimization of the annulenes with several density functional approximations
in order to analyze the effect that the distortions from planarity produce on the aromaticity of
annulenes. Finally, we analyze the performance of three density functional approximations that
employ different percentages of Hartree-Fock exchange (B3LYP, CAM-B3LYP and M06-2X) and
Hartree-Fock. Our results reveal that functionals with a low percentage of Hartree-Fock exchange at
long ranges suffer from severe delocalization errors that result in wrong geometrical structures and
the overestimation of the aromatic character of annulenes.

Keywords: annulenes; aromaticity; antiaromaticity; Hückel rule; Baird rule; density functional theory;
delocalization error

1. Introduction

Aromaticity is one of the most important concepts in chemistry, and it is associated with cyclic
electron delocalization (or conjugation) in closed circuits giving rise to bond-length equalization, energy
stabilization, large magnetic anisotropies and abnormal chemical shifts, among other well-known
effects [1–3]. Despite the multidimensional character of aromaticity and the recent proliferation
of aromatic compounds that extend beyond the organic chemistry realm [4,5], several simple but
predictive models have been designed to characterize aromaticity [6–10]. From these models, rules of
aromaticity [11] have been obtained that are commonly used in assessing the aromatic character
of molecules. Among these rules, the Hückel rule was the first and remains the most widely
employed [12–15].

According to the Hückel rule, annulenes with 4n + 2 π electrons (n being an integer number) are
more stable than the corresponding open-chain polyenes and, therefore, considered aromatic. Although
this prediction is met for the first elements of the annulenes series, the rule is soon broken due to
out-of-plane geometrical distortions that are more energetically favorable but disrupt the optimal
overlaps between p orbitals that give rise to conjugated circuits [16]. These geometrical distortions
cannot be considered by the Hückel rule which, inevitably, overestimates the aromaticity of 4n + 2
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annulenes that are described as planar structures having bond equalization. Conversely, the Hückel
rule also predicts that 4n π electrons annulenes are unstable with respect to their open-chain analogues,
exhibit bond length alternation, and are considered antiaromatic. The application of this rule has not
been limited to annulenes and it is currently used in all sorts of molecules, including non-organic
molecules [4,5].

Another important rule of aromaticity, complementary to Hückel’s, is the Baird rule [17]. While
the Hückel rule is limited to singlet ground states, the Baird rule applies to the lowest-lying triplet and
excited singlet states and predicts 4n (4n+ 2) π-electron molecules to be aromatic (antiaromatic). Aihara
calculated the resonance energies of singlet and triplet annulenes, concluding that Baird’s rule was
satisfied, i.e., that the lowest-lying excited state of annulenes presented the opposite aromatic character
to that in the ground state [18]. Baird’s rule has been called the photochemistry analogue of Hückel’s
rule [19] because it has been used to tailor molecules with enhanced photochemical activity [20–22].

The most (anti)aromatic molecules do not usually have many atoms in the ring. The optimal
overlap between orbitals that favors electron conjugation calls for a particular arrangement of the
atoms in the ring that cannot be sustained as the ring size increases. Therefore, both aromaticity
and antiaromaticity are expected to decrease with the ring size. Although there is evidence of large
aromatic nanorings [23], studies on annulenes have led to the conclusion that systems with more than
30π electrons are nonaromatic [24].

In his seminal paper, Baird studied the velocity at which the antiaromaticity (measured through
Dewar resonance energy, DRE) diminished with increasing ring size [17]. Based on a few examples,
he found that 4n + 2 triplets lost their antiaromaticity with the ring size as fast as 4n singlets [17].
To the best of our knowledge, thus far, there have been very few attempts to actually quantify how
the aromaticity rules fade away with the ring size and they were limited to 4n + 2 annulenes [25,26].
This is the goal of this paper. We will first perform an analysis of how these rules are expected to
change with the ring size as predicted by the model from which they originated. Second, we will study
how the geometry distorts these molecules from the optimal (planar) geometry assumed in the model
and how it affects the aromaticity. Finally, we will analyze the effect of the computational method
in the description of these systems by taking into account several density functional approximations
(DFAs) with a varying percentage of Hartree Fock (HF) exchange.

2. Methodology

2.1. Aromaticity Indices

In this section, we will review the expressions of several aromaticity indices based on electron
delocalization [2]. In the following, we will assume a molecule having at least one ring structure,
which consists of N atoms represented by the string A = {A1,A2,...,AN}, whose elements are ordered
according to the connectivity of the atoms in the ring. For convenience, we adopt AN+p ≡ Ap and
A0 ≡ AN .

2.1.1. The Aromatic Fluctuation Index: FLU

The FLU index measures aromaticity by comparison with the cyclic electron delocalization of
some reference aromatic molecules [27]. Its expression depends on the delocalization index (DI) [28–31],
δ(A, B), which measures the electron sharing between atoms A and B,

FLU(A) =
1
N

N

∑
i=1

�✓
δ(Ai)

δ(Ai−1)

◆α
�

δ(Ai, Ai−1)− δre f (Ai, Ai−1)

δre f (Ai, Ai−1)

��2

, (1)

where δ(A) is the atomic valence for a closed-shell system [32], and α is a simple function to ensure
that the first term in Equation (1) is always greater or equal to 1,
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α =

�
1 δ(Ai−1) ≤ δ(Ai)

−1 δ(Ai) < δ(Ai−1)
(2)

δre f (A, B) is the DI corresponding to an aromatic molecule which has the pattern of bonding
A − B. For example, the aromatic reference for C-C bonds is benzene. FLU is close to zero for aromatic
species, and greater than zero for non-aromatic or antiaromatic species.

Aromaticity indices based on references, such as FLU or HOMA [33,34], do not measure
aromaticity but the similarity with respect to some aromatic molecule. Therefore, they are not adequate
to describe reactivity [35,36].

2.1.2. The Bond-Length and Bond-Order Alternation Indices

Two popular indicators of aromaticity are the bond-length (BLA) and the bond-order alternation
(BOA), which compare the average of bond lengths and bond orders, respectively, of consecutive
bonds in a ring:

1
n1

n1

∑
i=1

xA2i−1,A2i −
1
n2

n2

∑
i=1

xA2i ,A2i+1 , (3)

where n1 = b(N + 1) /2c and n2 = bN/2c, byc being the floor function of y, that returns the largest
integer less than or equal to y, and x is either the bond length or the bond order. Unlike the atomic
charges [37], the bond orders are much less dependent on the computational method and the basis set
used [38] and, therefore, aromaticity indices based on bond orders [39] are not highly dependent on
the level of theory employed. An exception to this rule is the delocalization error that is present in
some DFAs [40] with a low percentage of Hartree-Fock exchange, which causes an overestimation of
the aromaticity of some compounds (see Section 3.4).

The definition of Equation (3) presents a serious drawback: it is not well defined for a ring of an
odd number of members because its value depends on the order of the atoms in the ring. For the sake
of generality, in this paper we adopt an alternative definition of BLA/BOA:

1
2N

N

∑
i=1

��xAi ,Ai+1 − xAi+1,Ai+2

�� . (4)

and we choose the delocalization index [28–31] as a measure of bond order.

2.1.3. A Many-Center Electron Delocalization Index: Iring

Giambiagi and coworkers suggested to use the multicenter index, which was previously defined
by them to account for the simultaneous electron sharing among various centers [41], as a measure of
aromaticity [42]. This index was named Iring and its formulation for single-determinant wavefunctions
reads as follows:

Iring(A) =
occ

∑
i1,i2,...,in

Si1i2(A1)Si2i3(A2)...Sini1(An), (5)

where Sij(A) is the overlap of molecular orbitals i and j in the atom A, i.e.,

Sij(A) =
Z

A
φ∗

i (r)φj(r)dr. (6)

Iring will provide large values for aromatic molecules. Although it will not be considered in this paper,
it is worth to mention that Bultinck and co-workers generalized Iring considering also the delocalization
of a non-Kekule arrangement of the atoms in the ring; the index is known as MCI [43]. Some of us have
shown that both Iring and MCI are ring-size dependent [44] and, therefore, for convenience, we will
calculate the multicenter electron delocalization per atom that can be obtained as Iring

1/N .
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2.1.4. AV1245 and AVmin

Both Iring and MCI are among the less fallible aromaticity indices available in the
literature [2,36,45] and, therefore, they have been used in a plethora of cases involving a difficult
assessment of aromaticity [46–54]. However, these indices present some drawbacks that prevent their
use in large rings [55] and, therefore, we have recently designed [55] and tested [40,56] a new electronic
aromaticity index, AV1245, based on MCI but free of the shortcomings of this index. AV1245 is defined
as the average value of the four-atom MCI index between relative positions 1–2 and 4–5 constructed
from each five-atom fragment (five consecutive atoms) along the perimeter of the ring [55]. The latter
gives an average picture of the electron delocalization among the atoms in the ring. However, for the
purpose of measuring aromaticity, it has been found more adequate to use the minimum absolute MCI
value evaluated along the perimeter, AVmin [56]. AVmin identifies the weakest link, i.e., the fragment
with the lowest electron delocalization which is usually responsible for the loss of aromaticity in
the ring. A detailed study of all the MCI values along the perimeter has been recently shown to
be useful in identifying electron delocalization patterns and it will be the topic of discussion in a
forthcoming work. Aromatic molecules are thus identified by large values of AVmin (AVmin � 1)
and non-aromatic molecules exhibit very low AVmin values. Antiaromatic molecules usually exhibit
intermediate AVmin values and are more difficult to identify. To this end, the analysis is complemented
by the examination of either four-atom MCI profiles along the perimeter of the ring or the BOA, which
help differentiate between aromatic and antiaromatic compounds.

2.2. Hückel Molecular Orbital Method

Despite the drastic approximations inherent in the Hückel Molecular Orbital (HMO)
approach [12–15], organic aromatic molecules are usually well described within the HMO method. It is
thus usual to learn the HMO method at the same time as 4n + 2 Hückel’s rule and other aromaticity
measures given by the HMO method, such as the resonance energy (RE), the RE per electron (REPE)
or the topological REPE (TREPE) [57]. Some recent works have studied Hückel’s rule from the
perspective of electron delocalization [58,59]. Since the studies of Hückel on organic molecules,
the concept of aromaticity has extended importantly including all sorts of new aromatic molecules
such as metalloaromatic molecules [4,51,52,60,61], fullerens [62], nanotubes [63], porphyrins [64,65]
with a Möbius-like structure [66–73], and all-metal clusters [4,5], among others.

For a cyclic polyene of n carbon atoms and N π electrons, the Hückel molecular orbital (HMO)
method provides a general formulation for its orbitals:

φl =
N

∑
µ=1

χµcµl =
1√
N

N

∑
µ=1

χµe2πi(µ−1)l/N , (7)

where χµ is the atomic orbital 2pz of the µth carbon atom and l = 0 ± 1, . . . ,±(N − 1)/2, N/2.
Excepting for the first (φ0) and the last (φN/2), these orbitals are complex and degenerate by
pairs (φ±1, φ±2, . . .). From these equations, one can easily calculate the atomic overlap matrices
(AOMs), the bond orders, as well as many aromaticity indices (see Section 2.1), obtaining analytical
expressions [74].

The typical way to assess the aromaticity within the framework of HMO theory is through the
study of stabilization or resonance energy. Since the computational chemistry study of resonance
energies puts severe limitations to analyze more complicated molecules, especially those containing
atoms other than carbon, we prefer to study electron delocalization to assess the aromatic character of
compounds [2,55]. In particular, we focus here on the study of Iring which, in the case of HMO theory,
takes a very simple form (compare to Equation (5)),

IHMO
ring (A) = PA1 A2 PA2 A3 . . . PAn A1 , (8)
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where PAB is the bond-order between atoms A and B and it is related to the DI: δ(A, B) = PABPBA [74].
In order to compare annulenes of different sizes among them, we will study the normalized

quantity Iring
1/N [44]. The calculation of the bond orders takes a very simple form for singlet annulenes

with 4n + 2 π electrons [74]. The study of other multiplicities or number of π electrons is less evident.
The HMO theory does not distinguish between alpha and beta electrons (beyond the fact of permitting
only one electron of each kind to populate each orbital) and, therefore, the study of triplets is not
entirely satisfactory. However, to a reasonable extent, one can analyze the 4n + 2 triplets as cases
where one electron is promoted from a l orbital to a l + 1 orbital. If the orbitals obtained from HMO
are those of Equation (7), the results are the same regardless the electrons are promoted from l or −l
orbitals (or whether they are promoted to l + 1 or −l − 1 orbitals). Hence, the study of 4n + 2 triplets
can be done without ambiguity. However, the study of neutral 4n singlets, which are expected to
exhibit localized structures of symmetry D N

2 h, cannot be conducted because both l and −l orbitals
contribute the same amount to all the bond orders in the perimeter of the ring. In order to enforce
the appearance of mesomeric structures, we should obtain a different set of orbitals from the HMO
theory. Since degenerate orbitals can be freely combined without altering the energy of the system,
it is convenient to recombine each pair of degenerate orbitals among themselves to produce this set
of orbitals:

φl = (1 + i)φl + (1 − i)φ−l , (9)

for l = ±1, . . . ,±(N − 1)/2. Unlike those in Equation (7), these orbitals are real and produce one of
the two mesomeric structures that one can expect in neutral 4n annulenes, depending on whether
the last two electrons occupy a l or −l orbital. Finally, we find that the study of neutral 4n triplets
within the HMO theory is far from obvious because both the singlet-open and the triplet states would
be actually described by the same orbital occupancies. For the sake of completeness, we have also
included this case in our study. To this end, we have employed the original set of orbitals (Equation (7))
and these results are labeled as 4n DNh. (We could have also chosen the second set of orbitals that
lead to mesomeric structures. In such case, we would have obtained different Iring values but the same
qualitative trend (see Section 3.1)).

3. Results

3.1. Aromaticity from the HMO Method

First of all, we will study Hückel’s and Baird’s rules from the simple HMO theory [12,14].
Although we cannot expect this theory to provide a reliable description of annulenes (especially
the large ones), the results we obtain will provide a high bound to the aromaticity/antiaromaticity
expected in these species.

All the values of Iring (Equation (8)) are collected in Figure 1. Interestingly, all the curves conform to
the same general expression: a+ b/N2, where N is the number of ring members. The values of a do not
differ significantly among the four cases giving values very close to the theoretical limit for annulenes,
2/π, whereas the values of b present large differences among them: −2.1867, 1.0822, −5.1151,
and −5.5910 for 4n DNh, 4n + 2 singlet, 4n + 2 triplet, and 4n singlet D N

2 h structures, respectively.
These results are in agreement with the chemical intuition: (i) for very large annulenes both Hückel
and Baird rules break and all the species become equally aromatic, (ii) the initial (anti)aromatic
character decreases smoothly with the annulene size. We can also see that 4n + 2 singlets, which
are aromatic, display values above the 2/π limit, whereas 4n + 2 triplets and 4n singlets, which are
expected to be antiaromatic, present values below this limit. On the other hand, 4n DNh annulenes
also behave like antiaromatic molecules, which does not conform with the aromaticity expected in 4n
triplets and, therefore, these species are not well described from the delocalization measures we can
obtain from the HMO theory. Finally, we can compare the velocity with which the (anti)aromaticity
decreases according to Hückel’s and Baird’s rule. The values of b show that the velocity at which the
aromaticity decreases with the ring size is about five times smaller for 4n + 2 singlet annulenes than
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the corresponding decrease of antiaromaticity for 4n + 2 triplets. Interestingly, the latter is very close
to the decrease of antiaromaticity found in 4n singlets, in agreement with the study of Baird on cyclic
hydrocarbons using DRE [17]. We have also studied the HMO method forcing bond-length alternation
by employing two different resonance integrals for each bond type (single and double) [75,76], finding
that the antiaromaticity of 4n singlets decreases more rapidly when the annulenes are forced to exhibit
bond alternation. Since we cannot compare 4n singlets and triplets, we cannot extract any relevant
conclusion about which rule, Hückel’s or Baird’s, is broken more quickly with the ring size. We can,
however, conclude from this data that molecules are more resilient to the loss of aromaticity than to
the loss of antiaromaticity, as one would expect from purely energetic grounds.

Figure 1. Values of Iring
1/N for the annulenes series against the number of C atoms (N) for different

singlets and triplets. The species have been divided according to the number of electrons (4n and
4n + 2) and the spin multiplicity (singlet and triplet).

3.2. Geometrical Relaxation

Thus far, we have studied ideally planar annulenes within the HMO method. In this section,
we employ quantum chemistry methods to study the geometry of annulenes, which often do not
attain a planar conformation in their ground state configuration [77] (see Figure 2). We will employ
HF and three DFAs: B3LYP, M06-2X and CAM-B3LYP. These results will be compared against the
benchmark data available in the literature. We will split the results into two blocks: 4n + 2 and 4n
π-electron annulenes.

Figure 2. Geometrical structures of the studied annulenes.

3.2.1. 4n + 2 Annulenes

First of all, we have studied the lowest-lying structures of singlet and triplet benzene. The ground
state of benzene has been largely studied and its characterization does not present a challenge for DFAs.
The molecule is identified by all the aromaticity measures as the most aromatic molecule among the
studied annulenes. Conversely, the triplet state of benzene has a more elusive character, presenting two
D2h conformations which are very close in energy, the quinoidal (Q) and antiquinodial (AQ) one [17].
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The former is characterized by two clear double bounds separated by two radical C atoms, whereas
the AQ shows two allylic structures merged by two single C-C bonds. The energy difference between
the two conformations is below 1 kcal/mol and they are connected by a transition state with an energy
barrier of 2.5 kcal/mol [78]. Both conformers are expected to be antiaromatic, displaying an energy
destabilization that is responsible for their prominent photochemical reactivity [79]. The lowest-lying
triplet state of benzene has been identified by HF, B3LYP, and CAM-B3LYP as AQ-like, whereas the Q
structure could not be located with these methods. Conversely, M06-2X provides a Q-like structure.
The aromaticity indices display values which are much smaller than those of benzene and the BOA
index reveals a bond-order alternation that is characteristic of antiaromatic molecules. AVmin values
are small, which in conjunction with the oscillating pattern displayed by the dissected index profile
(see Supplementary Material), agrees with the antiaromatic character anticipated in this species.

Singlet [10]annulene presents several low-energy isomers, which are difficult to sort energetically
from the results of computational calculations. Most ab initio methods find the twist conformation to be
the lowest in energy, the exception being B3LYP, which predicts the heart conformation to be the ground
state [16]. Our calculations agree with these results. The most delocalized structure, corresponding to a
D10h symmetry, lies more than 30kcal/mol above the ground state geometry [16] and, hence, the isomer
expected to be the most aromatic it is actually not stable. On the contrary, the twist isomer (which does
not exhibit a planar conformation) presents a very modest aromatic/antiaromatic character according
to all the aromaticity indices. In fact, the molecule could be easily classified as nonaromatic from the
AVmin value, which is very close to zero and, as the dissected index profile shows (see Supplementary
Material), the twisted bonds are those that prevent an optimal overlap of p orbitals. Conversely,
the heart configuration (lying 0.6 and 2.3 kcal/mol above the ground state according to CAM-B3LYP
and M06-2X) is an aromatic molecule as stated by all aromaticity indices. To the best of our knowledge,
triplet [10]annulene has been much less studied and there are only examples of triplet dicationic
[10]annulene structures on the literature [20,21]. The lowest-lying triplet state of [10]annulene displays
naphthalene (B3LYP, CAM-B3LYP and M06-2X) and twist (HF) configurations. Following the Baird rule,
this molecule should be antiaromatic. The naphthalene conformation is indeed mildly antiaromatic
but the twist conformation is rather nonaromatic (see Table 1).

The ground-state [14]annulene geometry corresponds to a distorted pyrene perimeter [16] that
can undergo a facile isomerization reaction through a Möbius antiraromatic transition state [80]. At the
B3LYP level of theory, we locate a minimal structure with C2h symmetry that is aromatic according to
all criteria of aromaticity. However, the CAM-B3LYP and M06-2X C2h configurations correspond to a
transition state (TS) that through a small energy barrier (ca. 2.5 kcal/mol) connects two Cs-symmetry
antiaromatic energy minima with complementary bond-length alternation. The triplet conformer leads
to an energy minimum that is only mildly antiaromatic at all the levels of theory.

The Hückel rule predicts that [18]annulene is an aromatic molecule but the situation is similar to
[14]annulene. B3LYP finds the molecule to be a highly symmetric (D6h) structure that is also aromatic
from all aromaticity indices. However, both CAM-B3LYP and M06-2X predict that this structure is
actually a transition state that connects two identical structures that exhibit bond-order alternation
and, therefore, are antiaromatic. This discrepancy has been attributed to the delocalization error of
DFAs with a low percentage of Hartree-Fock exchange, a fact that has been confirmed through the
comparison of experimental proton chemical shifts [81]. A detailed study of the delocalization error is
done in Section 3.4 of this manuscript. The lowest-lying triplet displays a D2 symmetry (HF) or a C2h
symmetry (CAM-B3LYP, B3LYP, and M06-2X). DFAs agree on the triplet [18]annulene being weakly
antiaromatic, whereas HF predicts it to be rather nonaromatic.
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Table 1. Aromaticity indices for 4n + 2 annulenes calculated with HF, B3LYP, CAM-B3LYP, and M06-2X
and the 6-311G(d,p) basis set. a Iring values were too small for an accurate calculation of Iring

1/N.

Structure Multiplicity Functional FLU Iring
1/N BOA BLA Iring

1/N |AVmin |

C6H6 S

HF 0.000 0.624 0.000 0.000 0.597 10.25
B3LYP 0.000 0.625 0.000 0.000 0.603 10.72

CAM-B3LYP 0.000 0.628 0.000 0.000 0.603 10.71
M06-2X 0.000 0.626 0.000 0.000 0.603 10.73

C6H6 T

HF 0.024 0.393 0.246 0.089 0.341 0.39
B3LYP 0.025 0.399 0.275 0.090 0.353 1.51

CAM-B3LYP 0.025 0.408 0.276 0.091 0.363 1.20
M06-2X 0.041 0.467 0.281 0.056 0.380 0.28

C10H10 (twist) S

HF 0.068 0.421 0.728 0.157 0.339 0.00
B3LYP 0.052 0.480 0.639 0.128 0.322 0.03

CAM-B3LYP 0.059 0.466 0.677 0.137 0.341 0.03
M06-2X 0.058 0.463 0.670 0.136 0.325 0.05

C10H10 (heart) S

HF 0.065 0.436 0.712 0.153 0.380 0.01
B3LYP 0.000 0.610 0.007 0.009 0.579 5.19

CAM-B3LYP 0.000 0.614 0.009 0.010 0.579 5.13
M06-2X 0.000 0.611 0.010 0.010 0.579 5.11

C10H10 (naphthalene) T

HF 0.030 0.470 0.364 0.085 0.353 0.14
B3LYP 0.023 0.531 0.328 0.064 0.460 0.91

CAM-B3LYP 0.027 0.524 0.364 0.072 0.446 0.68
M06-2X 0.028 0.522 0.367 0.073 0.444 0.63

C10H10 (twist) T

HF 0.020 0.478 0.266 0.068 0.295 0.05
B3LYP 0.020 0.517 0.305 0.066 0.352 0.08

CAM-B3LYP 0.022 0.513 0.324 0.071 0.347 0.07
M06-2X 0.022 0.511 0.328 0.072 0.337 0.10

C14H14 S

HF 0.050 0.497 0.626 0.136 - a 0.49
B3LYP 0.001 0.605 0.010 0.008 - a 4.24

CAM-B3LYP 0.026 0.561 0.449 0.091 - a 1.80
M06-2X 0.025 0.561 0.438 0.088 - a 1.89

C14H14 (TS) S CAM-B3LYP 0.000 0.609 0.007 0.007 - 4.29
M06-2X 0.001 0.606 0.007 0.007 - a 4.27

C14H14 T

HF 0.021 0.502 0.282 0.069 - a 0.01
B3LYP 0.017 0.554 0.302 0.060 - a 0.13

CAM-B3LYP 0.023 0.544 0.348 0.071 - a 0.08
M06-2X 0.022 0.544 0.349 0.071 - a 0.04

C18H18 S

HF 0.049 0.504 0.616 0.133 0.472 0.57
B3LYP 0.001 0.606 0.026 0.011 0.573 4.27

CAM-B3LYP 0.026 0.563 0.446 0.090 0.530 1.80
M06-2X 0.025 0.561 0.444 0.089 0.529 1.81

C18H18 (TS) S CAM-B3LYP 0.001 0.609 0.022 0.010 0.572 4.29
M06-2X 0.001 0.607 0.022 0.010 0.572 4.28

C18H18 T

HF 0.018 0.514 0.257 0.060 0.411 0.12
B3LYP 0.013 0.570 0.265 0.053 0.533 0.58

CAM-B3LYP 0.019 0.559 0.324 0.066 0.513 0.30
M06-2X 0.019 0.559 0.324 0.065 0.517 0.46

3.2.2. 4n Annulenes

The photochemical formation of 4n annulenes is very important in excited-state aromaticity [19].
Cyclobutadiene is often used as the paradigmatic example of an antiaromatic molecule following
the 4n rule. Although (anti)aromaticity can be easily overestimated with a single-determinant
wavefunction [82–84], cyclobutadiene is the molecule with the largest bond-length and bond-order
alternation and all indicators of aromaticity clearly confirm its antiaromatic character. Baird was first
to suggest that triplet 4n π-electron annulenes should be regarded as aromatic and confirm it through
DRE calculations [17]. In particular, the DRE confirmed that triplet cyclobutadiene is an aromatic
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molecule. A fact that is further substantiated by its symmetric D4h geometry and the values of the
aromaticity indices gathered in Table 2.

Unlike cyclobutadiene, cycloocta-1,3,5,7-tetraene (COT) is not a planar molecule in its ground state.
COT shows a boat-like D2d geometry that, although presents bond-length and bond-order alternation,
is not a very antiaromatic molecule [16,85]. The aromaticity indices reveal that this molecule could
be classified as mildly antiaromatic. Conversely, the lowest-lying triplet state of COT presents D8h
symmetry and values of the aromaticity indices that confirm the aromatic character anticipated by the
Baird rule. Interestingly, the realization of planar triplet COT in some substituted annulenes has been
studied as an acceleration path for the photochemical inversion of the ring [22].

In contrast to smaller annulenes, [12]annulene presents several energy minima in the potential
energy surface, five of which lie within 5 kcal/mol according to CCSD(T) calculations [86].
The instability and the easy isomerization [87] of this species explain the difficulty in characterizing
it experimentally. All DFAs and HF predict a CTCTCT (C1) geometry with a large bond-order
alternation, where C and T stand for the arrangement of C-C bonds that can be either cis (C) or
trans (T). Nevertheless, the molecule presents very small AVmin values that indicate a nonaromatic
character. The lowest-lying triplet state of [12]annulene shows a very similar geometry in agreement
with a CTCTCT arrangement of the atoms but corresponding to a CTCTCT (Cs) geometry, according to
all DFAs. The HF lowest-lying triplet also presents a CTCTCT geometry (C1) but it is severely distorted
with respect to the latter one. Regardless of the method used, AVmin value is small, prompting us to
also classify the triplet state as a nonaromatic species.

As in the previous case, a large number of [16]annulene isomers have been found [88] and,
therefore, this species also easily undergoes isomerization [87] even through quantum mechanical
tunneling [89]. According to all the methods, the ground state structure can be classified as CTCTCTCT
(S4). Interestingly, there is another structure, which presents a distorted CTCTTCTT structure (C1) lying
5-8 kcal/mol above the ground state structure. The lowest-lying triplet presents a conformation very
close to the latter one. Although the singlet is less antiaromatic than COT or cyclobutadiene, we find
that both S4 and C1 present a similar character and are more antiaromatic than [12]annulene. Therefore,
[16]annulene could be classified as weakly antiaromatic. Likewise, the triplet provides values of the
indices that indicate a more aromatic character than [12]annulene triplet. Although AVmin values
oscillate between 0.35 and 1.16, these values indicate a mild aromatic character in between triplet
[12]annulene and triplet cyclobutadiene, which agrees with the fact that this molecule displays a more
symmetric structure (Cs) than its singlet counterpart (C1).

3.3. Aromaticity from DFAs

The HMO cannot take into account the geometrical relaxation from a planar structure (permitting
an optimal overlap of p orbitals) and, therefore, the results obtained in the Section 3.1 are upper bounds
to aromaticity and antiaromaticity in annulenes. In this section, we will consider the optimization of
several singlet and triplet annulenes and how it affects the aromaticity of these compounds. As an
improvement over HMO results, we will calculate an approximate version of Iring that consists in using
only the two-center bond orders of bonded atoms to estimate the N-center delocalization. In particular,
we will employ the equivalent of Equation (8) in the framework of quantum mechanics. To this end,
we will take δ(A, B) and subtract 1.00 to (approximately) remove the sigma contribution to the C-C
bond, and multiply all resulting DIs of the bonds around the perimeter of the ring,

Iring(A) =
�
(δ(A1, A2)− 1) (δ(A2, A3)− 1) . . . (δ(An, A1)− 1), (10)

where we have taken the square root to account for the fact that at the HMO level the DI corresponds
to the square of the Hückel bond-order [74]. One can consider the latter as a rough approximation that
bridges the HMO definition (Equation (8)) and the actual Iring value (Equation (5)). We have collected
the results of Iring

1/N in Figure 3.
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Table 2. Aromaticity indices for the studied 4n annulenes calculated with HF, B3LYP, CAM-B3LYP,
and M06-2X and the 6-311G(d,p) basis set. a Iring values were too small for an accurate calculation of
Iring

1/N. bAVmin cannot be calculated for rings with less than six members.

Structure Multiplicity Method FLU Iring
1/N BOA BLA Iring

1/N |AVmin |

C4H4 S

HF 0.101 0.391 0.888 0.249 0.262 - b

B3LYP 0.104 0.416 0.900 0.247 0.266 - b

CAM-B3LYP 0.103 0.398 0.898 0.245 0.264 - b

M06-2X 0.103 0.405 0.898 0.242 0.268 - b

C4H4 T

HF 0.010 0.507 0.000 0.000 0.433 - b

B3LYP 0.012 0.499 0.000 0.000 0.440 - b

CAM-B3LYP 0.011 0.504 0.000 0.000 0.439 - b

M06-2X 0.011 0.505 0.000 0.000 0.438 - b

C8H8 S

HF 0.067 0.436 0.726 0.156 0.406 0.30
B3LYP 0.056 0.477 0.664 0.134 0.441 0.72

CAM-B3LYP 0.061 0.468 0.693 0.140 0.428 0.52
M06-2X 0.062 0.460 0.694 0.141 0.427 0.51

C8H8 T

HF 0.001 0.590 0.000 0.000 0.534 4.07
B3LYP 0.001 0.589 0.000 0.000 0.540 4.31

CAM-B3LYP 0.001 0.593 0.000 0.000 0.539 4.29
M06-2X 0.001 0.591 0.000 0.000 0.539 4.29

C12H12 S

HF 0.063 0.445 0.698 0.153 - a 0.04
B3LYP 0.042 0.511 0.565 0.115 - a 0.01

CAM-B3LYP 0.050 0.494 0.624 0.128 - a 0.02
M06-2X 0.050 0.488 0.624 0.128 - a 0.06

C12H12 T

HF 0.021 0.487 0.280 0.067 - a 0.07
B3LYP 0.002 0.590 0.033 0.012 - a 0.07

CAM-B3LYP 0.015 0.562 0.288 0.056 - a 0.21
M06-2X 0.008 0.577 0.208 0.039 - a 0.13

C16H16 (S4) S

HF 0.054 0.486 0.651 0.139 0.440 0.33
B3LYP 0.029 0.551 0.476 0.095 0.513 0.96

CAM-B3LYP 0.041 0.529 0.564 0.113 0.484 0.64
M06-2X 0.040 0.526 0.562 0.113 0.484 0.63

C16H16 (C1) S

HF 0.053 0.488 0.643 0.139 0.452 0.25
B3LYP 0.029 0.548 0.474 0.096 0.512 0.78

CAM-B3LYP 0.040 0.530 0.555 0.113 0.487 0.55
M06-2X 0.039 0.526 0.553 0.112 0.487 0.58

C16H16 (Cs) T

HF 0.001 0.598 0.013 0.005 - a 1.08
B3LYP 0.002 0.596 0.057 0.013 - a 1.16

CAM-B3LYP 0.015 0.568 0.294 0.059 - a 0.35
M06-2X 0.011 0.576 0.252 0.050 - a 0.74

The results show some differences with respect to the HMO values we have shown earlier. 4n + 2
singlet compounds show a similar trend to the HMO results except for [10]annulene, which exhibits a
smaller aromaticity than expected. This molecule undergoes important geometrical distortions that
disrupt the overlap of p orbitals and causes the apparent loss of aromaticity. 4n singlets are expected to
be antiaromatic, as is confirmed by the large BOA values (see Tables 1 and 2), and they become less and
less antiaromatic as they increase the ring size (see the increasing Iring

1/N values of Figure 3). 4n + 2
triplet annulenes follow a very similar trend in agreement with Baird’s rule. Finally, we examine the
4n triplet annulenes that are expected to be aromatic and for which there is no clear trend. On one
hand, COT, which displays a planar structure, is actually among the most aromatic compounds, even
more aromatic than cyclobutadiene in its lowest-lying triplet state, which actually shows the smallest
value among the molecules that are expected to be aromatic. On the other hand, neither [12] nor
[16]annulene present a planar structure and, therefore, they exhibit larger BOA values, suggesting
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that these molecules are rather nonaromatic or slightly antiaromatic. Interestingly, all the aromaticity
trends are similar to those found for pure HMO calculations for 4n + 2 annulenes and 4n singlets with
the only mentioned exception of [10]annulene.

Figure 3. Values of Iring
1/N for the annulenes series in terms of the number of C atoms (N) for the

lowest-lying singlets and triplets. The species have been divided according to the number of electrons
(4n and 4n + 2) and the spin multiplicity (singlet and triplet). Calculations were performed with
CAM-B3LYP/6-311G(d,p).

Tables 1 and 2 also include the actual values of Iring
1/N but we have not discussed them because

they mostly corroborate the trends we have found with Iring
1/N and some of the values for large

annulenes could not be obtained with enough precision. This is one of the main shortcomings of
Iring for large rings [55], the values become so small that they conflict with the numerical precision of
the calculation and, consequently, we cannot obtain a reliable normalization (Iring

1/N) which permits
the comparison among rings of different sizes.

In order to remedy this problem, AVmin was recently designed [55]. AVmin values for the
annulenes series are collected in Figure 4. Although the trends are not so clear as in HMO calculations
or the approximate account of aromaticity with Iring

1/N , the picture we can extract from AVmin does
not differ entirely from that we obtained from Iring

1/N . The four most aromatic molecules are the same
according to both indices and each single-triplet pair shows the same order of aromaticity, e.g., singlet
benzene is more aromatic than triplet benzene. The only apparent exception to this rule is [10]annulene
that has a larger AVmin value for the lowest-lying triplet than for the ground state singlet. The latter is
due to the fact that the ground state configuration of [10]annulene is found to be nonaromatic (the
second lowest-lying structure, the heart configuration, is actually quite aromatic) whereas the triplet
configuration is antiaromatic.

Figure 4. Values of AVmin for the annulenes series (lowest-lying singlets and triplets) in terms of
the number of C atoms (N). The species have been divided according to the number of electrons
(4n and 4n + 2) and the spin multiplicity (singlet and triplet). Calculations were performed with
CAM-B3LYP/6-311G(d,p).
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Finally, we find that FLU, BOA, and BLA give a similar qualitative trend to Iring
1/N (see Tables 1

and 2, and also the Supplementary Material) with the exception of large 4n+ 2 annulenes ([14]annulene
and [18]annulene) that are found to be more aromatic in their triplet state than in their ground state.
One should bear in mind that these indices are based on pairwise interactions (FLU is also based on
fixed ground-state aromatic references) and they are not as reliable as indices based on multicenter
calculations [36].

3.4. The Delocalization Error in DFAs

DFAs suffer the so-called delocalization error [90–92], which tends to give delocalized electronic
structures. This is the exact opposite behavior of HF, which tends to overestimate the localization of
the electronic structures. DFAs with a low percentage of HF exchange are more prone to delocalization
errors. This effect has been observed in conjugate systems [93] and aromatic systems [40,81,94,95]
including singlet annulenes [81]. Recently, Contreras-García, et al. [96] have suggested that the exact
result is often bracketed between two extreme situations, the highly localized one (HF) and a highly
delocalized one (LDA, which does not include HF exchange). They have used this result to construct
error bars for the calculation of some solid-state properties. Likewise, Burke, et al. [97] have defined
the sensitivity of DFAs to the density as the energy difference between DFA calculations from LDA
and HF densities.

In this section, we investigate how the delocalization error affects the aromaticity measures in
the studied annulene series through the analysis of Iring

1/N calculated with four methods that use a
different amount of HF exchange. In our study, LDA is ruled out because it is not reliable for gas-phase
calculations [98] and B3LYP is used as the most delocalizing method (includes 19% of HF exchange).
As the most localizing method we employ HF (that obviously uses 100% of HF exchange), and, as DFA
with a large percentage of HF exchange, we have selected M06-2X (54%) and a range-separation
functional [91], CAM-B3LYP, which presents a variable amount of HF exchange that goes from 19% at
short ranges to 65% at large interelectronic separations.

Iring
1/N values for different methods are collected in Figure 5. Our results confirm that in the large

majority of cases B3LYP and HF are giving the most and the less aromatic species, respectively, among
the DFA studied. In some cases (see, singlet benzene, triplet cyclobutadiene or triplet COT) there
are no large differences among the DFAs because these species do not suffer from the delocalization
error. However, in many other cases (see 4n + 2 singlet annulenes larger than benzene) B3LYP clearly
overestimates electron delocalization, sometimes even favoring a different geometrical arrangement
of the atoms in the ring that permits larger electron delocalization (see Section 3.2). As expected,
HF tends to overestimate electron localization whereas CAM-B3LYP and M06-2X provide very similar
results lying between HF and B3LYP values. There is only two exceptions to this rule: the triplet
states of benzene and [16]annulene. Unlike other DFAs and HF, the M06-2X geometry optimization of
triplet benzene leads to a non-planar structure that does not correspond to the AQ structure [17] and,
therefore, it is not as antiaromatic as one would expect. A careful examination of the potential energy
surface of the triplet state of benzene confirms that M06-2X does not identify the AQ conformation as a
minimum of energy at this level of theory. In the case of [16]annulene, the exception is that HF Iring

1/N

value is actually larger than that of CAM-B3LYP or M06-2X because, according to HF, the structure is
more planar than predicted by these DFAs.

Interestingly, 4n + 2 singlet molecules (with the exception of benzene) and 4n singlets tend to
suffer the most from electron delocalization errors, whereas 4n + 2 triplet molecules barely exhibit
differences between B3LYP and other DFAs with higher percentage of HF exchange. The fact that
M06-2X and CAM-B3LYP present very similar values for most molecules corroborates that it is actually
the long-range part of Hartree-Fock exchange the one which is relevant to decrease the delocalization
error [40]. In this sense, we recommend the use of a range-separation functional, such as CAM-B3LYP,
to study aromatic and antiaromatic compounds.
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Figure 5. Values of Iring
1/N for the lowest-lying states of the studied annulenes obtained with methods

using a different percentage of Hartree Fock (HF) exchange: HF (100%), M06-2X (54%), CAM-B3LYP
(19–65%) and B3LYP (19%).

4. Materials and Methods

The singlet ground state and the first triplet excited state of all the studied structures have
been fully characterized. The optimizations have been performed with the Gaussian16 software
package [99] using B3LYP [100,101], CAM-B3LYP [102], M06-2X [103] DFAs, and HF in combination
with the 6-311G(d,p) basis set [104]. The harmonic vibrational frequencies were calculated at the
corresponding level of theory in order to verify the nature of the stationary points of their potential
energy surface (minima or transition states).

The calculation of the electronic aromaticity indices (AV1245, AVmin , BOA and FLU) uses a QTAIM
atomic partition [105] performed by the AIMAll software [106]. The AOM resulting from the QTAIM
partition and the molecular geometries are the input for the in-house ESI-3D program [27,31,107],
which provides AV1245 [55], AVmin [56], BLA, BOA, DIs [29,30], FLU [27], HOMA [33] (included
in the Supplementary Material), Iring [42], Iring and MCI [43] values. The numerical accuracy of the
QTAIM calculations has been assessed using two criteria: (i) The integration of the Laplacian of the
electron density (∇2ρ(r)) within an atomic basin must be close to zero; (ii) the number of electrons in a
molecule must be equal to the sum of all the electron populations of the molecule, and also equal to
the sum of all the localization indices and half of the delocalization indices in the molecule. For all
atomic calculations, integrated absolute values of ∇2ρ(r) were always lower than 0.001 a.u. For all
molecules, errors in the calculated number of electrons were always lower than 0.01 a.u. From our
experience, these errors provide sufficient accuracy for all the indices here calculated except for the
normalized multicenter indices of large rings, which require a numerical precision of the AOM well
beyond the accuracy that one can obtain with AIMall or any other similar software available in the
literature. For the latter and other reasons commented in Ref. [55], multicenter indices (MCI and Iring )
cannot be used in large rings.

We have employed Mathematica [108] to perform all Hückel calculations, fittings and
extrapolations presented in this manuscript.
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5. Conclusions

In this paper, we have studied how the Hückel and Baird rules fade away in cyclic polyenes.
According to pure HMO calculations and the seminal Baird study [17], antiaromatic annulenes lose
their antiaromatic character at the same speed as the ring size increases, regardless of their multiplicity.
However, a two-resonance parameter HMO method, permitting bond-order alternation, shows that
the antiaromaticy of 4n singlets decreases more rapidly with the ring size. The conclusion is far less
clear from calculations that consider the geometry relaxation because the potential energy surface of
annulenes with more than eight carbon atoms often shows several configurations close in energy that
display disparate aromatic characters. Nevertheless, density functional approximations reveal that the
rules fade away much more quickly than it would be expected from the HMO method; they just do
not follow a smooth trend.

The study of the level of theory employed in the calculation of annulenes reveals a clear tendency
of density functional approximations with a low-percentage of HF exchange at long ranges to exhibit
delocalization errors that lead to the overestimation of the aromatic character of the molecule and
sometimes even to wrong geometries. Molecules with large ring structures are more prone to this kind
of errors. These results are in line with previous findings [40,81,94] and suggest caution in choosing
an appropriate density functional approximation to study aromatic and antiaromatic molecules.
In particular, we recommend the use of a range-separation density functional approximation such
as CAM-B3LYP.

Supplementary Materials: The Cartesian coordinates of the molecules as well as full tables and supplementary
graphics are available online at http://www.mdpi.com/1420-3049/25/3/711/s1.
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Abbreviations

The following abbreviations are used in this manuscript:

AOM Atomic overlaps matrix
AV1245 Aromaticity index for large rings [55]
AVmin Minimal value of 12-45 delocalizations [56]
BLA Bond-length alternation
BOA Bond-order alternation
DFA Density Functional Approximation
DI Delocalization index [28]
FLU Fluctuation aromaticity index [27]
HF Hartree-Fock
HMO Hückel Molecular Orbital
HOMA Harmonic Oscillator Model of Aromaticity [33]
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LDA Local density approximation [109]
MCI Multicenter index [43]
RE Resonance energy
TREPE Topological resonance energy per π electron
Iring Giambiagi’s multicenter index [42]
Iring Approximation to Iring (Equation (8))
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57. Gutman, I.; Milun, M.; Trinajstić, N. Graph theory and molecular orbitals. 19. Nonparametric resonance
energies of arbitrary conjugated systems. J. Am. Chem. Soc. 1977, 99, 1692–1704. [CrossRef]

58. Feixas, F.; Matito, E.; Solà, M.; Poater, J. Analysis of Hückel’s [4n+2] Rule through Electronic Delocalization
Measures. J. Phys. Chem. A 2008, 112, 13231–13238. [CrossRef]

59. Feixas, F.; Matito, E.; Solà, M.; Poater, J. Patterns of π-electron delocalization in aromatic and antiaromatic
organic compounds in the light of Hückel’s 4n+2 rule. Phys. Chem. Chem. Phys. 2010, 12, 7126–7137.
[CrossRef]

60. Li, X.; Kuznetsov, A.E.; Zhang, H.F.; Boldyrev, A.I.; Wang, L.S. Observation of all-metal aromatic molecules.
Science 2001, 291, 859–861. [CrossRef]

61. Jiménez-Halla, J.O.C.; Matito, E.; Blancafort, L.; Robles, J.; Solà, M. Tuning aromaticity in trigonal alkaline
earth metal clusters and their alkali metal salts. J. Comput. Chem. 2009, 30, 2764–2776. [CrossRef]

62. Garcia-Borràs, M.; Osuna, S.; Swart, M.; Luis, J.M.; Solà, M. Maximum aromaticity as a guiding principle for
the most suitable hosting cages in endohedral metallofullerenes. Angew. Chem. Int. Ed. 2013, 52, 9275–9278.
[CrossRef]

63. Lu, X.; Chen, Z. Curved pi-conjugation, aromaticity, and the related chemistry of small fullerenes. Chem. Rev.
2005, 105, 3643–3696. [CrossRef]

64. Osuka, A.; Saito, S. Expanded porphyrins and aromaticity. Chem. Commun. 2011, 47, 4330–4339. [CrossRef]
[PubMed]

65. Feixas, F.; Solà, M.; Swart, M. Chemical bonding and aromaticity in metalloporphyrins 1, 2. Can. J. Chem.
2009, 87, 1063–1073. [CrossRef]



Molecules 2020, 25, 711 18 of 19

66. Sung, Y.M.; Oh, J.; Cha, W.Y.; Kim, W.; Lim, J.M.; Yoon, M.C.; Kim, D. Control and switching of
aromaticity in various all-aza-expanded porphyrins: spectroscopic and theoretical analyses. Chem. Rev. 2017,
117, 2257–2312. [CrossRef] [PubMed]

67. Tanaka, T.; Osuka, A. Conjugated porphyrin arrays: synthesis, properties and applications for functional
materials. Chem. Soc. Rev. 2015, 44, 943–969. [CrossRef] [PubMed]
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Introduction

Aromaticity is an ill-defined concept. It does not correspond to a physical observable
like many other properties that populate the world of tools used in the routine analysis
of chemical reactions [1,2]. Bond orders [3], bond ionicity [4], reaction concertedness,
oxidation states [5,6], local spin [7–10], and atomic contributions to the optical
property of a molecule [11,12] are also properties that cannot be directly measured and
unambiguously assigned. However, aromaticity is still more controverted than the latter
because it refers not to one, but to several properties that are not necessarily mutually
related. Despite its fuzziness, this concept is still widely used to elucidate phenomena
such as chemical stability and reactivity [13–15]. In this sense, aromaticity is a concept
used by chemists world-wide and it cannot be so easily ignored or put aside [16].

Despite aromaticity has not found (and most likely cannot find) a solid root in the
quantum theory, there have been numerous attempts to define aromaticity measures.
These aromaticity indices quantify to some extent the typical manifestations of aro-
maticity in molecules: energy stabilization, bond-length equalization, large magnetic
anisotropies, abnormal chemical shifts, electron delocalization, etc. [17]. As a result,
nowadays, there is a number of different indices available in the literature, sometimes
offering disparate results about the aromaticity of certain chemical species [18]. The
multidimensional character of aromaticity [19] calls for the use of various indices to
assert the true nature of a given species. Moreover, the use of several measures is highly
recommended because most indices fail to pass some aromaticity tests [18,20].

First of all, we should identify which is the actual feature of aromaticity that we
want to analyze because not all aforementioned manifestations occur simultaneously
in all molecules. The latter is particularly relevant in new aromatic species that extend
beyond the realm of organic chemistry and show some aromatic features that are
not due to the π -electron delocalization [21–28], but we also have some examples
among organicmolecules [18,29]. Aromaticity criteria based on electron delocalization
[15] are adequate to identify conjugated-electron circuits [30–32], which might play
important roles in the distribution of the electrons in a ring, the mobility of the
electron cloud, or the assignment of electronic spectrum transitions. On the other hand,
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energetic criteria [33] are important to identify molecules that benefit from extra energy
stabilization. In some molecules, conjugated-electron circuits along a ring structure
cause bond-length and bond-order equalization as well as an important energy stabi-
lization in the molecule. However, the transition state (TS) of the Diels–Alder reaction
is the most aromatic point along the intrinsic reaction coordinate and there is no bond-
length or bond-order equalization [29]. In fact, this point is the most energetic point
along the intrinsic reaction coordinate. One could argue that the energy stabilization
should be compared with the TS of similar reactions. Nevertheless, pseudopericyclic
reactions are essentially barrierless and produce similar products through a nonaro-
matic TS [34,35].

Several manifestations of aromaticity are related to the whole molecular structure,
whereas others are specific of a given annular structure within themolecule. The former
are known as global properties and the latter concern only specific regions of the
molecule and, therefore, are local properties of the molecule. Global aromaticity indi-
cators include the HOMO–LUMO gap that is often directly related with the ability of
the molecule to undergo chemical reactions. The larger the gap, the least (energetically)
accessible the LUMO orbital is and, thus, the least reactive the molecule is expected
to be. This stabilization is characteristic of aromatic molecules. In general, energetic
measures of aromaticity are global properties. On the other hand, geometrical features
(e.g., bond-length equalization and bond distances halfway between single and double
bonds), electronic ring currents (induced by an external magnetic field perpendicular to
the ring plane), or multicenter electronic delocalization along the atoms in the ring are
typical features of the annular structures within the molecule and are regarded as local
aromaticity features. In this chapter, we will only consider indices of local aromaticity.

In the literature, there are many indices of aromaticity and they can be classified
as energetic [33], magnetic [13], geometric [14], and electronic indices [15], corre-
sponding to the different manifestations of aromaticity, i.e., energetic stabilization,
exalted magnetic susceptibilities [36], particular geometrical features (such as bond-
length equalization or planarity) or electron delocalization along the aromatic ring,
respectively. Although in this chapter we focus on aromaticity indices based on
electron delocalization, for the sake of comparison, we have also included bond-length
alternation (BLA) and the harmonic oscillator model of aromaticity (HOMA) [37]. In
the following section, we give the necessary background to introduce the electronic
aromaticity indices, which we review in the next section. Finally, we include a select
list of examples that will help us illustrate the usage of the indices.

Methodology

Since the indices of aromaticity covered in this work are based on electron delocal-
ization, we first need to retrieve information about electron delocalization from the
wavefunction. To this end, we resort to the pair density, which contains information
about the relative motion of an electron pair and it is straightforwardly obtained from
the wavefunction �(1,2,…,N):

ρ2(1, 2) = N(N − 1)P(1, 2), (7.1)
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with

P(1, 2)d1d2 =
�
d3 . . .

�
dN�

∗(1, 2, . . . ,N)�(1, 2, . . . ,N)d1d2, (7.2)

where N is the number of electrons and i= 1, 2, … stands for the combined space
and spin coordinates of the ith electron. P(1, 2)d1d2 is the probability of finding
two electrons, one at d1 and the other at d2, regardless of the position of the other
N− 2 electrons [38]. A popular function in density functional theory is the exchange-
correlation density (XCD) [39], which captures electron exchange and correlation
effects, and it is defined as

ρxc(1, 2) = ρ(1)ρ(2) − ρ2(1, 2), (7.3)

where ρ(1) is the electron density. In the present context, it will be used to define the
so-called electron-sharing indices (ESIs) [40–42].

The electron-sharing indices

The concept of bond order is crucial to understand the bonding in molecules. It
measures the number of chemical bonds between a pair of atoms. In his seminal work,
Coulson [3] put forward a measure of the order of a bond, which he applied within
Hückel molecular orbital (HMO) theory to explain the electronic structure of some
polyenes and aromaticmolecules. This measure of the order of a bond, more commonly
known as Coulson bond order, has been connected with the HMO calculations.

Nowadays, very few calculations are performed within the HMO method, as more
sophisticated (and now computational affordable) methods are easily available. As a
consequence, the Coulson bond order has been replaced by the concept of ESIs, which
measure to which extent two atoms are sharing the electrons lying between them [42].

The XCD compares a fictitious pair density of independent electron pairs [ρ(1)ρ(2)]
with the real pair density, ρ2(1, 2) [see Eq. (7.3)]. The smaller the difference, the more
independent the electrons in these positions are. The larger the difference, the more
dependent, i.e., the more coupled they are. Therefore, for pairs of electrons shared be-
tween points belonging to two different atoms we expect a large XCD value. The XCD
can thus give rise to the concept of ESI [41–44]. The XCD between points belonging
to two different atoms A and B is used to define the delocalization index (DI),

δ(A,B) = 2
�

A

�

B

d1d2ρxc(1, 2) = −2cov(NA,NB), (7.4)

whereas the localization index arises from the consideration of two points that pertain
to atom A,

λ(A) =
�

A

�

A

d1d2ρxc(1, 2). (7.5)
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As we can see from Eq. (7.4), the DI is actually related to the covariance of the
populations of atoms A and B, NA and NB, respectively, and it is thus a measure of
the number of electrons simultaneously fluctuating between these atoms. The atom
population is defined from the electron density,

NA =
�

A

d1ρ(1). (7.6)

It is also worth defining the total delocalization in a given atom,

δ(A) =
�

B�=A
δ(A,B), (7.7)

which some authors [45] relate to the valence of an atom. Since the XCD integrates to
the number of electrons, we can classify the electrons as localized and delocalized and
assign them to atoms (localized) and pairs of atoms (delocalized):

NA = δ(A) + λ(A), (7.8)

the following sum rule being satisfied:

N =
�

A

NA =
�

B,A<B

δ(A,B) +
�

A

λ(A). (7.9)

The calculation of the DI and localization index requires the knowledge of the pair
density and the density. In the case of multideterminantal wavefunctions, the calcula-
tion of the pair density carries a large computational cost that hampers the computation
of quantities related to the electron-pair delocalization. In this chapter, we will restrict
ourselves to single-determinant wavefunctions such as Hartree–Fock and Kohn–Sham
density functional theory. The reader interested in ESIs or population covariances for
many-body wavefunctions can consult other sources [20,42,46–48]. For closed-shell
single-determinant wavefunctions, Eqs. (7.4) and (7.5) simplify significantly:

δ(A,B) = 4
�

i j

Si j(A)Si j(B), (7.10)

λ(A) = 2
�

i j

Si j(A)
2, (7.11)

where the latter summations run over occupied molecular orbitals and Sij(A) is the
atomic overlap matrix (AOM) of atom A,

Si j(A) =
�

A

d1φ
∗
i (1)φ j(1), (7.12)

φi(1) being a molecular orbital.
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Aromaticity indices

In this section, we will study the aromaticity of a molecular ring consisting of n atoms
represented by the string A= {A1, A2, …, An}, whose elements are ordered according
to the connectivity of the atoms in the ring. For convenience, we adopt An+ p ≡ Ap(p
≥ 0).

Geometrical aromaticity indices

In this subsection, we will analyze the so-called HOMA as defined by Kruszewski and
Krygowski [37]. The HOMA relies only on geometrical data and it can be computed
using the following expression:

HOMA(A) = 1 − 257.7
1

n

n�

i

�
Ropt − RAi,Ai+1

�2

= 1 − 257.7

�
�
Ropt − R̄

�2 + 1

n

n�

i

�
RAi,Ai+1 − R̄

�2
�

= 1 − (EN + GEO) (7.13)

where the reference bond lengths, Ropt, are chosen so that the compression energy of
the double bond and expansion energy of the single bond are minimal according to
the harmonic potential model and RAi,Ai+1 are calculated from the distances of atoms
Ai and Ai+1 (see ref. [49]). In the derivation of Eq. (7.13), we assume that all bonds
are of the same type. The expression for rings with different bonding patterns can also
be decomposed into EN and GEO terms but its derivation is less straightforward [50].
The closer to one the index, the more aromatic the molecule. The formula depends on
some reference bond distances and, unfortunately, there is a limited number of bonds
for which these references have been tabulated (C–C, C–N, C–O, C–P, C–S, N–N,
and N–O). This set suffices to calculate most organic molecules but imposes a serious
drawback to extend the use of HOMA to new aromatic molecules.

The EN component of HOMA measures the deviation of the interatomic distances
as compared to some tabulated numbers. GEOmeasures the variance of the interatomic
distance, which for aromatic molecules is usually a small number because, unlike
antiaromatic molecules, they do not present BLA. Both quantities, EN and GEO, are
close to zero for aromatic molecules.

Another popular geometrical indicator of aromaticity is the BLA, which compares
the average of bond lengths of consecutive bonds in a ring:

BLA(A) = 1

n1

n1�

i=1

rA2i−1,A2i −
1

n2

n2�

i=1

rA2i,A2i+1 (7.14)

where n1 = �(n+ 1)/2� and n2 = �n/2�, �x� being the floor function of x, which returns
the largest integer less than or equal to x. This expression of the BLA is not well defined
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for rings of an odd number of members and, therefore, we have recently opt for a
modified BLA definition [51]:

BLA(A) = 1

2n

n�

i=1

��rAi,Ai+1 − rAi+1,Ai+2

��. (7.15)

Electronic aromaticity indices

Lately, aromaticity indicators based on the electronic structure of molecules are be-
coming popular, and several research groups have designed new electronic aromaticity
indices [15]. Among others, we can mention the Iring [52] of Giambiagi et al., the
multicenter index (MCI) [53] of Bultinck et al., the θ index [54] of Matta or the
Shannon entropy [55] at the bond critical point [56] as suggested by Noorizadeh and
Shakerzadeh [57]. The group of Miquel Solà and collaborators have also contributed
with the fluctuation index (FLU) [58] and para-delocalization index (PDI) [59] as well
as the normalized versions of Iring and MCI [60]. More recently, Szczepanik et al. have
contributed with an index capable of accounting for multicenter bonding [61,62] and
Matito et al. have defined AV1245 [30] and AVmin [31,32] for large rings. Here we will
focus on FLU, PDI, MCI, Iring, AV1245, and AVmin.

Bond-order alternation

The bond-length alternation index (BLA) is built upon the premise that the bond-length
alternation reflects the distribution of electron pairs on a conjugated circuit. Since
some people are skeptical about the use of an aromaticity measure that only reflects
a geometrical feature, they prefer the electronic-structure counterpart of the BLA, the
bond-order alternation (BOA), which uses the bond order—or any equivalent concept
such as the ESI [42]—instead of the bond length,

BOA(A) = 1

2n

n�

i=1

|δ(Ai,Ai+1) − δ(Ai+1,Ai+2)|. (7.16)

Unlike the atomic charges [63], the bond orders are much less dependent on the
method and the basis set used [64] and, therefore, aromaticity indices based on bond
orders [65] are not highly dependent on the level of theory employed.

Aromatic fluctuation index

The FLU index measures aromaticity by comparison with the cyclic electron delocal-
ization of a typical aromatic molecule [58,66],

FLU(A) = 1

n

n�

i=1

��
δ(Ai)

δ(Ai−1)

�α�
δ(Ai,Ai−1) − δre f (Ai,Ai−1)

δre f (Ai,Ai−1)

��2

, (7.17)
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where α is a simple function to ensure the first term in Eq. (7.17) is always greater or
equal to 1,

α =
�

1 δ(Ai−1) ≤ δ(Ai)
−1 δ(Ai) < δ(Ai−1)

(7.18)

and δref(A,B) is the DI corresponding to a reference aromatic ring which has the bond
A–B. The aromatic reference for C–C bonds is benzene, whereas C–N bond reference
is taken from pyridine. FLU is close to zero for aromatic species, and greater than zero
for nonaromatic or antiaromatic species.

The aromaticity indices based on references actually measure the similarity with
respect to some aromatic molecule. Hence, HOMA and FLU are not adequate to
describe reactivity [18,29]. For instance, in the case of the Diels–Alder reaction they
cannot recognize the TS as the most aromatic point along the reaction path because
the product, cyclohexene, is more similar to benzene (the reference molecule for C–C
bonds) than the TS, which shows large C–C distances and small DIs in the bonds that
will be formed [29].

Para-delocalization index

Fulton [40] and Bader et al. [67] showed that benzene exhibits larger DI between the
atoms in para position than in meta position. This finding was used by Poater et al.
[59] to define the para-delocalization index (PDI), which consists in the average DI
between the atoms in para position of a six-membered ring,

PDI(A) = δ(A1,A4) + δ(A2,A5) + δ(A3,A6)

3
. (7.19)

The larger the index, the greater the aromaticity. Obviously, the index cannot
be used in rings with more or less than six members. The PDI is less reliable for
heterocycles and rings made of highly polarizable atoms [18] because it can increase
the delocalization across the ring without a substantial increase of the peripheral
delocalization.

Iring
A generalization of the DI concept to various atomic centers was provided by Giambi-
agi et al. [68] in 1990. The concept has been used to account for multicenter bonding
and it is commonly known in the literature as theMCI [69]. Some years later, Giambiagi
et al. suggested to use theMCI as ameasure of aromaticity. In the context of aromaticity
the index was called Iring and its formulation for single-determinant wavefunctions
reads [52]:

Iring(A) =
occ�

i1,i2,...,in

Si1i2 (A1)Si2i3 (A2) . . . Sini1 (An). (7.20)
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Iring provides large values for aromatic molecules and values close to zero for
nonaromatic species.

Multicenter index

Bultinck et al. [53] proposed to sum not only the contribution from the Kekule struc-
tures (as Iring does), but also the contributions of all structures generated by permuting
the position of all the atoms in the ring. Such possibility was already discussed by
Ponec et al. [69,70] among others [71]. The resulting index was named multicenter
index (MCI) and its expression is as follows:

MCI(A) = Iring(A)

=
�

P (A)

occ�

i1,i2,...,in

Si1i2 (A1)Si2i3 (A2) ... Sini1 (An), (7.21)

whereP (A) stands for the n! permutations of the elements in the stringA. Although the
original proposal of MCI differs from this one by a numerical factor, we will skip it for
the reasons already commented in ref. [60]. Like Iring, MCI produces large numbers for
aromatic species, and the authors claim negative numbers identify antiaromatic species
[72]. To our knowledge, this fact has only been proven for three-member rings [69] and
heuristically for six-member rings [73].

Normalized versions of Iring and MCI

Iring and MCI have been shown to be ring-size dependent [60] and, therefore, for
convenience, we often calculate the multicenter electron delocalization per atom that
can be simply obtained as Iring1/n and MCI1/n.

AV1245 and AVmin

Iring and MCI are among the best-performing aromaticity indices available in the
literature [15,18,20]. In fact, they have been used to assert the aromaticity of a
large number of nontrivial cases, including new aromatic molecules [25, 26,74–80].
Unfortunately, for large rings, these indices carry a prohibitively large cost and present
large numerical errors derived from the numerical integration of the AOMs. For this
reason, we have recently designed two indices of aromaticity, AV1245 [30] and AVmin

[31,32], which are free of these shortcomings. AV1245 gives an average electron
delocalization along the ring and it is defined as the average value of the four-atomMCI
index between relative positions 1–2 and 4–5 constructed from each five consecutive
atoms along the perimeter of the ring. Lately, we have found that for the purpose of
measuring aromaticity it is more adequate to use the minimum absolute MCI value
evaluated along the perimeter, AVmin [31,32], which identifies the least delocalized
five-atom fragment in the ring. Aromatic molecules are identified by large values of
AVmin (AVmin > 1), whereas nonaromatic molecules are characterized by very low
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AVmin values. Antiaromatic molecules usually exhibit intermediate AVmin values and
are more difficult to identify. For this reason, the BOA is often used in conjunction with
AVmin to differentiate between nonaromatic and antiaromatic compounds. One should
mention here that, according to AVmin and AV1245, the aromaticity of porphyrins
is substantially reduced with respect to small annulenes. Typically, for aromatic
porphyrins up to 32 atoms, we have found that AVmin > 0.5, whereas antiaromatic
porphyrins show AVmin < 0.5. However, these numbers are likely to decrease if larger
macrocycles are considered [81]. In this sense, we believe AVmin is reflecting that,
while porphyrin and extended porphyrins can be aromatic and antiaromatic, they are
not as aromatic as their smaller-ring annulene counterparts.

Computational details

All the calculations have been performed with the Gaussian16 software package using
CAM-B3LYP [82] and the 6-311G(d,p) basis set [83]. CAM-B3LYP has been em-
ployed to minimize the delocalization errors that plague DFAs calculations on aromatic
molecules [31,51,84–87]. For the optimized geometries, the harmonic vibrational
frequencies were calculated at the same level of theory in order to verify that the
stationary points of the potential energy surface correspond to energy minima.

The atomic partition employed to calculate the aromaticity indices is the quantum
theory of atoms in molecules (QTAIM) [56] for the reasons commented elsewhere
[88]. The QTAIM AOMs were obtained from the AIMAll software [89], whereas the
aromaticity indices were calculated with the in-house ESI-3D program [42,58,90]. This
program provides AV1245 [30], AVmin [32], BLA [51], BOA [51], PDI [59], FLU [58],
HOMA [37], Iring [52], and MCI [53] values. The numerical accuracy of the QTAIM
calculations has been assessed using two criteria: (i) the integration of the Laplacian
of the electron density (∇2ρ(r)) within an atomic basin must be close to zero; (ii)
the number of electrons in a molecule must be equal to the sum of all the electron
populations of the molecule, and also equal to the sum of all the localization indices
and half of the delocalization indices in the molecule (see Eqs. (7.8) and (7.9)). For all
atomic calculations, integrated absolute values of ∇2ρ(r) were lower than 0.001 a.u.
For all molecules, errors in the calculated number of electrons were lower than 0.01 a.u.
From our experience, these errors provide sufficient accuracy for all the indices here
calculated except for the normalized MCIs of large rings, which require a numerical
precision of the AOM well beyond the accuracy that one can obtain with AIMall or
any other similar software available in the literature. For the latter and other reasons
commented in ref. [30], MCIs (Iring) cannot be used in large rings.

Discussion

We have considered a small but assorted collection of molecules to illustrate the
performance of the aromaticity indices (see Fig. 7.1). First of all, we consider benzene,
cyclohexane, and three geometries of cyclohexatriene with various degrees of bond-
length alternation. This small set will be used to analyze the transition of aromaticity
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(benzene) to antiaromaticity (cyclohexatriene with small a/b ratio, a and b being the
bond lengths of the short and the long bond, respectively) and a nonaromatic molecule
(cyclohexane). We have also included pyridine, whose ring is not a pure skeleton of
carbon atoms, and five porphyrinic structures, 16H, 18H, 32H, 32M, and 32E, to assess
the capability of the indices in recognizing themost aromatic pathway [31]. Finally, two
different conformations of C10H10 for two spin multiplicities, and two conformations
of C14H14 and a TS are considered [51], to check the reliability of these aromaticity
measures for different spin states (Table 7.1).

Six-membered rings

All the aromaticity indices recognize benzene as the most aromatic six-membered ring
and consistently show that the aromaticity of the ring is lost as one forces BLA in
cyclohexatriene. However, the indices do not coincide onwhere to place the aromaticity
of cyclohexane with respect to the latter molecules. According to PDI, AV1245,
AVmin, MCI, and Iring, the least aromatic molecule is cyclohexane. Therefore, these
indices identify nonaromaticity as the completely opposite situation with respect to
aromaticity. This is not completely unexpected because each of these indices measures,
in a different way, the degree of electron delocalization in the ring. HOMA and FLU,
which in this case measure to some extent the degree of similarity with respect to
benzene, identify cyclohexane as more similar to benzene than any of the constrained
cyclohexatriene structures considered in this study. This situation is reminiscent of
the failure of these indices to recognize the most aromatic point in the reaction path
of the Diels–Alder reaction [29], suggesting caution in employing these indices to
assess the aromaticity of certain molecules. BOA and BLA only measure the degree of
BOA or BLA and, therefore, are deemed to fail to differentiate between benzene and
cyclohexane. Although BOA and BLA provide useful information about the electron
delocalization character in aromatic rings, these results reveal that they cannot be
blindly used to assess aromaticity. Finally, all the indices recognize pyridine as a
molecule with an aromatic character very close to benzene.

Porphyrinic systems

In these porphyrinic systems, 16H, 18H, 32H, 32M, and 32E, we will consider the
annulene pathway [91], which contains as many π -electrons as the name of the system
indicates, and the internal pathway (called iiii in ref. [31]), which are represented in
Figs. 7.2 and 7.3. Since we are dealing with singlet ground-state configurations, 16H
and 18H are expected to be antiaromatic and aromatic, respectively, whereas 32H,
32M, and 32E are antiaromatic, aromatic, and antiaromatic, respectively, according to
Hückel’s [92] and Heilbronner’s [93] rules.

All the indices correctly identify the annulene pathway of 18H as more aromatic
than the 16H annulene pathway, although they also coincide in giving it a much less
aromatic character than benzene. However, it is apparent that the antiaromaticity of
the annulene pathway of 16H is clearly very different from the antiaromaticity we had
found for alternated cyclohexatriene. FLU and HOMA identify the annulene pathway
of 16H as much more similar to the annulene pathway of 18H than to cyclohexatriene



246
A
rom

aticity:M
odern

C
om

putationalM
ethods

and
A
pplications

Table 7.1 Aromaticity indices for a selected set of molecules (see the text) calculated at the CAM-B3LYP/6-311G(d,p) level of theory. S and T stand
for singlet and triplet spin states, respectively.

Structure FLU BOA HOMA BLA PDI AV1245 AVmin MCI MCI1/n Iring Iring1/n

Benzene 0.000 0.000 1.000 0.000 0.103 10.71 10.71 0.072 0.646 0.048 0.603
Cyclohexane 0.090 0.000 −4.167 0.000 0.009 −0.01 0.01 0.000 0.260 0.000 0.256
Cyclohexatriene (a/b= 0.9) 0.034 0.511 −18.024 0.204 0.079 7.43 7.43 0.044 0.594 0.032 0.564
Cyclohexatriene (a/b= 0.8) 0.087 0.822 −31.266 0.408 0.051 2.99 2.99 0.013 0.484 0.012 0.478
Cyclohexatriene (a/b = 0.7) 0.138 1.038 −50.540 0.622 0.042 1.76 1.76 0.007 0.438 0.007 0.436
Pyridine 0.005 0.027 1.000 0.020 0.103 10.17 9.89 0.068 0.639 0.046 0.598
16H (annulene path) 0.021 0.246 0.547 0.063 – 1.19 0.13 – – – –
16H (inner path) 0.025 0.227 0.505 0.084 – 0.62 0.07 – – – –
18H (annulene path) 0.010 0.137 0.872 0.035 – 2.16 1.28 – – – –
18H (inner path) 0.006 0.081 0.968 0.016 – 0.91 0.13 – – – –
32H (annulene path) 0.023 0.319 0.594 0.073 – 1.18 0.45 – – – –
32H (inner path) 0.022 0.267 0.698 0.059 – 0.32 0.06 – – – –
32M (annulene path) 0.020 0.287 0.666 0.064 – 1.41 0.55 – – – –
32M (inner path) 0.018 0.238 0.767 0.051 – 0.33 0.02 – – – –
32E (annulene path) 0.021 0.296 0.632 0.066 – 1.26 0.46 – – – –
32E (inner path) 0.017 0.240 0.756 0.054 – 0.38 0.03 – – – –
C10H10 (twist) S 0.059 0.677 −0.285 0.137 – 0.12 0.03 0.000 0.353 0.000 0.341
C10H10 (heart) S 0.000 0.008 0.923 0.009 – 5.41 5.13 0.013 0.649 0.004 0.579
C10H10 (naphthalene) T 0.027 0.364 0.411 0.072 – 0.36 0.68 0.000 0.401 0.000 0.446
C10H10 (twist) T 0.022 0.324 0.407 0.071 – 0.56 0.07 0.000 0.382 0.000 0.347
C14H14 S 0.026 0.449 0.437 0.091 – 2.11 1.80 – – – –
C14H14 TS 0.000 0.007 0.983 0.007 – 4.43 4.29 – – – –
C14H14 T 0.023 0.348 0.486 0.071 – 0.81 0.08 – – – –
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Fig. 7.2 AV1245 colored representations for the annulene (left) and inner (right) pathways of
18H (top) and 16H (bottom). The color of every bond is determined by the sum of the
contributions to AV1245 that pass through this bond. In green, we represent bonds whose
contribution is at least 75% the value of the highest bond, in red, bonds whose contribution is
below 25% of this value, and the other bonds are colored in orange. This graph is useful to
detect the most (green) and the least (red) aromatic fragments and it should be interpreted
taking into account the actual value of AV1245 for the molecule. The numerical values above
the bonds correspond to the DIs.

because the C–C distances and bond orders of the annulene pathway of 16H are much
more similar to the ones of benzene than to the bond-alternation patterns that we find in
the constrained structures of cyclohexatriene. Again, we attribute this result to the use
of benzene as a reference molecule. Also note that, according to AV1245 and AVmin,
porphyrinic systems are much less aromatic than small annulenes, and 18H aromatic
pathway exhibits a value of AVmin not much larger than 1.
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Fig. 7.3 AV1245 colored representations for the annulene (left) and inner (right) pathways of
32H (top), 32M (middle), and 32E (bottom). See the caption of Fig. 7.2.

BOA is the only index that fails to find that the most aromatic pathway in 16H
corresponds to the annulene pathway. Unfortunately, not all indices can recognize the
annulene pathway as the most aromatic pathway in 18H. Indeed, FLU, BOA, BLA,
and HOMA identify the inner path of 18H (which takes always the shortest pathway
going through all pyrrole and imidazole rings) as more aromatic than the annulene
path. Using the EDDB technique [61], Szczepanik [94] has found a rationale for this
result. However, our results suggest that FLU, BOA, BLA, and HOMA results are not
consistent with the electronic distribution of 18H. AVmin shows a very small value for
the inner path (0.13) due to the small delocalization of the C–C–NH–C–C fragment
of the pyrrole rings (see the red fragments in the top-right picture of Fig. 7.2). In fact,
the DIs of the C–NH bond (see Fig. 7.2) are the smallest ones in the circuit, further
confirming C–C–NH–C–C as the least delocalized fragment of the pathway. FLU is
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smaller for the inner circuit than for the annulene one because the DI of the C–N bonds
of the pyrrole ring are closer to the reference values (taken from pyridine), than the
DIs of the C–C bonds of the pyrrole are to the corresponding reference values (taken
from benzene). However, the DI of the latter C–C bonds (1.16) is larger than the DI
of the C–N bonds (1.08) and, therefore, we expect a higher electron delocalization
in the annulene path. BOA and BLA are measuring the degree of homogeneity along
the circuit of the DIs and the bond lengths, respectively—which does not necessarily
reflect the most aromatic pathway. The CH–CH bond of the pyrrole ring of 18H is
shorter than the other C–C bonds and has the highest DI (1.54), contributing to break the
homogeneity and giving larger BOA and BLA values for the annulene path. However,
the DI of CH–CH of the pyrrole is halfway between a double and single bond, as one
would expect for a bond in an aromatic circuit and the bond length (1.36 Å) is half
way between a pure double bond and the C–C bond length of benzene. Hence, neither
BOA nor BLA seem to favor the most delocalized pathway. It is worth to mention that
the ring current analysis also agrees with AVmin in giving the annulene pathway as the
most aromatic one in 18H [95].

Finally, we analyze the aromaticity of three [32]-heptaphyrin conformers: 32H,
32M, and 32E [31,96]. Unlike AVmin and AV1245 (which show large differences
between the inner and annulene paths), FLU, HOMA, BOA, and BLA fail to identify
the annulene path as the most aromatic circuit and give smaller differences between
the two pathways. When we compare annulene pathways of the three conformers, we
find that AVmin and AV1245 identify 32M as the most aromatic compound (in line with
Heilbronner’s aromaticity rule). However, the latter values are much smaller than those
obtained for 18H and the differences among the conformers are rather small, suggesting
that Hückel and Heilbronner’s rules fade away with the size of the macrocycle [51]. In
Fig. 7.3, we collect the colored AV1245 representations, which show that the regions
of maximal torsion correspond to the lowest AV1245 values.

C10H10 and C14H14

In ref. [51], we studied various singlet and triplet conformations of some annulenes.
[10]annulene and [14]annulene presented a rich variety of conformations and aromatic
characters and, therefore, we have chosen these species to illustrate the performance of
the indices for different spin states. At the CAM-B3LYP/6-311g(d,p) level of theory,
the most stable singlet conformation of [10]annulene is the twist, which lies only
0.6 kcal/mol below the heart conformation, which is highly delocalized. One expects
that this molecule, which satisfies the 4N+ 2 π -electron rule, should be aromatic.
However, as its name suggests, the twist conformation is far from planar and, according
to AVmin, is rather nonaromatic. As we can confirm in Fig. 7.4, it is actually around the
more twisted bonds that the aromaticity is lost. Conversely, all the indices agree on the
large aromatic character of the heart conformation.

The lowest-lying triplet [10]annulene displays a naphthalene-like conformation
with a large BOA value and rather low but non-negligible AVmin value, which suggest
this molecule is mildly antiaromatic, as predicted by the Baird rule [97]. On the
contrary, the twist conformation of [10]annulene (lying only 0.9 kcal/mol above
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Fig. 7.4 AV1245 colored representation. Top: singlet [10]annulene (left: twist, right: heart).
Bottom: triplet [10]annulene (left: naphthalene, right: twist).

the naphthalene conformation) displays very small AVmin values which suggest that,
despite the large BOA value, this molecule is nonaromatic. Note that FLU, BOA, BLA,
and HOMA give a very similar value for both conformers. However, it is hard to assess
from FLU or HOMAwhether these two triplet conformers of [10]annulene correspond
to nonaromatic or antiaromatic species. For a ring of this size, we cannot trust the very
small values of MCI and Iring because these indices suffer from ring-size dependence
[60]. Instead, we resort toMCI1/n and Iring1/n, according to which the values lie between
those of cyclohexane and cyclohexatriene. All in all, it is thus difficult to clearly confirm
if these molecules are antiaromatic or nonaromatic. Given the fact that BOA values are
rather high, we are inclined to classify them with mildly antiaromatic.

We have studied three [14]annulene conformers: the Cs-symmetry singlet con-
formerwith bond-length alternation (the energyminimum), a TS that connects the latter
structure with an analogous structure with complementary bond-length alternation, and
the triplet [14]annulene (see Fig. 7.5). The large BOA values of the singlet and the
triplet energy minima suggest that these molecules are antiaromatic, however, only the
singlet displays a significant AVmin that confirms this antiaromatic character. Despite
the different nature of singlet and triplet [14]annulene, HOMA and FLU give rather
similar values for both species. Conversely, all the indices agree on the fact that the TS
is a quite aromatic molecule.
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Fig. 7.5 AV1245 colored representation (see Fig. 7.2). From left to right: singlet, singlet transition state, and triplet [14]annulene.
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Conclusions

In this book chapter, we have reviewed various aromaticity indices based on the concept
of electron delocalization. Starting from the definition of an atom in a molecule,
we can calculate two-center or multicenter electron delocalization indices that are
used to construct the electronic aromaticity indices. In particular, we have covered
three indices based on the two-center delocalization: FLU, PDI, and BOA, and four
indices based on multicenter delocalization: Iring, MCI, AV1245, and AVmin. We have
compared the results of these indices with those obtained with BLA and HOMA.
We have considered a small but assorted collection of molecules (see Fig. 7.1) to
illustrate the performance of these indices in different challenging situations. Aromatic,
antiaromatic, and nonaromatic molecules have been studied and we have shown that
some indices struggle in identifying antiaromatic species from nonaromatic ones.

For this work, we have chosen the CAM-B3LYP functional that, as we have recently
shown [31,51], significantly decreases the delocalization error that is present in other
density functional approximations with a lower percentage of Hartree–Fock exchange,
such as B3LYP. The delocalization error results in more delocalized electronic dis-
tribution clouds which could easily lead to the overestimation of the aromaticity of
the molecule. A simple test to discard the presence of the delocalization error is to
compare the electronic distributions obtained with B3LYP and CAM-B3LYPmethods.
In practice, if the errors are large, the differences are often obvious comparing both
optimized geometries.

Our results show that BOA and BLAmeasure the degree of homogeneity of the DIs
and the bond lengths of the ring, which do not necessarily reflect the aromaticity of
the molecule. However, they can be used in conjunction with other methods like AVmin

to distinguish between aromatic and antiaromatic species. FLU and HOMA have a
strong dependence on reference values that hinder the abilities of these descriptors.
There is enough evidences that suggest that these indices should not be used to study
reaction mechanisms [29] but we have seen in this work how they can also provide
spurious results in the study of porphyrinoids. MCI and Iring are probably the most
reliable indices of aromaticity [18,20] but they suffer from a ring-size dependency
[60] that can be partially remedied by taking 1/n power of the index. Unfortunately,
these indices present a large computational cost and numerical error [30] that prevents
its use in large rings such as those present in porphyrinic systems. AV1245 and AVmin

were introduced to overcome the latter problems and have been shown to provide a
very good performance in porphyrinoids [31]. In Fig. 7.6, we show that there is an
excellent correlation between AV1245 and AVmin against MCI1/n for the systems of
Fig. 7.1. In particular, AVmin is the only index that can unambiguously identify the
annulene pathway [91] as the most aromatic circuit in aromatic extended porphyrins.
However, neither AVmin, AV1245, Iring, or MCI can clearly distinguish aromatic from
antiaromatic species in borderline situations. For this reason, we recommend to employ
AVmin or MCI in conjunction with the BOA.

Although aromaticity rules are mostly preserved in large circuits [51], AVmin values
suggest that there is a progressive homogenization of the systems as the rings grow in
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Fig. 7.6 AV1245 and AVmin against MCI1/n for the systems reported in Table 7.1.

size. In other words, the electronic distribution of aromatic and antiaromatic species
shows smaller differences for large conjugated circuits that are more difficult to capture
by the aromaticity indices.

Acknowledgments

We thank our colleagues Mercedes Alonso, Julia Contreras-García, Tatiana Woller,
Dariusz W. Szczepanik, and Miquel Solà with whom we have had fruitful discussions
on the aromaticity of annulenes and porphyrinic systems.

This research was funded by Spanish MINECO grant numbers PGC2018-098212-
B-C21, CTQ2016-80375-P, and EUR2019-103825, the Basque Government/Eusko
Jaurlaritza (GV/EJ) grant number IT1254-19, IT-324-07, PIBA19-0004, and 2019-
CIEN-000092-01, and the doctoral grant PRE_2016_1_0159. The authors acknowl-
edge the computational resources and technical and human support provided by DIPC
and the SGI/IZO-SGIker UPV/EHU. E.R.C. acknowledges funding from the Juan de
la Cierva program IJCI-2017-34658.

References

[1] G. Frenking, A. Krapp, Unicorns in the world of chemical bonding models, J. Comput.
Chem. 28 (2007) 15–24.

[2] J. Andrés, P.W. Ayers, R.A. Boto, R. Carbó-Dorca, H. Chermette, J. Cioslowski,
J. Contreras-García, D.L. Cooper, G. Frenking, C. Gatti, et al., Nine questions on energy
decomposition analysis, J. Comput. Chem. 40 (2019) 2248–2283.



254 Aromaticity: Modern Computational Methods and Applications

[3] C.A. Coulson, The electronic structure of some polyenes and aromatic molecules. VII.
Bonds of fractional order by the molecular orbital method, Proc. R. Soc. London Ser. A
169 (1939) 413–428.

[4] L. Pauling, The Nature of the Chemical Bond, Cornell University Press, Ithaca, 1948.
[5] E. Ramos-Cordoba, V. Postils, P. Salvador, Oxidation states from wave function analysis,

J. Chem. Theory Comput. 11 (2015) 1501–1508.
[6] V. Postils, C. Delgado-Alonso, J.M. Luis, P. Salvador, An objective alternative to IUPAC’s

approach to assign oxidation states, Angew. Chem. Int. Ed. 130 (2018) 10685–10689.
[7] A.E. Clark, E.R. Davidson, Local spin, J. Chem. Phys. 115 (2001) 7382–7392.
[8] I. Mayer, E. Matito, Calculation of local spins for correlated wave functions, Phys. Chem.

Chem. Phys. 10 (2010) 11308–11314.
[9] E. Ramos-Cordoba, E. Matito, I. Mayer, P. Salvador, Toward a unique definition of the

local spin, J. Chem. Theory Comput. 8 (2012) 1270–1279.
[10] E. Ramos-Cordoba, E. Matito, P. Salvador, I. Mayer, Local spins: improved Hilbert-space

analysis, Phys. Chem. Chem. Phys. 14 (2012) 15291–15298.
[11] S.P. Sitkiewicz, M. Rodríguez-Mayorga, J.M. Luis, E. Matito, Partition of optical prop-

erties into orbital contributions, Phys. Chem. Chem. Phys. 21 (2019) 15380–15391.
[12] N. Otero, P. Karamanis,M.Mandado, A newmethod to analyze and understandmolecular

linear and nonlinear optical responses via field-induced functions: a straightforward
alternative to sum-over-states (SOS) analysis, Phys. Chem. Chem. Phys. 21 (2019) 6274–
6286.

[13] Z. Chen, C.S. Wannere, C. Corminboeuf, R. Puchta, P.V.R. Schleyer, Nucleus-
independent chemical shifts (NICS) as an aromaticity criterion, Chem. Rev. 105 (2005)
3842–3888.

[14] T.M. Krygowski, H. Szatylowicz, O.A. Stasyuk, J. Dominikowska, M. Palusiak, Aro-
maticity from the viewpoint of molecular geometry: application to planar systems, Chem.
Rev. 114 (2014) 6383–6422.

[15] F. Feixas, E. Matito, J. Poater, M. Solà, Quantifying aromaticity with electron delocali-
sation measures, Chem. Soc. Rev. 44 (2015) 6389–6646.

[16] M. Solà, Why aromaticity is a suspicious concept? Why? Front. Chem. 5 (2017) 22.
[17] P.V.R. Schleyer, H. Jiao, What is aromaticity, Pure Appl. Chem. 68 (1996) 209–218.
[18] F. Feixas, E. Matito, J. Poater, M. Solà, On the performance of some aromaticity indices:

a critical assessment using a test set, J. Comput. Chem. 29 (2008) 1543–1554.
[19] A.R. Katritzky, P. Barczynski, G. Musumarra, D. Pisano, M. Szafran, Aromaticity as a

quantitative concept. 1. A statistical demonstration of the orthogonality of classical and
magnetic aromaticity in five-and six-membered heterocycles, J. Am. Chem. Soc. 111
(1989) 7–15.

[20] F. Feixas, J. Jiménez-Halla, E. Matito, J. Poater, M. Solà, A test to evaluate the perfor-
mance of aromaticity descriptors in all-metal and semimetal clusters. An appraisal of
electronic and magnetic indicators of aromaticity, J. Chem. Theory Comput. 6 (2010)
1118–1130.

[21] X. Li, A.E. Kuznetsov, H.-F. Zhang, A.I. Boldyrev, L.-S. Wang, Observation of all-metal
aromatic molecules, Science 291 (2001) 859–861.

[22] A.I. Boldyrev, L.-S. Wang, All-metal aromaticity and antiaromaticity, Chem. Rev. 105
(2005) 3716–3757.

[23] R. Islas, T. Heine, G. Merino, The induced magnetic field, Acc. Chem. Res. 45 (2011)
215–228.

[24] F. Feixas, E. Matito, J. Poater, M. Solà, Metalloaromaticity, WIREs, Comput. Mol. Sci.
(3) (2013) 105–122.



Aromaticity descriptors based on electron delocalization 255

[25] X. Min, I.A. Popov, F.-X. Pan, L.-J. Li, E. Matito, Z.-M. Sun, L.-S. Wang, A.I. Boldyrev,
All-metal antiaromaticity in Sb4-type lanthanocene anions, Angew. Chem. Int. Ed. 55
(2016) 5531–5535.

[26] I.A. Popov, F.-X. Pan, X.-R. You, L.-J. Li, E. Matito, C. Liu, H.-J. Zhai, Z.-M. Sun,
A.I. Boldyrev, Peculiar all-metal σ -aromaticity of the [Au2Sb16]4− anion in the solid state,
Angew. Chem. Int. Ed. 128 (2016) 15570–15572.

[27] H. Braunschweig, R.D. Dewhurst, J.O.C. Jiménez-Halla, E. Matito, J.H. Muessig,
Transition-metalπ -ligation of a tetrahalodiborane, Angew. Chem. Int. Ed. 57 (2018) 412–
416.

[28] Z. Wang, N.V. Tkachenko, L. Qiao, E. Matito, A. Muñoz-Castro, A. Boldyrev, Z. Sun,
All-metal σ -antiaromaticity in dimeric cluster anion {[CuGe9Mes]2}4-, Chem. Commun.
56 (2020) 6583–6586.

[29] E. Matito, J. Poater, M. Duran, M. Solà, An analysis of the changes in aromaticity and
planarity along the reaction path of the simplest Diels–Alder reaction. Exploring the
validity of different indicators of aromaticity, J. Mol. Struct. (Theochem) 727 (2005) 165–
171.

[30] E. Matito, Electronic aromaticity index for large rings, Phys. Chem. Chem. Phys. 18
(2016) 11839–11846.

[31] I. Casademont-Reig, T. Woller, J. Contreras-García, M. Alonso, M. Torrent-Sucarrat,
E. Matito, New electron delocalization tools to describe the aromaticity in porphyrinoids,
Phys. Chem. Chem. Phys. 20 (2018) 2787–2796.

[32] C. García-Fernández, E. Sierda, M. Abadia, B.E.C. Bugenhagen, M.H. Prosenc,
R. Wiesendanger, M. Bazarnik, J.E. Ortega, J. Brede, E. Matito, A. Arnau, Exploring
the relation between intramolecular conjugation and band dispersion in one-dimensional
polymers, J. Phys. Chem. C 121 (2017) 27118–27125.

[33] M.K. Cyranski, Energetic aspects of cyclic pi-electron delocalization: evaluation of the
methods of estimating aromatic stabilization energies, Chem. Rev. 105 (2005) 3773–
3811.

[34] E. Matito, M. Solà, M. Duran, J. Poater, Comment on the “Nature of bonding in the
thermal cyclization of (z)-1,2,4,6-heptatetraene and its heterosubstituted analogues”, J.
Phys. Chem. B 109 (2005) 7591–7593.

[35] E. Matito, J. Poater, M. Duran, M. Solà, Electron fluctuation in pericyclic and pseudoper-
icyclic reactions, Chem. Phys. Chem. 7 (2006) 111–113.

[36] H.J. Dauben Jr, J.D. Wilson, J.L. Laity, Diamagnetic susceptibility exaltation as a
criterion of aromaticity, J. Am. Chem. Soc. 90 (1968) 811–813.

[37] J. Kruszewski, T.M. Krygowski, Definition of aromaticity basing on the harmonic oscil-
lator model, Tetrahedron Lett. 13 (1972) 3839–3842.

[38] P.-O. Löwdin, Quantum theory of many-particle systems. I. Physical interpretations by
means of density matrices, natural spin-orbitals, and convergence problems in the method
of configurational interaction, Phys. Rev. 97 (1955) 1474–1489.

[39] K. Ruedenberg, The physical nature of the chemical bond, Rev. Mod. Phys. 34 (1962)
326–376.

[40] R.L. Fulton, Sharing of electrons in molecules, J. Phys. Chem. 97 (1993) 7516–7529.
[41] R.F.W. Bader, M.E. Stephens, Fluctuation and correlation of electrons in molecular

systems, Chem. Phys. Lett. 26 (1974) 445–449.
[42] E.Matito,M. Solà, P. Salvador,M. Duran, Electron sharing indexes at the correlated level.

Application to aromaticity calculations, Faraday Discuss. 135 (2007) 325–345.



256 Aromaticity: Modern Computational Methods and Applications

[43] R.F.W. Bader, M.E. Stephens, Spatial localization of the electronic pair and number
distributions in molecules, J. Am. Chem. Soc. 97 (1975) 7391–7399.

[44] X. Fradera, M.A. Austen, R.F.W. Bader, The Lewis Model and Beyond, J. Phys. Chem.
A 103 (1999) 304–314.

[45] I. Mayer, Charge, bond order, and valence in the ab initio SCF theory, Chem. Phys. Lett.
97 (1983) 270–274.

[46] E. Matito, B. Silvi, M. Duran, M. Solà, Electron localization function at the correlated
level, J. Chem. Phys. 125 (2006) 024301.

[47] F. Feixas, M. Solà, J.M. Barroso, J.M. Ugalde, E. Matito, New approximation to the third-
order density. Application to the calculation of correlated multicenter indices, J. Chem.
Theory Comput. 10 (2014) 3055–3065.

[48] M. Rodríguez-Mayorga, E. Ramos-Cordoba, F. Feixas, E. Matito, Electron correlation
effects in third-order densities, Phys. Chem. Chem. Phys. 19 (2017) 4522–4529.

[49] T.M. Krygowski, M.K. Cyranski, Structural aspects of aromaticity, Chem. Rev. 101 (5)
(2001) 1385–1420.

[50] T.M. Krygowski, Crystallographic studies of inter-and intramolecular interactions re-
flected in aromatic character of. pi.-electron systems, J. Chem. Inf. Comput. Sci. 33 (1993)
70–78.

[51] I. Casademont-Reig, E. Ramos-Cordoba, M. Torrent-Sucarrat, E. Matito, How do the
Hückel and Baird rules fade away in annulenes? Molecules 25 (2020) 711.

[52] M. Giambiagi, M.S. de Giambiagi, C.D. dos Santos Silva, A.P. de Figuereido,Multicenter
bond indices as a measure of aromaticity, Phys. Chem. Chem. Phys. 2 (2000) 3381–3392.

[53] P. Bultinck, R. Ponec, S. Van Damme, Multicenter bond indices as a new measure of
aromaticity in polycyclic aromatic hydrocarbons, J. Phys. Org. Chem. 18 (2005) 706–
718.

[54] C.F. Matta, J. Hernández-Trujillo, Bonding in polycyclic aromatic hydrocarbons in terms
of the electron density and of electron delocalization, J. Phys. Chem. A 107 (2003) 7496–
7504.

[55] C.E. Shannon, W. Weaver, The Mathematical Theory of Communication, The University
of Illinois Press, Urbana, IL, USA, 1949.

[56] R.F.W. Bader, Atoms inMolecules: AQuantumTheory, OxfordUniversity Press, Oxford,
U.K., 1990.

[57] S. Noorizadeh, E. Shakerzadeh, Shannon entropy as a new measure of aromaticity,
Shannon aromaticity, Phys. Chem. Chem. Phys. 12 (2010) 4742–4749.

[58] E. Matito, M. Duran, M. Solà, The aromatic fluctuation index (FLU): a new aromaticity
index based on electron delocalization, J. Chem. Phys. 122 (2005) 014109.

[59] J. Poater, X. Fradera, M. Duran, M. Solà, The delocalization index as an electronic
aromaticity criterion: application to a series of planar polycyclic aromatic hydrocarbons,
Chem. Eur. J. 9 (2003) 400–406.

[60] J. Cioslowski, E. Matito, M. Solà, Properties of aromaticity indices based on the one-
electron density matrix, J. Phys. Chem. A 111 (2007) 6521–6525.
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Abstract

Large conjugated rings that can sustain persistent currents are novel promising structures in
molecular-scale electronics. One of the most interesting such molecules was recently synthesized
[Nature, 2017, 541, 3512] in the form of a six-porphyrin nanoring structure, which, according to
the authors, in its +6-oxidation state sustained an aromatic ring current involving 78⇡ electrons;
one of the largest aromatic rings ever produced. This paper provides compelling evidence that this
molecule is not aromatic, contrary to what was inferred from the analysis of 1H-NMR experimental
data and computational calculations that suffer from large delocalization errors. A thorough anal-
ysis of four oxidation states of the six-porphyrin nanoring reveals that the main reason behind the
absence of an aromatic ring current in these nanorings is the low delocalization in the transition
from the porphyrins to the bridging butadiyne linkers, which disrupts the overall conjugated circuit.
These results highlight the importance of choosing a suitable computational method to study large
conjugated molecules and the appropriate aromaticity descriptors to identify the part of the molecule
responsible for the loss of aromaticity. The strategy employed here holds the promise to help design
new large aromatic molecular nanorings.

†Dedication: We dedicate this paper to the memory of our friend and colleague, Prof. István Mayer, whose works have
been a continuous inspiration.

⇤ I. Casademont-Reig, R. Guerrero-Avilés, E. Ramos-Cordoba, M. Torrent-Sucarrat, E. Matito
Donostia International Physics Center (DIPC), 20018 Donostia, Euskadi, Spain.
E-mail: eloy.raco@gmail.com, miqueltorrentsucarrat@gmail.com, ematito@gmail.com

I. Casademont-Reig, E. Ramos-Cordoba
Polimero eta Material Aurreratuak: Fisika, Kimika eta Teknologia, Kimika Fakultatea, Euskal Herriko Unibertsitatea
UPV/EHU, P.K. 1072, 20080 Donostia, Euskadi, Spain.

R. Guerrero-Avilés
Centro de Física de Materiales, CFM-MPC CSIC-UPV/EHU, 20018 Donostia, Euskadi, Spain.

M. Torrent-Sucarrat, E. Matito
Ikerbasque, Basque Foundation for Science, Plaza Euskadi 5, 48009 Bilbao, Euskadi, Spain.

M. Torrent-Sucarrat
Department of Organic Chemistry I, Universidad del Pais Vasco/Euskal Herriko Unibertsitatea (UPV/EHU), 20018
Donostia, Euskadi, Spain.

Supporting information and the ORCID identification number(s) for the author(s) of this article can be found un-
der: https://doi.org/anie.xxxxxxxxx.
A previous version of this manuscript has been deposited on a preprint server
(https://doi.org/10.26434/chemrxiv.14035919.v2)

1



Introduction
Benzene is the paradigm of an organic aromatic molecule, exhibiting bond-length equalization, cyclic
electron delocalization, and exalted magnetic susceptibility. As such, benzene is just the smallest neutral
annulene that presents ⇡-conjugated aromaticity; other annulenes possessing 4n + 2 ⇡ electrons are
also considered aromatic. It is well established that large annulenes suffer out-of-plane distortions and
exhibit a poor overlap between ⇡ orbitals, thus favoring non-symmetric conformations that are much less
aromatic.1–3 The larger the annulene, the less aromatic the molecule is expected to be. For this reason,
it is difficult to find large aromatic macrocycles. 2,4,5 Hence, geometrical constraints are imposed in some
large macrocyclic structures with the hope to preserve conjugation, aromaticity, and quantum coherence.

Among the molecules with the largest aromatic rings, it is worth highlighting the dodecaphyrin struc-
tures synthesized by Osuka and co-workers,6,7 which adopt twisted Möbius and Hückel conformations,
the annulene-with-an-annulene aromatic super-ring structure of Wu et al., 8 and the ⇡-conjugated six-
porphyrin nanoring of Anderson and co-workers (see Figure 1). 9 The latter work synthesized and ana-
lyzed the aromaticity of a six-porphyrin nanoring (c-P6 ·T6) in four different oxidation states (c-P6 ·T6,
c-P6 · T64+, c-P6 · T66+, and c-P6 · T612+), concluding from 1H-NMR, NICS, and ACID analyses that
the neutral and the c-P6 · T612+ species are non-aromatic, whereas c-P6 · T64+ and c-P6 · T66+ are,
respectively, antiaromatic and aromatic. 9,10 These molecules were the first of a series of similar large
macrocyclic structures exhibiting (anti)aromaticity. 9,11–14

Figure 1: Structure of c-P6. For the nanoring structure with the aryl group substituents (orange) and
the encapsulated template (purple) we will use the notation c-P6 · T6. In Ref. 9, they synthesized the
compound with Ar=(3,5-bis(trihexylsilyl))phenyl, whereas the computational studies used Ar=Ph for
c-P6 · T6 and Ar=H for c-P6.

Porphyrin nanorings are very attractive compounds because they offer an end-free ⇡-conjugated system
with remarkable properties such as photophysical and guest-encapsulating, which might lead to a myriad
of applications in the field of single-molecule electronics, 15,16 serve as light-harvesting antennas,17 or
investigate energy transfer in biomimetic systems, 18 among others.9,13,19–25 In this sense, the interest
and the utility of the compounds synthesized by the group of Anderson are beyond question. However,
in this work, we demonstrate that the aromaticity of this large macrocycle is questionable. We perform a
throughout analysis of these species using several density functional approximations (DFAs) and various
tools to analyze the aromaticity, providing compelling evidence that the conclusions are highly sensitive
to the level of calculation employed. In particular, B3LYP presents large delocalization errors that
artificially enhance the aromaticity of c-P66+, whereas CAM-B3LYP provides an excellent agreement with
the experimental data available. Through careful computational analysis and the judicious examination
of the 1H-NMR data, we conclude that c-P66+ is not aromatic.

Additionally, we perform a complete electronic structure study of the four oxidation states of the
nanoring and analyze the aromaticity of these molecules. By studying the local aromaticity of the six
porphyrins that compose the belt structure and the conjugated linkers (the butadiyne fragments linking
the porphyrins), we identify the parts of the molecule that are responsible for the absence of the global
aromatic ring current. Finally, we provide some hints that might aid in the synthesis of large aromatic
nanorings.
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Geometry assessment
The synthesized molecules consist of a belt nanoring structure of six porphyrins with aryl groups and an
encapsulated template (c-P6 · T6, see Figure 1).9 In the original manuscript, Anderson et al. computa-
tionally analyzed the aromaticity of the nanoring structure without the aryl groups and the template (i.e.,
c-P6) because the nanoring belt structure is the one responsible for the aromaticity of these compounds.
In this work, we have also analyzed the effect of adding the encapsulated template and the aryl groups
to the c-P66+ structure.

Table 1: Comparison of CAM-B3LYP and M06-2X ground state geometries against the B3LYP one.
All root mean square deviations (RMSD)26 are given with respect to the B3LYP minimum. TS c-P66+

corresponds to the transition state of c-P66+ connecting two energy minima (see Figure 2).

Species RMSD(CAM-B3LYP) RMSD (M06-2X)
c-P6 0.05 0.04

c-P64+ 0.66 0.20
c-P66+ 0.22 0.21
c-P612+ 0.04 0.04

TS c-P66+ 0.06 0.07

Figure 2: Sketch of the potential energy surface of c-P66+ around the energy minimum as described by
different DFAs.

DFAs with a low percentage of Hartree-Fock (HF) exchange (typically, HF[%]⌧ 50) at long interelec-
tronic ranges are prone to present large delocalization errors, 27 leading to the unphysical overdelocaliza-
tion of electrons, the underestimation of reaction barriers and charge-transfer excitation energies, 27 the
overestimation of the conductance of molecular junctions, optical responses, 28,29 the magnetizability of
strong antiaromatic molecules,30 electron conjugation,31 and aromaticity,32,33 especially in large conju-
gated macrocycles.2,3,34–37 Anderson et al.9 performed B3LYP (HF[%]=20), M06-2X (HF[%]=54), and
!B97X (HF[%]=0-100) calculations with the 6-31G* basis set but mostly employed the B3LYP results
to analyze the aromaticity of these compounds. We have performed additional calculations with CAM-
B3LYP (HF[%]=19-65) and LC-!HPBE (HF[%]=0-100), ! being 0.1 and 0.2 (the larger !, the larger
HF[%] at long range). Although all methods give qualitatively the same structure for the neutral and the
c-P612+ species, c-P64+, and c-P66+ present significantly different geometries depending on the amount
of long-range HF exchange present in the DFA. While CAM-B3LYP, M06-2X, and LC-!HPBE(!=0.2)
give a less symmetric structure for c-P66+, B3LYP and LC-!HPBE(!=0.1) yield a symmetric aromatic
species (see Tables 1 and S2). The first group of DFAs has a large percentage of HF exchange at long
range, indicating that the latter DFAs may be suffering from delocalization errors. This is further re-
inforced by single-point DLPNO-CCSD(T)/def-SVP-C calculations that attribute much lower energy to
the less symmetric c-P66+ structures of M06-2X and CAM-B3LYP geometries compared to the B3LYP
one (see Table 2), and the fact that CAM-B3LYP identifies the symmetric structure as a transition state
(TS) connecting to equivalent minimal structures with non-equivalent linkers (see Figure 2). Indeed, the
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B3LYP minimal geometry has a great resemblance with the geometry of this TS (see Table 1). The
situation is reminiscent of the error committed by B3LYP in the potential energy surface of extended-
porphyrins,34 and casts a shadow of doubt over the conclusions obtained using this B3LYP geometry. 9 In
the case of c-P64+, single-point DLPNO-CCSD(T)/def-SVP-C calculations identify the B3LYP geometry
as the lowest-lying one. Although, in the latter case, the energy differences are so small with respect to
other DFAs (2–8 kcal/mol), that one cannot unequivocally draw any conclusion about the geometries
(see below for an assessment of the aromaticity of c-P64+ calculated with different geometries).

Table 2: c-P64+ and c-P66+ DLPNO-CC/Def-SVP/C relative energy values with respect to the cor-
responding lowest value. All T1 diagnostic38 values are below 0.017. DFT calculations employed the
6-31G* basis set. Energy in kcal/mol.

Species Optimization Geometry ΔECCSD ΔECCSD(T)

c-P64+
B3LYP min 0.0 0.0

CAM-B3LYP min -5.2 7.8
M06-2X min -1.8 5.5

c-P66+

M06-2X min 0.0 0.0
B3LYP min 81.9 68.4

CAM-B3LYP min 8.3 10.9
CAM-B3LYP TS 32.4 25.0

M06-2X TS 28.2 18.8

Thus far, we have analyzed the isolated nanoring model. At the B3LYP level of theory, the addition
of the template and the aryl groups breaks the D6h symmetry that was originally predicted by the
naked nanoring, providing an overall geometry that is much closer to the CAM-B3LYP C3h geometry.
For B3LYP, M06-2X, and CAM-B3LYP geometries, the root mean square deviations (RSMD) of the
1H-NMR chemical shifts of various relevant hydrogen atoms are collected in Table 3 (see Figure S1).
Reproducing experimental 1H-NMR values is a very challenging computational task because they depend
not only on the molecule’s geometry but also on the solvent and the temperature. 39 However, CAM-
B3LYP geometry provides the closest agreement with the experiment for all compounds tested, whereas
B3LYP’s provides the worst agreement (see Table 3), especially in the case c-P66+. Hence, we can safely
conclude that CAM-B3LYP geometries and the 1H-NMR of c-P6, c-P66+, and c-P612+ conform to the
experimental data, whereas, in the case of c-P64+, there are large discrepancies between the experimental
data and all the examined DFAs. As we shall see in the following sections, obtaining the right geometry
is crucial to correctly assess the aromaticity of c-P66+. Hereafter, unless otherwise explicitly indicated,
we will refer to the results obtained from CAM-B3LYP geometries.

Table 3: Selected 1H-NMR chemical shift differences (in ppm). RMSD are based on nine 1H-NMR
differences with respect to the experimental data available in Ref. 9. Data for c-P6 · T64+ is taken from
Ref. 13. ↵temp and βtemp are the corresponding data calculated on the isolated template (see Figure 1).
See Figure S1 and Tables S3 and S4 for computational details, proton labels, and all 1H-NMR values.

Method data c-P6 · T6 c-P6 · T64+ c-P6 · T66+ c-P6 · T612+

CAM-B3LYP

β-↵ 2.40 0.09 -0.79 -2.15
o’-o 0.09 0.41 -0.19 -0.91

↵-↵temp -6.34 -1.92 -0.97 1.88
β-βtemp -2.54 -0.44 -0.36 1.13
RMSD 0.16 - 1.35 0.45

B3LYP

β-↵ 1.95 -12.75 0.99 -4.37
o’-o 0.31 36.36 -7.23 -2.67

↵-↵temp -5.34 60.43 -12.26 5.63
β-βtemp -1.97 49.10 -9.85 2.68
RMSD 0.30 - 5.36 1.41

Experimental

β-↵ 2.58 -2.80 -0.44 -2.48
o’-o 0.26 - -1.87 -0.74

↵-↵temp -6.31 14.16 -2.83 2.77
β-βtemp -2.34 12.57 -2.06 1.50
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Local aromaticity of the porphyrins
We focus now on the local aromaticity of the porphyrins, which is assessed by studying the circular
conjugation pathways that go through C-C or C-N bonds around each porphyrin. The pathway going
through the C-N bonds of the imine group is labeled as ’i’, whereas the one following the C-C bonds of the
imine group is labeled as ’o’. There are 16 pathways for each porphyrin but some of them are equivalent
by symmetry. We cannot use NICS to study the local aromaticity because there is a Zn atom in the
center of the porphyrin, where we should evaluate the effect of the current strength. Instead of NICS,
we employ ACID plots as a magnetic criterion of aromaticity, as well as several electron-delocalization
measures of aromaticity.40

Table 4: Aromaticity indices for the different pathways within the porphyrins of c-P6 calculated at
the CAM-B3LYP/6-31G* level of theory. The number in brackets indicates the number of equivalent
pathways.

pathway FLU BOA HOMA BLA AV1245 |AVmin|
oooo 0.023 0.235 0.658 0.050 1.64 0.57
iiii 0.007 0.071 0.927 0.017 0.92 0.52

ioio (2) 0.016 0.162 0.778 0.036 1.32 0.52
iiio (4) 0.012 0.119 0.848 0.027 1.13 0.52
iioo (2) 0.016 0.162 0.778 0.036 1.32 0.52
iooi (2) 0.016 0.162 0.778 0.036 1.32 0.52
oooi (4) 0.020 0.200 0.715 0.043 1.49 0.52

In Table 4, the results for all the possible pathways in the porphyrins of the neutral species are
collected. The delocalization indices41 do not show significant differences between neighboring C-N and
C-C bonds in the imine group, indicating no clear preferential pathway in the porphyrins of c-P6 (see
Figure S3). AVmin, which measures the least delocalized fragment along the pathway, does not find
significant differences among the paths either, a fact which is further confirmed by the ACID plot of
Figure 3a. Other aromaticity measures like FLU or HOMA find some differences between the pathways,
but one should keep in mind that, unlike AVmin, these indices failed to identify the most aromatic pathway
in simple porphyrins.3,35

Figure 3: ACID isosurface plots (isocontour value 0.06) for a) c-P6, b) c-P64+, c) c-P66+, and d) c-P612+

at the CAM-B3LYP/6-31G* level of theory.

In Table 5, we collect the results of the most aromatic pathway of the porphyrins for all the oxi-
dation states of the nanoring according to different aromaticity descriptors. All the indices find that
the porphyrins of c-P6 are less aromatic than those of porphin (see Table S6) but aromatic nonetheless.
Although the indices do not agree on the most aromatic pathway of the porphyrins (see Tables S7 and
S9), there is a consensus among the descriptors concerning the aromatic character of the porphyrins in
c-P6 and the fact that c-P64+’s, c-P66+’s, and c-P612+’s porphyrins are much less aromatic than those
of c-P6. ACID plots (see Figure 3) concur with these results, even though they identify the porphyrins
in c-P64+ as aromatic.

1H-NMR results were also used by Anderson et al.9 to assess the aromaticity of the porphyrins. Ac-
cording to the experiment (see Table 3), the differences between the shielding of ↵ and β protons of the
template (see Figure S1) are 2.58, -2.80, -0.44, and -2.48 ppm for c-P6 ·T6, c-P6 ·T64+, c-P6 ·T66+, and
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Table 5: Aromaticity indices for the most aromatic pathway of porphyrins calculated at the CAM-
B3LYP/6-31G* level of theory.

Species FLU HOMA AV1245 |AVmin| ACID
c-P6 0.007 0.927 1.64 0.57 A

c-P64+ 0.016 0.784 1.45 0.32 A
c-P66+ 0.017 0.760 1.33 0.24 NA
c-P612+ 0.027 0.426 0.63 0.04 NA/AA
porphin 0.006 0.968 2.16 1.28 A

c-P6 · T612+, respectively. The latter values are associated with aromatic, antiaromatic, non-aromatic,
and antiaromatic porphyrins. CAM-B3LYP values are 2.40, 0.09, -0.79, and -2.15 ppm, in good agreement
with the experimental values, whereas the B3LYP values for c-P6 · T64+, c-P6 · T66+, and c-P6 · T612+

show larger discrepancies.

Finally, we study how the constituent parts of the compound change upon oxidation of the nanoring.
We have performed an effective oxidation state (EOS) 42,43 analysis of three different fragments of the
nanoring: the zinc atoms (Zn), the porphyrins (P), and the linkers (L). The carbon shared by the
porphyrin and the linkers is assigned to the porphyrin. The results of this analysis are collected in
Table 6. In all species, the Zn atom has an EOS of +2, indicating that the oxidized electrons never come
from the Zn atom. In c-P64+, the electrons are subtracted from the butadiyne linkers, distorting the
overall symmetry that the linkers had in the neutral species. Interestingly, in compounds with higher
oxidation states, c-P66+ and c-P612+, the electrons are subtracted from the porphyrins, restoring the
symmetry of the neutral species. These results agree with the decrease of local aromaticity we have
found with the aromaticity descriptors and help to explain the loss of symmetry in the case of c-P64+.

Table 6: Effective oxidation States (EOS) of several fragments of the nanoring at the CAM-B3LYP/6-
31G* level of theory.

Species Zn Porphyrins Linkers
c-P6 +2 0 -2

c-P64+ +2 0 (-1)⇥4 (-2)⇥2
c-P66+ +2 +1 -2
c-P612+ +2 +2 -2

Global aromaticity of the nanoring
In this section, we assess the global aromatic character of the nanoring structure, i.e., we focus on find-
ing a closed conjugation pathway that goes around the nanoring belt. This pathway involves both the
porphyrins and the linkers that bridge them. Since we have already studied the aromaticity of the por-
phyrins, we first focus on the butadiyne linkers and, afterward, we analyze the whole conjugated pathway
involving both structures.

In Table 7, we collect the MCI of the six carbons that compose each linker. MCI values measure the
extent of electron delocalization along the carbon atoms in the linker, 44 which is rather small for c-P6 and
c-P612+, indicating that the linkers cannot contribute to forming a completely delocalized circuit along
the nanoring belt (hence, c-P6 and c-P612+cannot be considered aromatic molecules). MCI values for
c-P64+ and c-P66+ exhibit an alternated pattern, i.e., an uneven delocalization of the linkers, which also
precludes the appearance of a global conjugated pathway that can be connected with aromaticity. This
picture is corroborated by ACID plots shown in Figure 4, where we can see disconnected sections around
the position of the linkers for all the oxidation states. From this analysis and the local aromaticity of the
porphyrins, we can construct the schematic model of the four nanorings’ aromaticity that we collect in
the first row of Figure 5.

The global aromaticity of the nanoring can be further analyzed using several aromaticity criteria (for
further details see the Supporting Information). We rely here on AVmin,45 which measures the electron
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Table 7: MCI (×1000) values for the six carbon atoms that form the linker bridging two porphyrins.

Species/Linker L1 L2 L3 L4 L5 L6

c-P6 1 1 1 1 1 1
c-P64+ 20 4 4 20 4 4
c-P66+ 1 21 1 21 1 21
c-P612+ 1 1 1 1 1 1

Figure 4: ACID isosurface plots (isocontour value 0.06) for a) c-P6, b) c-P64+, c) c-P66+, and d) c-P612+.

Figure 5: Schematic picture of the global aromatic character of the nanoring from its constituent parts
according to the optimized geometries obtained with different DFAs. Full, half-full, and empty circles
represent aromatic, weakly aromatic, and non-aromatic porphyrins, respectively. The electron delocal-
ization in the linkers increases from single solid lines (no delocalization) to solid-dashed lines and, finally,
double lines.

delocalization along the different aromatic pathways of the nanoring. 2,35 For c-P612+, AVmin is negligible
for all the conjugation pathways, clearly establishing the non-aromatic character of this molecule. For
c-P6, c-P64+, and c-P66+, the values of AVmin are negligible for most pathways except the one that
passes through the nitrogen atoms of imine groups of each porphyrin. In this pathway, AVmin is also low
but not negligible, which is reminiscent of some expanded porphyrin structures, which were considered
very weakly aromatic or antiaromatic. 35 There is, however, an important difference concerning the latter
case: in aromatic expanded porphyrins, the minimal value of electron delocalization was achieved twice
or three times during the whole pathway (see Figure S4), whereas in the case of c-P64+ and c-P66+ there
are multiple (over twenty) low-delocalization fragments, as we can see in the delocalization profile of
Figure 6. For this reason, all the nanorings in the present study are considered non-aromatic, according
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Figure 6: The 1245-index distribution along the most aromatic path.

to AVmin. Interestingly, for c-P64+, c-P66+, and c-P612+, the vast majority of these disconnection points
occur in the transition from the porphyrin to the linker, whereas for c-P6, the least delocalized fragment
corresponds to an internal fragment inside the porphyrin. ACID confirms the most aromatic pathway
indicated by AVmin, and its discontinuous isosurfaces (see Figure 4) also suggest that the molecules are
non-aromatic, especially c-P66+, for which large discontinuities also occur in the vicinity of the linkers.
Finally, we have performed two-dimensional NICS profiles 46,47 and collected them in l.h.s. of Figure 7.
In all cases, the values of the NICS inside and outside the nanoring belt are very close to zero, further
confirming the global non-aromatic character of these molecules.

Figure 5, provides a qualitative comparison of the aromaticity analyses performed on CAM-B3LYP
(or M06-2X) and B3LYP geometries. There are no significant differences for c-P6 and c-P612+, as ex-
pected from the similarity of these geometries regardless of the DFA employed for the optimization. In
fact, only for c-P66+, we obtain a completely different picture of the aromaticity from different methods.
The large negative number of the two-dimensional NICS profile in the vicinity of the nanoring center (see
the r.h.s. of Figure 7) and the continuous ACID plots (Figure S14) indicate that the B3LYP geometry
is globally aromatic. This is further corroborated by the larger AVmin value and, most importantly, by
the 1245-index distribution profiles (Figure 8), where we observe the drastic reduction in the number of
fragments with a low delocalization. The comparison of the aromaticity measures between B3LYP and
CAM-B3LYP c-P64+ geometries also suggests that B3LYP overestimates the global antiaromaticity of
this molecule, as the NICS (see Figure 7 and Table S14) shows a large positive value in the center of
the ring and the ACID plots exhibit a continuous paratropic ring current (Figure S14). These results
align with the recent results of Sundholm and co-workers, which identify CAM-B3LYP as a good method
to calculate magnetizabilities48 and the fact that B3LYP tends to overestimate the paramagnetic ring
currents.49 On the other hand, AVmin and the 1245-index distribution profiles (Figure S8) are consistent
with c-P64+ being a rather antiaromatic or a weakly aromatic molecule, regardless of the geometry. Since
the results of no DFA satisfactorily conform to the experimental data, the results of c-P64+ should be
taken with caution.
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Figure 7: NICS(0)iso grid plots for c-P6, c-P64+, c-P66+, and c-P612+ species from top to bottom
respectively. (a-d) corresponding to the CAM-B3LYP optimized geometries and (e-h) to the B3LYP
ones. See Figure S15 and Table S14 for further details of this computation.

Anderson and co-workers’ strongest experimental evidence to assess the global aromaticity of c-P66+

comes from the 1H-NMR data. They study the (de)shielding of the trihexylsilyl groups (see Figure 1),
the ortho protons (o and o’ ) in the aryl groups (see Figure S1), and the shielding difference between the
↵ (or β) proton of the bound template and the free template, Δδ↵ = δ↵ − δ↵temp (Δδβ = δβ − δβtemp).13
The former data cannot be studied in the present paper due to the computational limitations that pose
such large structure. However, we can analyze ↵, β and ortho protons. The B3LYP geometry finds that
δo0−δo is -7.23 ppm, whereas CAM-B3LYP and M06-2X results are -0.19 ppm and -0.36 ppm, respectively,
which are in closer agreement with the experiment,9 1.87 ppm (see Tables 3 and S3). The CAM-B3LYP
values of Δδ↵ and Δδβ are in much better agreement with the experimental data than the B3LYP ones.
Rikhaus et al.13 argue that Δδ↵ < 0 and Δδβ < 0 are an indication of the presence of a global aromatic
current (while the opposite is evidence of an antiaromatic current). However, this would indicate not
only that c-P6 ·T66+ is globally aromatic, but also that c-P6 ·T6 is even more aromatic than the former,
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Figure 8: The 1245-index distribution along the most aromatic path of c-P6 ·T66+. See Figure 6 to locate
the points of the molecule represented in the x-axis.

which is not supported by any other experimental or computational data. We have also calculated Δδ↵
and Δδβ in a bound template in which we have eliminated the alleged current (by removing the bridging
butadiyne linkers), and we have found negative and positive Δδ↵ and Δδβ , which would support the
presence of a ring current even in the absence of connectivity among the porphyrins (see Supporting
Information). These results bring about two important conclusions. First of all, it reinforces the idea
that CAM-B3LYP (or M06-2X) are more adequate methods to obtain the geometry of potential aromatic
molecules than B3LYP, which incurs large delocalization errors. Second, through various aromaticity
probes, we have shown that the B3LYP geometry of c-P66+ corresponds to a quite aromatic molecule
with δo0 − δo = −7.23 ppm, and Δδ↵ = −12.26 ppm. Hence, if the corresponding experimental values are
only -1.87 ppm and -2.83 ppm, respectively, this is clearly suggesting that c-P6·T66+ is either very weakly
aromatic or non-aromatic, as the CAM-B3LYP results indicate. This result is further reinforced by a
recent finding50 that the experimental aromatic stabilization energy of c-P6 · T66+ is ca. 1.2 kcal/mol,
which is relatively small for an aromatic molecule.

Conclusions
We have provided compelling evidence that the B3LYP description of c-P66+ suffers from severe delo-
calization errors that result in the overestimation of the aromaticity of this species. This is yet another
proof2,3,31–35 that DFAs with a low percentage of long-range HF exchange should not be used to analyze
aromatic compounds, especially large conjugated circuits. Computational results at the CAM-B3LYP
level comfort with the experimental data for c-P6, c-P66+, and c-P612+, whereas, for c-P64+, none of
the DFAs we have employed provides a satisfactory agreement with the experiment. Through careful
computational analysis and the judicious examination of the 1H-NMR data, unlike Refs. 9 and 13, we
conclude that c-P66+ is not aromatic and that 1H-NMR data cannot be used to unequivocally assess
the aromaticity of this species. Hence, none of the large nanorings studied can be considered aromatic,
and the quest for large aromatic nanorings should be continued. Although enhanced aromaticity of the
porphyrin units would help to increase the global aromaticity of these nanorings, our results show that
the main reason behind the absence of an aromatic ring current in these nanorings is the low delocaliza-
tion in the transition from the porphyrins to the bridging butadiyne linkers, which disrupts the overall
conjugated circuit.

Computational Details
Geometry optimizations have been performed with B3LYP-D3, 51,52 CAM-B3LYP-D3,53 and M06-2X54

DFAs in combination with the 6-31G* basis set. The geometry minima of all the oxidation states of
c-P6 and the transition state of c-P66+ have been confirmed by analyzing the harmonic frequencies. For
c-P66+, additional geometry optimizations with LC-!HPBE (!=0.1 and !=0.2) 55 have been performed.
For c-P66+ and c-P64+, single-point domain-based local pair natural orbital coupled cluster (DLPNO-
CCSD(T))56 calculations have been performed with the ORCA software 57 to assess the validity of the
geometry optimization with the aforementioned DFAs.

The aromaticity was analyzed with nuclear-independent chemical shift (NICS), 58 the anisotropy of
the induced current density (ACID) plots,59 the harmonic oscillator model of aromaticity (HOMA), 60
and different electronic aromaticity indices. 40 Namely, FLU,61,62 MCI,63 AV1245,64 and AVmin

45 com-
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putations were performed with the AIMall65 and ESI-3D41,61,66 suites of programs. We also dissected
AV1245 values and assigned a delocalization value to each atom in the corresponding pathway by splitting
the MCI(1,2,4,5) of each five-atom fragment among the atoms in the fragment. 64 These profiles are called
1245-index distribution plots and help detect the fragments responsible for the loss of aromaticity.
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Abstract

Nowadays, the most available renewable energy source on the planet is sunlight. Since
fossil fuels have a known limit and may run out shortly, it is vital to know how to take
advantage of renewable energies. The effectiveness of the light-harvesting process plays a
fundamental role in the production of electricity from sunlight. For this reason, it is es-
sential to correctly describe the molecules in charge of absorbing light in this process, the
photosensitizers, to later design more effective systems. In this work, we define a complete
protocol to characterize the electronic structure of a set of copper and iridium photosen-
sitizers. These systems will be used to calibrate the computational method to obtain the
structures, the UV-Vis spectra, and the redox potentials. Then, the same method will be
applied to characterize a cobalt family of complexes. It has been corroborated that tuning
a range-separated functional improves the UV-Vis absorption spectra of the photosensi-
tizers, which present metal-to-ligand charge transfer excitations. In addition, in general,
this procedure also slightly improves the calculations of the reduction potentials.
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1 Introduction

The increase in world population and the economic growth imply a higher energy
demand. According to the BP Statistical Review of world energy Consumption 2020, 1,2

the primary energy consumption grew by 1.3% in 2019. Despite the increase of energy
consumption by renewables, still, the 84% of world’s primary energy consumption came
from fossil fuels in 2019. Oil remained on the top of the primary resources of energy
(33%) while the remainder came from coal (27%), natural gas (24%), hydropower (6%),
renewables (wind, geothermal, biomass, biofuels, and solar, 5%), and nuclear power (4%).
With these data, it can be concluded that the current fossil fuel consumption rate is
unsustainable since it is based on an essentially non-renewable energy store.

In order to improve the present situation around the world, an alternative is the usage
of solar energy fuels, as they represent one of the most promising renewable energy sources
due to their high availability.3,4 For this reason, in the last few years, research on how to
convert sunlight into a clean and carbon-free source of energy and its storage has increased.
The absence of cost-effective storage prevents solar energy from being a primary energy
source for society due to the diurnal variation. Hence, new approaches are needed to
provide sustainable resources for the obtention of fuels and commodities.5

Nowadays, a common option to produce electricity from solar light is photovoltaic solar
cells. The vast majority of cells are made of highly pure silicon. However, as this highly
pure silicon production is a very complex process, expensive, and high consumption energy
process, the price of this type of solar cell is higher than other solar cells. 6–8 One promising
alternative to the highly pure silicon cells is solar cells based on dyes, named Dye-Sensitized
Solar Cells (DSSC, DSC, or DYSC)9,10 because they are easier to build, very cheap,
more flexible, and thinner (Figure 1). In addition, there are more emerging photovoltaic
technologies besides DSSC, such as perovskite photovoltaics, organic photovoltaics, and
inorganic quantum dot solar cells.3

Unfortunately, DSSCs do not have high efficiencies compared to highly pure silicon
cells.11,12 While the best commercial silicon cell efficiency is about 23%, DSSCs achieved
13% in 2014.13 The improvement of DSSC efficiency would promote one of the most
abundant renewable energy sources, as it is sunlight.
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Figure 1: Schematic representation of DSSC operation process and the corresponding
reactions.

Photosensitizers (PS) play a crucial role in ensuring effective light-harvesting in all
photovoltaic devices and other photochemical processes. An ideal PS has to present the
following features to guarantee maximum efficiency: (i) it should present a broad absorp-
tion spectrum in the visible region, and if possible, extended over the infrared zone, (ii) it
must have a carboxylate or phosphonate group to anchor on the surface of a semiconductor
oxide, (iii) the HOMO of the PS must be lower in energy to be able to accept an electron
from the electrolyte, (iv) the LUMO of the PS must match with the edge of the conduc-
tion band of the oxide to minimize energy losses during the electron transfer, and (v) it
should be chemically stable. Putting together (iii) and (iv) PS characteristics, an efficient
PS would be the one that presents a large energy gap that will ensure long-lived excited
states that suppress the non-radiative relaxation process.7,14,15 This is often attained with
metal-to-ligand charge transfer (MLCT) states, where an electron is transferred from a
metal orbital to a ligand-based orbital.15 For this reason, some of the most efficient photo-
sensitizers are based on novel metals such as ruthenium (RuII),16 and iridium (IrIII)17,18

Although complexes based on the first-period transition metals are more abundant and
cheaper, only Cu(I) complexes are commonly used.19–22 Indeed, these latter complexes are
more difficult to control due to the presence of excited states centered in the metal with
several multiplicities. To address this problem, a strong ligand field has been employed,
leading to the discovery of new Cr, Mn, Fe, and Co metal complexes. 22–24

Dyes used in DSSCs are suitable for many other applications, such as in photocatalysis,
luminescence, and in the water splitting (WS) process (see image 2).14,22,25,26 Hydrogen
is a suitable energy carrier not found in the Earth in its molecular form, but it could
be produced by WS driven by sunlight. The photocatalytic processes that produce H2

from CO2 reduction using sunlight directly or indirectly are described as artificial pho-
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tosynthesis because they mimic the first step of natural photosynthesis. 5 Under suitable
conditions and design, the reverse operation of DSSC can produce light emission in the
devices known as LEDs.27–29 A LED is an electronic device based on a semiconductor
material that allows unidirectional electric circulation through its structure. LEDs have
many advantages compared to conventional bulbs: reduced energy consumption, long life,
small size, environmentally friendly, and they do not create strong magnetic fields. Most
LEDs are constructed from inorganic compounds, but some devices use organic molecules
(OLEDs). OLEDs are cheaper to produce, lighter, and more flexible than their inorganic
counterparts. On the contrary, they are less efficient in transforming electricity into light.

Figure 2: Schematic diagram of the light-driven water reduction mechanism for a cobalt
catalyst.

Our aim is to find a computationally efficient procedure to correctly describe the elec-
tronic structure, simulate the UV-Vis absorption spectra, and compute the redox potentials
of complexes involved in phtocatalytic processes like photosensitizers and catalysts. As
mentioned above, an ideal PS should have MLCT states. It is well known that CT excita-
tions are not well-described by some density functionals approximations (DFAs) due to the
wrong decay of the exchange-correlation (XC) potential.30–35 The XC potential of DFAs
does not decay asymptotically as −1/r, as the exact XC potential does.36,37 Accordingly,
we will use a range-separated functional, LC-!PBE,38–40 optimizing the attenuating pa-
rameter (!) to accurately simulate the UV-Vis spectrum of different PSs using the ΔSCF
method.41–44 Optimally tuned (OT) versions of range-separated functionals have already
been applied to large molecules to better describe (pseudo)one-electron properties such as
fundamental gaps, photoelectron spectrum, and the CT excitation energy. 41,45–47 There
are different methods to tune the ! parameter,41–44,48 however, in this work, we will use
the approach of Kronik, Baer, and co-workers49. In this procedure, the range-separation
parameter is optimized by forcing an exact condition, fulfilled by the exact Kohn-Sham
(KS) functional (εHOMO = −IP ).50 Later, this method was called as ΔSCF method.41–44

In addition, we will apply the same procedure to calculate the redox potentials of the pho-
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tosensitizers. To the best of our knowledge, this latter analysis has never been done before.
We expect that this procedure will help us to design in the future more efficient photosensi-
tizers for photosensitizing, luminescence, light-harvesting and photocatalysis applications.
In general, all these applications use a PS to harvest the light and present relatively similar
processes in which an excitation takes place, and often a redox reaction is also involved.
Therefore, the computational procedure can be applied to study any of them.

We have analyzed two families of photosensitizers based on copper and iridium (see
Figure 3 and Tables 1 and 2) to study the effect of optimizing the attenuating parameter
(!) on the UV-Vis absorption spectra and redox potential calculations comparing them
with the experimental data available. These dyes could be used in DSSC, OLEDs, and
WS, among others procedures, if they present the optimal features.

Figure 3: Structure of the studied copper and iridium photosenitizer families.

The family of copper(I) dyes is inspired by the photosensitizers that M. Beller de-
veloped,19,20 and they are known to be active in photocatalysis reactions as they have
redox potentials close to the ones required by the catalyst. At the same time, iridium(III)
complexes present outstanding photophysical and electrochemical properties. For this rea-
son, we proposed to study the set of iridium complexes based on the ones synthesized by
Zysman-Colman et al.18 We have labeled all the photosensitizers using the acronym PS
and a number (See Tables 1 and 2).
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Table 1: Set of copper photosensitizers studied:

Photosensitizers: R1 R2 R3

PS1 H H H
PS2 H CF3 H
PS3 H Ph H
PS4 H C6F5 H
PS5 H C9N2H10 H
PS6 CH3 H H
PS7 CH3 CF3 H
PS8 CH3 Ph H
PS9 CH3 C6F5 H
PS10 CH3 I H
PS11 CH3 Ph S0−3
PS12 Ph H H
PS13 Ph CF3 H
PS14 Ph Ph H
PS15 Ph C6F5 H
PS16 Ph C9N2H10 H

Table 2: Set of iridium photosensitizers studied:

Photosensitizers: R4

PS17 H
PS18 CO2Et
PS19 NMe2

Finally, we have also applied the computational procedure to a family of cobalt com-
plexes synthesized (see Figure 4 and Table 3) in the group of Prof. Lloret 25 which can be
used in different photocatalytic processes like in the water reduction (see Figure 2) 25 and
CO2 reduction.26 With this last family, we will verify if the suggested protocol could be
applied to other complexes involved in photocatalytic processes.

Figure 4: Structure of
cobalt complexes family.

Table 3: Set of cobalt com-
plexes family.

1X R5 R6

1H H H
1CO2Et CO2Et H
1CN CN H
1CF3 CF3 H
1Cl Cl H

1DMM OMe Me

2 Computational Methods

All calculations have been performed using the Gaussian 09 and 16 software pack-
ages.51,52 The ground-state geometries of the photosensitizers have been optimized using
the B3LYP53,54 (copper PS) and CAM-B3LYP55 (iridium PS) functionals in combination
with the LANL2DZ56 basis set, including Grimme’s D3 dispersion correction.57 The start-
ing structure of the copper family was obtained from the X-ray crystallographic data of a
similar complex in ref. 58. Frequency calculations were made at the same level of theory
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to verify that the structure corresponds to a minimum of the potential energy surface. All
the calculations, except the optimization of the attenuating parameter, were made using
the polarizable continuum model (PCM) to account for solvent effects. 59,60 For copper
PSs, we have simulated a 1:1 solution of water and acetonitrile, while for iridium PSs we
have simulated an acetonitrile solution.

The optimal ! value in the liquid phase is too small compared to the default value.38

Small values of the attenuating parameter indicate that there is practically no long-range
correction in the functional. If LC-!PBE functional is used, not having a long-range
correction will mean that all the system will be treated with the PBE functional, which
gives catastrophic results for CT states. For this reason, it is better to optimize the
attenuating parameter in the gas phase.

Based on the optimized structures, TDDFT calculations were made using B3LYP,
CAM-B3LYP, LC-!PBE38–40 (! = 0.4au−1), and LC-!PBE with the optimal value of !
(LC-!PBE-opt) functionals and LANL2DZ basis set. We have employed the same solvent
as in the optimization calculations. UV-Vis absorption spectra plots were performed with
Gnuplot.61 Equation 1 was used to plot the excitation energies as ε (M−1 · cm−1) vs λ

(nm) and adjust to each peak a Gaussian function,62

ε(�ν) =
n�

i=1

εi(�ν) =
n�

i=1

�
1.3062974 · 108 · fi

σ
exp

�
−
✓�ν − �νi

σ

◆2
��

, (1)

where i runs from the first to the nth electronic excitation, �ν is the excitation energy
in wavenumbers, fi is the oscillator strength of the i electronic excitation and σ is the
standard deviation in wavenumbers related to the width of the simulated band.

The optimization of the attenuating parameter was carried out using the LC-!PBE
functional and LANL2DZ basis set in the gas phase. This procedure was performed using
the ΔSCF method.34,41,44 This method is based on applying Koopmans’-type theorem in
the framework of Kohn-Sham’s theory,63 where the energy of the ionization potential (IP)
is equal to minus the HOMO orbital energy (εHOMO). This condition is fulfilled by the
exact KS functional, but, in general, density functional approximations (DFAs) do not
fulfill it.

Using the ΔSCF method, we have imposed εHOMO(N) = −IP (N) and εHOMO(N +

1) = −EA(N) by minimizing, through the golden section search numerical method,64 the
J∗ function (Equation 2)44 to find the optimal value of ! (!opt).

J∗(!) =
�
J2
0 (!) + J2

1 (!) , (2)

where J0(!) is:
J0(!) = |εωHOMO(N) + IP (N)| , (3)

and J1(!) correspond to:

J1(!) = |εωHOMO(N + 1) + EA(N)| . (4)
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To compute the redox potential, in addition to the B3LYP functional, we have also
optimized and characterized the structures using CAM-B3LYP and LC-!PBE-opt with
the value of !opt of each complex. A solution of acetonitrile was simulated for all PSs
and cobalt complexes. Employing these functionals, the energies were refined by single-
point calculations with the cc-pVTZ65,66 basis set (Ecc−pV TZ) for all atoms except for
the iodine atom, in which we used cc-pVTZ-PP.67,68 The methodology applied has been
previously tested for B3LYP and different basis sets and it has shown notable agreement
with experiments.69–71

Specifically, the reduction potentials of all PSs and cobalt complexes have been cal-
culated, i.e. , Eo

(CuI/Cu0)
, Eo

(IrIII/IrII)
, and Eo

(CuII/CuI)
, in volts (V). Standard reduction

potentials, relative to the standard hydrogen electrode (SHE), were calculated by using
the following equation:

E◦ =
ΔG◦ −ΔG◦

SHE

nF
(5)

in which ΔG◦ is the free-energy change associated with reduction at standard conditions,
ΔG◦

SHE is the free-energy change of the reduction of a proton (4.47V). 72 ΔG◦
SHE is a

reference that depends on the method and the solvent model. The n stands for the
electrons involved in the reaction, and F is the Faraday constant.

The total Gibbs energy of each species was computed using the following equation:

G = Espin corr + Edisp +GT corr + Esolv +ΔG◦/∗ , (6)

where Edisp corresponds to Grimme-D3 dispersion energy, and GT corr is the Gibbs energy
thermal correction obtained from solvent frequency calculations. Solvent effects were taken
into account, performing gas and solvent phase calculations and taking the difference of the
resulting electronic energies (Esolv). Finally, ΔG◦/∗ corresponds to the free-energy change
associated with the change of standard conditions from gas-phase pressure of 1 atm to a
gas-phase concentration of 1 M. This value equals 1.9 kcal/mol for 1 M standard state
solutes.71 All calculations utilized the spin-unrestricted formalism and spin-contaminated
energies were addressed using Equations 7 and 871 to obtain the spin-corrected electronic
energy (Espin corr):

Espin corr =
Ecc−pV TZ − a · Ecc−pV TZ/(S+1)

1− a
(7)

where a equals to:

a =
�S2� − S · (S + 1)

�S2
(S+1)� − S · (S + 1)

(8)

and �S2� and �S2
(S+1)� are the square total spin angular momentum of S and (S + 1) spin

states, respectively. Ecc−pV TZ/(S+1) is the energy corresponding to (S + 1) spin state.
In summary, for the computation of redox potentials, four different calculations using

the same computational method are needed if the energy is refined: (i) optimization and
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frequency calculation with a small basis set including dispersion, (ii) gas-phase single-
point calculation with a small basis set, (iii) gas-phase single-point calculation with a
more extensive basis set, and (iv) gas-phase single-point calculation with the same bigger
basis set for the (S+1) spin state. From all of this data, we extract the energy components
used to calculate the Gibbs free energy employing the Equation 6 in order to compute the
reduction potential (E◦).

3 Experimental data

The group of Prof. Lloret from the Institut Català d’Investigació Química (ICIQ) in
Tarragona provided all the experimental data obtained from the characterization of three
synthesized copper photosensitizers (PS8, PS10 and PS11), the iridium ones, and the cobalt
catalysts. They provided the data of UV-Vis absorption spectra and redox potentials of
all these complexes, as well as the X-Ray of PS8 and PS10.

4 Results and Discussion

4.1 Validation of the computational method

The copper photosensitizer family has been used to validate the computational method
used in: (i) the optimization of the PSs structures, (ii) the procedure to optimize the !

parameter, (iii) the simulation of UV-Vis spectra, and (iv) the redox potentials calcula-
tions.

In the optimization of the PSs structures, we have used the B3LYP53,54 functional
and the LANL2DZ56 basis set. The same functional has been employed in excited states
calculations because the calculations of Biljana Bozic-Weber et al.73 have shown good
agreement with experimental data using this computational functional. However, den-
sity functional approximations (DFAs) with a low percentage of Hartree-Fock (HF) at
long-range, like B3LYP, have been associated with large delocalization error (DE). 74–78

For this reason, we have also optimized the structures with the CAM-B3LYP functional.
Later, the comparison between the maximum wavelength of the UV-Vis absorption spectra
showed that there was not much difference in the maximum wavelength (λmax); the most
significant difference was 20nm. For this reason, for the copper photosensitizer family,
we decided to remain with B3LYP optimized structures. We had not tested the perfor-
mance of other basis sets for the optimization because the basis set usually affects more
the electronic properties than the geometric ones. Nevertheless, a comparison of the most
critical distances (Cu–P and Cu–N) of the optimized geometry with the X-Ray data of
two photosensitizers (see Table S1) ensured that the basis set provided a good agreement
with the experimental data.

In the simulation of the UV-Vis absorption spectra, we have found that the basis
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set used in the calculations importantly affects the obtained spectra. Consequently, we
validated the basis set used in the excited state calculations by testing different basis sets.
For PS8 and PS11, we tried the following basis sets: 6-31G*79 and 6-311++G**.80,81 We
used a different basis sets for PS10 since the previous basis are not available for iodine:
the first basis consists of a combination of 6-311G**82 for iodine and 6-311++G** for the
rest of the atoms, and the second one, cc-pVDZ-PP65 for copper and iodine and 6-31G*
for the rest of the atoms.

The basis set of the excitation state calculations was tested using B3LYP as it is
shown to work better than LC-!PBE (see Section 4.3). The analysis of the basis set
should be carried out before the optimization of the ! parameter. For this reason, we
have performed all these calculations using B3LYP. We have collected the wavelength that
has the maximum intensity and corresponds to a CT excitation for the three synthesized
dyes obtained with the simulations of the spectra using the different basis sets mentioned
before (Table 4).

Table 4: Maximum wavelength values (in nm) for the different basis sets used and the cor-
responding experimental value. For PS8 and PS11 we have employed LANDL2DZ, 6-31G*
(set 1), and 6-311++G** (set 2). For PS10, we have used LANDL2DZ, the combination of
6-311G** for iodine and 6-311++G** for the rest of the atoms (set 1), and cc-pVDZ-PP
for copper and iodine atoms and 6-31G* for the rest of the atoms (set 2):

PS λmax (LANL2DZ) λmax (Set 1) λmax (Set 2) Experimental λmax

PS8 427.19 475.75 442.80 388.00
PS10 456.29 467.84 471.82 396.00
PS11 472.59 498.60 480.67 388.00

Although we only have experimental data for three photosensitizers, the fair comparison
with the experimental UV-Vis absorption spectra suggested the use of LANL2DZ for all
of our calculations. The choice was also motivated by the important reduction of the cost
of our computational calculations as LANL2DZ is a smaller basis set.

4.2 Optimization of the attenuating parameter

The attenuating parameter of the LC-!PBE functional has been optimized to achieve
a more accurate description of the UV-Vis absorption spectrum. Moreover, we wanted to
investigate if it also improves the calculation of redox potentials, particularly the reduction
potential. In this work, to obtain the optimal value of !, the J∗ function (Equation 2)
was minimized. Analyzing all the parts of this process (see Supporting Information for
further information), we estimate that the simulation of the UV-Vis absorption spectrum
with !opt (including both: the ! optimization and the final UV-Vis spectrum calculation)
is seven times more expensive than the simulation of the same spectrum with the default
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value of the ! parameter (!def ). The optimization of the ! parameter is more expensive
than using the default value of !, but it is worth doing it because, as we would see in
the next section, the spectrum improves considerably compared to the one simulated with
!def .

After applying the optimal tuning process to all the photosensitizers, we appreciate
that the optimized ! value within the same family of dyes lies in a short interval of values.
For the copper family, it takes values between 0.21 and 0.28 au−1, and for the three iridium
dyes, it takes values from 0.11 to 0.15 au−1. For the cobalt set, the !opt within the family
has values between 0.24 and 0.25 au−1. Despite !opt lies in a short interval, each value is
different, and this makes the LC-!PBE-opt functional not universal for all of the molecules
in the family. In other words, we need a different functional for each complex to simulate
the UV-Vis absorption spectrum accurately. The need of a different functional for each
molecule is not ideal because we want to find a functional that can be universal for a family
of molecules and correctly describes the UV-Vis absorption spectrum. However, the fact
that !opt belongs in a short interval greatly simplifies the ! optimization procedure within
a family of complexes.

4.3 UV-Vis absorption spectra

Firstly, the UV-Vis absorption spectrum for all the PSs using B3LYP and LC-!PBE
functionals in the solvent phase were simulated. Then, after tuning the attenuating pa-
rameter, the spectrum using LC-!PBE-opt and simulating the corresponding solvent was
also computed. All UV-Vis absorption spectra can be found in the Supporting Information
(Figures S1-S13). Here we will further discuss the spectra of the synthesized PSs.

Vertical excitations are calculated in the simulated UV-Vis absorption spectra. This
type of excitations does not include vibronic couplings. Therefore, all the simulated spectra
can not be compared directly with the experimental ones, but they can be used as a
first approximation. The experimental solution of the three synthesized copper PSs was
saturated. For this reason, the first band of the experimental spectra presents an oscillation
around the maximum intensity. This problem could be solved by the use of a more diluted
solution of the photosensitizer. However, for this study, it is not a relevant problem
because we are interested in the band that is located at higher values of the wavelength,
as it corresponds to the CT excitation. Nevertheless, it is crucial to have a functional that
correctly describes the whole UV-Vis absorption spectra, not only the band in which we
are interested.

In Figure 5, we can notice that the CT excitation band simulated with LC-!PBE-opt
is usually blue shifted with respect to the experimental band for all cases except PS10 (see
also Table 5 for iridium PS experimental data). In the absorption LC-!PBE-opt spectrum
of PS10 (see Figure 5 b)), the CT excitation band overlaps with the experimental band.
We should not overemphasize this result because after analyzing all the PSs we find that
it is not the usual situation. Regarding the CT excitation band of the spectrum simulated
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with B3LYP, with respect to the experimental band, it is red shifted for the copper PS and
blue shifted for the iridium PS. Iridium PSs seem to be more complex and the computed
results for both functionals are less accurate than copper PSs. On the other hand, the
spectrum simulated with LC-!PBE (with the default value of !) is the worst one. This
functional can not even reproduce the CT excitation band, and in addition, the first band
is significantly blue-shifted compared to the other spectra.

Figure 5: Simulated UV-Vis absorption spectra of synthetized photosensitizers corre-
ponding to a) PS8, b) PS10, c) PS11, d) PS17, e) PS18, and f) PS19. The functionals used
are LC-!PBE-opt (optimal value of !), LC-!PBE (default value of !), and B3LYP in
combitation with LANL2DZ basis set. The spectra are plotted using a standard deviation
of 0.4 eV for Cu PSs and 0.2 eV for Ir PSs. Experimental available data is included when
possible.
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In general, for all PSs that we have experimental data, we can appreciate that B3LYP
and LC-!PBE-opt present the CT excitation band close to the experimental band (see
Table 5). Nevertheless, with the copper PS, we can see that the first band of the B3LYP
simulation (at lower values of wavelength) does not have a higher intensity than the second
band. In these UV-Vis spectra, the first band needs to be more intensive respect the other
because the absorption is more important in the ultraviolet region of the electromagnetic
spectrum. For this reason, B3LYP is not accurate in simulating the UV-Vis absorption
spectra. Furthermore, we can observe that the CT excitation band is not present in the
LC-!PBE spectrum. Therefore, LC-!PBE-opt is the functional that better simulates the
spectrum compared with the experimental data.

Table 5: Maximum wavelength (λ, in nm) corresponding to the CT excitation for B3LYP
and LC-!PBE-opt with LANL2DZ basis set of synthesized copper and iridium PSs. Redox
potentials (Eo

red, in V) calculated using B3LYP, LC-!PBE-opt, and CAM-B3LYP. The
experimental available data is also included. Maximum error (MAX), root mean square
error (RMSE), and mean absolute error (MAE) of each method are also given:

PS
λ max(nm)

λ expi(nm)
Eo

red(V)
Eo

red expi(V)
B3LYP LC-ωPBE-opt B3LYP LC-ωPBE-opt CAM-B3LYP

PS8 427.19 354.95 388.00 -1.63 -1.60 -1.69 -1.60
PS10 456.29 405.40 396.00 -1.51 -1.46 -1.50 -1.47
PS11 472.59 357.54 388.00 -1.74 -1.74 -1.79 -1.66
PS17 385.19 357.30 483.00 -1.36 -1.32 -1.38 -1.40
PS18 414.05 390.92 470.00 -0.91 -0.94 -0.98 -1.01
PS19 379.77 359.02 468.00 -1.78 -2.50 -2.14 -1.80

MAX 97.81 125.70 0.00 0.10 0.70 0.34 0.00
MAE 71.01 64.45 0.00 0.05 0.16 0.11 0.00
RMSE 73.95 77.50 0.00 0.06 0.29 0.15 0.00

The rest of copper photosensitizers (see Table S5 and Figures S1-S13), for which we do
not have experimental data available, also present a CT excitation band. The CT band
of the LC-!PBE-opt spectrum is located between 337 nm and 450 nm, while the B3LYP
one between 405 nm and 529 nm. Moreover, for these PSs, the CT excitation band is also
not observed in the spectra simulated with the LC-!PBE functional.

Then we have applied the same protocol to simulate the UV-Vis absorption spectra of
a cobalt complexes set (see Figures S14-S19). These complexes are not photosensitizers,
they are used as catalysts in different photocatalytic processes. 25,26 They do not present a
CT excitation, but the are going to be analyzed to see if the protocol is applicable beyond
photosensitizers (see Table 6).
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Table 6: Maximum wavelength (λ, in nm) for the B3LYP, LC-!PBE, and LC-!PBE-opt
simulated spectra with LANL2DZ basis set for cobalt catalysts. The available experimental
data is included. Maximum error (MAX), root mean square error (RMSE), and mean
absolute error (MAE) of each method are also given:

1X
λ max(nm)

λ expi (nm)
B3LYP LC-ωPBE LC-ωPBE-opt

1H 250.83 225.25 235.85 256.00
1CO2Et 303.86 243.07 291.66 281.00
1CN 306.23 240.30 295.27 281.00
1CF3 296.25 235.10 289.81 -
1Cl 261.17 225.60 272.94 217.00

1DMM 249.08 230.38 245.54 260.00

MAX 44.17 40.70 55.94 0.00
MAE 21.67 29.52 23.10 0.00
RMSE 25.52 31.60 28.50 0.00

For this set of cobalt complexes, the optimization of ! is not as relevant as in the PSs
for the computation of the UV-Vis spectra because they do not present CT excitations.
Despite the maximum error, MAE, and RMSE are very similar for the three functionals,
optimizing the ! parameter brings the results of B3LYP and LC-!PBE closer. All the Co
complexes, except 1Cl, present closer values to the experimental ones using LC-!PBE-opt
rather than LC-!PBE.

4.4 Redox potentials

In this section, we have applied the LC-!PBE-opt to calculate the reduction potential
of the photosensitizers as we have seen that this functional enhances the simulated UV-
Vis absorption spectra. In addition, we have also calculated the redox potential using the
B3LYP and CAM-B3LYP functionals. The redox potentials of the copper photosensitizers
that were not synthesized can be found in the Supporting Information (see Table S5).

Comparing the results obtained for the synthesized PSs (see Table 5), we can see that,
in general, the three functionals give values close to the experimental results. It seems
that the calculation of the reduction potential of these systems is not significantly affected
by the delocalization error present in some DFAs. In most of the cases, the LC-!PBE-
opt functional gives accurate results, except for PS19. In addition, we can see that for
copper PSs LC-!PBE-opt is the best functional to calculate the reduction potentials.
In contrast, it is not so evident for the iridium complexes. As there are no significant
differences between the three functionals, if we only want to calculate redox potentials, it
is not worthwhile to use the RSF with the optimal value of the attenuating parameter to
calculate them. Nevertheless, if we have already optimized the attenuating parameter for
some other chemical property (like UV-Vis spectra) and we want to be consistent with the
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functional employed, LC-!PBE-opt would be the most appropriate.
Finally, we have applied the same computational procedure to calculate the cobalt

complexes’ reduction potential (Eo
(CoII/CoI)

). Values of Table 7 confirm similar trends as in
the reduction potentials calculated for the photosensitizers. In general, the LC-!PBE-opt
functional give more accurate results compared to B3LYP, and the CAM-B3LYP functional
looks pretty competitive for this calculation. However, compared to the experimental data,
the three functionals present significant errors. Therefore, none of the functionals gave very
accurate results for the reduction potentials of the cobalt family of catalyst.

Table 7: Reduction potentials (in V) calculated with the B3LYP, LC-!PBE-opt, and
CAM-B3LYP functionals. The available experimental data is included. Maximum error
(MAX), root mean square error (RMSE), and mean absolute error (MAE) of each method
are also given:

1X
Ered(V)

Eo
red expi(V)

B3LYP LC-ωPBE-opt CAM-B3LYP
1H -0.84 -1.00 -1.16 -1.74

1CO2Et -0.69 -1.14 -1.91 -1.53
1CN -0.54 -0.85 -0.87 -1.44
1CF3 -1.17 -0.91 -1.26 -
1Cl -1.10 -0.85 -1.25 -1.71

1DMM -0.92 -0.98 -1.32 -1.76

MAX 0.90 0.86 0.58 0.00
MAE 0.82 0.67 0.49 0.00
RMSE 0.83 0.69 0.49 0.00

5 Conclusions

In this paper, we have investigated the UV-Vis absorption spectra and the reduction
potential of two families of photosensitizers based on CuI and IrIII . We have seen that
the simulation of a UV-Vis absorption spectrum including the optimization of the ! pa-
rameter is about seven times more expensive than the simulation of the same spectrum
with the default value of ! (with an ! accuracy of 10−4). Less accurate ! optimizations
(10−2) provide a significant cost reduction (only three times more expensive than the sim-
ulation with the default of !) and barely affect the spectrum. The optimization process of
the ! parameter is worth doing it because it considerably improves the simulation of the
spectrum. This optimization process could be easily applied to any other RSF. Within
the studied families, the optimal ! lies in a short interval but is different for each com-
plex. Consequently, LC-!PBE with the optimized ! parameter is not universal for all
the molecules in the family. The simulated spectrum with LC-!PBE-opt clearly improves
the results obtained LC-!PBE with the default value of !, as the latter could not even
reproduce the CT excitation bands. CT excitations bands of the LC-!PBE-opt simulated
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spectrum present a blue shift compared to the experimental data. In addition, we could
appreciate that B3LYP is useful if we are only interested in the CT excitation, taking into
account the respective shifting of the band (e.g. , bred shifted for Cu PSs and blue shifted
for Ir PSs). Contrary, if we want to simulate the whole UV-Vis absorption spectrum,
it is not the appropriate functional as it tends to underestimate the excitation bands at
lower wavelengths. Comparing the simulated spectra and the experimental ones, we can
conclude that the LC-!PBE-opt is the best functional to simulate the whole absorption
spectrum of photosensitizers. We have seen that the ! optimization is not relevant for the
cobalt complexes family as they do not present CT excitations.

Finally, we have observed that it is not essential to optimize the attenuating parameter
of LC-!PBE to compute the reduction potential of photosensitizers, but, in general, the
most accurate results are also using LC-!PBE-opt. However, we have seen that cobalt
complexes’ reduction potentials presented more error than PSs results, and none of the
functionals gave very accurate results for this family of cobalt complexes. Therefore, to
calculate reduction potentials, if we have already done the ! optimization process, we will
employ this functional as it gives more accurate results; otherwise, it is not worth doing
it since B3LYP and CAM-B3LYP seem really competitive for this calculation.

We expect that this project will be useful to researchers working in the fields of com-
putational and experimental chemistry of photosensitizers to design new potential dyes
with enhanced efficiency. However, the present article has not already been sent for pub-
lication because we want to complete the set of experimental data to further discuss the
computational results.
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Chapter 10

Results and discussion

In this chapter, the main achievements of the works presented in Chapters 5, 6, 8,
and 9 are summarized and discussed. For a detailed analysis, the reading of the previous
chapters is recommended.

First, we will present the results obtained from the study of the annulene series using
the HMO method. Second, we will display a few examples of the aromatic character
analysis using density functional approximations, including the investigation of the aro-
maticity indices’ ability to identify the most aromatic pathway. Third, we will show some
of the failures found due to the delocalization error present in some DFAs concerning
the geometry assessment, the aromaticity indices, the UV-Vis absorption spectra, and
finally, how the redox potentials are affected by DE.
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Chapter 10. Results and discussion

10.1 Aromaticity from the HMO method

In the study of the annulene series, we first examined how Hückel’s and Baird’s rules
fade away with the ring size calculating Iring within the HMO method, IHMO

ring (see Chapter
6). We have divided the results into different sets of annulenes according to the number
of electrons (4n+2 and 4n) and the spin multiplicity (singlet and triplet). Representing
all the values of IHMO

ring normalized index, we have realized that all the curves conform
to the same expression, a + b/N 2, N being the number of carbon atoms (see Figure
10.1). In addition, we can appreciate that the initial (anti)aromatic character decreases
smoothly with the annulene size. It is also noticeable that both Hückel and Baird rules
break down and all the species become equally aromatic when the system is large.

Figure 10.1: Values of the IHMO
ring normalized index for the annulenes series against the number of

carbon atoms (N) for different singlets and triplets.

The study of triplet states within the HMO method is complicated because this
method does not distinguish between alpha and beta electrons. However, 4n+2 triplets
could be treated as systems where one electron is promoted from a l orbital to a l+1
orbital. Doing so, triplets can be addressed within the HMO theory, apart from the
4n annulenes. This is the reason why we observe that 4n DNh annulenes curve behave
as if these molecules were antiaromatic and not aromatic as expected for 4n triplets.
Contrarily, 4n+2 singlets, which are aromatic, display values above the 2/π limit, whereas
4n + 2 triplets and 4n singlets, which are expected to be antiaromatic, present values
below this limit. Those three latter series of annulenes are well described from the
delocalization measures of the HMO method.
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10.2. Aromaticity from DFAs

10.2 Aromaticity from DFAs
Our aromaticity studies include a theoretical investigation of different (large) con-

jugated compounds using mainly three DFAs (B3LYP, CAM-B3LYP, and M06-2X) and
several aromaticity descriptors that evaluate the different manifestations of this prop-
erty (see Section 3.3). All these works include FLU, BOA, HOMA, BLA, AV1245, and
AVmin values. In addition, some of them include Iring , MCI, ACID, and NICS calculations.
We have compared our results with the aromaticity rules’ prediction or experimental data
available in the literature.

10.2.1 Examples of presumably aromatic molecules

Here we will present the results obtained for some studied molecules expected to be
aromatic according to Hückel’s and Heilbronner’s rules. With these examples, we will
give a general idea of the values of the different calculated indices. It is essential to
highlight that most of the obtained results are linked to the delocalization error present
in some DFAs.

In Table 10.1, only the results computed with the CAM-B3LYP method are presented.
We will further discuss the results primarily related to the delocalization error in Section
10.3.

Table 10.1: Aromaticity indices for different systems calculated at the CAM-B3LYP/6-311G(d,p) level
of theory.

Molecule FLU BOA HOMA BLA AV1245 AVmin

Benzene 0.000 0.000 1.000 0.000 10.71 10.71
C14H14 0.026 0.449 0.437 0.091 2.11 1.80
C18H18 0.026 0.446 0.448 0.090 2.00 1.80

18H 0.010 0.137 0.872 0.035 2.16 1.28
32M 0.020 0.287 0.666 0.064 1.41 0.55

c-P6·T66+ a 0.075 0.379 -0.164 0.077 1.48 0.64
a 6-31G+ basis set

Benzene is the aromatic molecule per excellence, and its aromatic indices values are
used as a reference for the FLU and HOMA descriptors (C–C bonds). As expected,
benzene’s AV1245 and AVmin values are the highest that we have found. BOA and BLA
benzene’s values equal zero, and as we have seen previously, these indices give the same
results for cyclohexane because they measure the degree of homogeneity of bond orders
and bond lengths, respectively. Therefore, small values of these two indices should be
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Chapter 10. Results and discussion

taken with caution as they are not necessarily related to aromaticity.
Analyzing all the data obtained with the annulenes series, we were able to see that

Hückel’s and Baird’s rules break down more rapidly with the ring size within DFAs calcu-
lations than using descriptors based on the HMO method. This is due to the geometry
relaxation with respect to the original planar geometry taken into account in the HMO
method. Annulenes with more than eight carbons usually show several conformations
close in energy that exhibit different aromatic characters. In addition, using some aro-
maticity indices, no smooth trend is observed when increasing the ring size. The two
annulenes exposed in Table 10.1 are a clear example that the aromaticity rules start to
fail when the systems are larger and they lose symmetry and/or planarity. [14]annu-
lene (C14H14) and [18]annulene (C18H18) described with the CAM-B3LYP functional are
antiaromatic systems as they exhibit bond-order and bond-length alternation.

The last three examples of Table 10.1 (18H, 32M, and c-P6·T66+) correspond to
porphyrinoid systems. In these systems, different pathways can be drawn within the
molecular structure. Here, the most aromatic path values are presented. 18H or porphin
is the simplest aromatic porphyrin (vide supra). Indeed, all the aromaticity indices
identified it as an aromatic system. However, as expected, 18H is less aromatic than the
aromatic annulenes because it is a larger system. 32M corresponds to the [32]heptaphyrin
in the Möbius conformation, and according to all the indices, it is aromatic.

Finally, the +6 oxidation state of the six-porphyrin structure, c-P6·T66+ (see Image
10.8), was predicted initially to be an aromatic species.1 However, with our studies,
we have seen that this species is nonaromatic. The values of the indices presented in
Table 10.1 could suggest that the c-P6·T66+ is weakly aromatic, especially if we look
at AVmin value and compare it with 32M (0.64 vs 0.55). Nevertheless, as discussed
above, if we obtain small AVmin values for large conjugated systems, it is also better to
analyze the individual MCI(1,2,4,5) values along the most aromatic pathway. With only
the AVmin values it is sometimes difficult to define the molecule’s aromatic character
because they are in the middle of two situations (e.g. , weakly aromatic and nonaro-
matic). We have plotted these values (see Figure 10.10) and found that the c-P6·T66+

species presents multiple low-delocalization fragments along the most conjugated path.
Compared to the expanded porphyrins, which achieve the minimal value only twice or
three times, c-P6·T66+ presents a significant amount of low-delocalization fragments.
For this reason, we conclude that this species is not aromatic.

10.2.2 The most aromatic path in porphyrinoid systems
We have tested for the first time the performance of the AVmin descriptor in large

systems studying the aromaticity of nine porphyrinoid compounds (see Chapter 5). We
have compared the results obtained using this descriptor with other aromaticity indices
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like BLA, BOA, FLU, HOMA, and AV1245. In addition, one of the most exciting results
regarding AVmin is that it is the only one able to predict the annulene path as the most
aromatic one and sort the rest according to the aromaticity character.

First, we studied all the possible pathways of 18H (porphin) that arise from the
possibility of passing through the nitrogen atom (inner path, labeled as ’i’) or C–C bond
(outer path, labeled as ’o’) in the four five-membered rings (5-MRs) in 18H (see Figure
10.2). There are sixteen paths, some of which are equivalent by symmetry. Therefore,
in the end, we are left with only nine different paths.

Figure 10.2: Porphin pathways. To label each path, the top left 5-MR is taken and follow the
clockwise direction. The green and the orange circuits highlight the annulene and the anti-annulene
paths, respectively.

The first entry of Table 10.2 corresponds to the annulene path (oioi). All the
indices recognized this path as highly aromatic, but only BOA, BLA, AV1245, and
AVmin identified it as the most aromatic one. FLU and HOMA indicate that iiii path
is the most aromatic. FLU is smaller for the inner circuit than the annulene path be-
cause the DIs of C–NH bonds are closer to the reference values than the DIs of the
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C–C bonds of the pyrrole are to the corresponding reference values (see Figure 10.3 for
the DI values). But since the C–C bond of the pyrrole rings present larger values, the
annulene path is expected to be more aromatic. On the other hand, BOA, and BLA also
recognized the anti-annulene path (ioio, orange path in Figure 10.2) as much aromatic
as the annulene path. These indices are measuring the degree of homogeneity along the
path of the DIs and the bond lengths, respectively, which does not necessarily reflect the
most aromatic pathway.

Table 10.2: Aromaticity indices for different pathways in 18H, calculated at the CAM-B3LYP/6-
311G(d,p) level of theory. The number in parentheses indicates the equivalent pathways.

Path FLU BOA HOMA BLA AV1245 AVmin

oioi 0.010 0.000 0.872 0.000 2.16 1.28
oooi(2) 0.016 0.309 0.734 0.288 1.91 0.49
oooo 0.022 0.041 0.610 0.011 1.70 0.49
iioi(2) 0.008 0.367 0.917 0.313 1.57 0.13
ooii(4) 0.015 0.023 0.769 0.006 1.36 0.13
ooio(2) 0.021 0.372 0.637 0.270 1.17 0.13

iiii 0.006 0.000 0.968 0.000 0.91 0.13
oiii(2) 0.013 0.388 0.808 0.307 0.73 0.13
ioio 0.019 0.000 0.666 0.000 0.57 0.13

To choose the second most aromatic pathway following the annulene model, we
should select a different route in one 5-MR. Using an in-house program (ESI-3D) 305

we have found an analyzed all the possible path permutations in the porphin structure.
Ordering paths by aromaticity in porpyrinoid structures is complex, and after analyzing
Table 10.2, we have seen that only AV1245 and AVmin can do it correctly. However,
AV1245 does not recognize the annulene pathway as the most aromatic one in the rest
of the studied porphyrins. In addition, it is important to remark here that AV1245 is
an average-based index (like FLU, BOA, HOMA, and BLA), and it could hinder the
values that deviate the most from the average. In aromaticity, it is crucial to detect
the minimal values because they correspond to the fragments of the molecular ring that
are less delocalized. For this reason, especially in larger molecules, we prefer to use the
AVmin index.

Taking into account the results of the other porphyrinoid systems (16H, 26H, 26M,
28H, 28M, 32H, 32M, and 32F), we have seen, in general, that all the indices adequately
describe the aromatic character of each molecule, but they disagree on which is the most
aromatic path of the porphyrins. All the indices concur that the annulene path in Hückel
aromatic conformers is more aromatic than the annulene path in analogous Möbius an-
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tiaromatic systems. The annulene model serves well for simple porphyrins, but it gets
more complicated if the porphyrins are protonated and deprotonated. 370,371 In Ref. 370,
we have studied different conjugation pathways of an expanded porphyrin set including
neutral, anionic, and cationic states. We have employed different structural, magnetic,
and electronic descriptors to characterize them. We have seen that the annulene path-
way is the most aromatic pathway only in neutral macrocycles. The protonated and
deprotonated macrocycles present other pathways with similar or even more aromatic
character than the annulene pathways. Knowing the most aromatic pathways gets more
complicated as the system becomes larger. However, this project is not included in the
present dissertation.

10.2.3 AV1245 colored representations
In certain circumstances, it is useful to have a simple visual representation of the

AV1245 values to easily detect which fragments of the ring structure present the most or
the least electronic delocalization. To obtain them we have colored each bond according
to the sum of the contributions to AV1245 that pass through the bond. We have selected
three different colors: green, to represent bonds whose contribution is at least 75% the
value of the highest bond; red, for bonds whose contribution is below 25% of this value,
and the other bonds are colored in orange.

We have used the AV1245 colored representations to further disscus the most aro-
matic path in some porphyrinoid systems like porphin (18H) and [32]heptaphyrin in the
figure-eight conformation (32E).

Figure 10.3: AV1245 colored representations for the inner pathway of 18H (left) and 32E (right). The
numerical values correspond to the DIs.

According to Hückel’s and Heilbronner’s rules, the ground-state configuration of 18H
and 32E are expected to be aromatic and antiaromatic, respectively. We have seen in
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the previous section that FLU, BOA, HOMA, and BLA identify the inner path of 18H as
more aromatic than the annulene path. However, AVmin shows very small value for the
inner path (0.13) as a result of the small delocalization of the C–C–NH–C–C fragment
of the pyrrole rings (colored in red in the left structure of Figure 10.3). This fact is also
confirmed by the DIs values of C–NH bonds which are the smallest ones in the path.
Contrary, we can observe that the most delocalized fragment of the inner path are the
C–N bonds of the imine rings.

The figure-eight conformation of expanded porphyrins is a highly torsioned structure.
The example illustrated in Figure 10.3 clearly shows that the regions of the maximal
torsion correspond to the lowest value of the AV1245 index. The inner path of 32E is
really affected by these torsions and that is the reason why the AVmin is really low (0.03).

10.3 Delocalization error in DFAs
Some density functionals approximations suffer from delocalization error, and as a

consequence, they tend to give over-delocalized electronic densities. On the contrary,
HF is prone to exaggerate the localization of the electrons. Therefore, DFAs with a low
percentage of HF exchange usually suffer more from DE. Some authors suggest that the
exact result lies between the two extreme solutions, the highly localized one (HF) and
the highly delocalized one (LDA).16

In our studies, we have evaluated how the electron delocalization error affects our
calculations mostly comparing HF; two hybrid functionals, B3LYP (19% of HF exchange),
and M06-2X (54% of HF exchange); and the range-separated CAM-B3YLP functional
(from 19% of HF exchange at short range to 65% at large interelectronic distances). In
some cases, we have also made single-point DLPNO-CCSD(T) calculations. Moreover,
we have compared the computational results against benchmark data already available
in the literature (see Chapter 6) and experimental data (see Chapter 8), when possible.

In the following sections, we will see how the DE affects specific properties of the
studied molecules: starting from the evaluation of the optimal geometry, the aromaticity
measures, and the description of CT excitations.

10.3.1 Geometry evaluation

It has been seen that the percentage of exact exchange included in the functional has
a significant effect on the correct description of the stationary points of the molecules.
DFAs with a low percentage of HF exchange at long-range distances have been associated
with significant delocalization errors that could even lead to spurious stationary points
on the potential energy surface (PES).17–19,353
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In the study of the annulene series (see Chapter 6), we have observed that the largest
4n+2 annulenes ([14]annulene and [18]annulene) optimized with the B3LYP functional
present a minimal delocalized structure that corresponds to a transition state when it
is computed with CAM-B3LYP or M06-2X functionals. This transition state connects
two identical structures with complementary bond-length alternation. Consequently,
the B3LYP optimized geometry is aromatic, while the CAM-B3LYP or M06-2X ones are
antiaromatic. This inconsistency has been ascribed to DE of DFAs with a low percentage
of HF exchange and confirmed by comparing experimental chemical shifts.245

The discrepancies found in the nature of the optimized stationary points of the PES
affect the aromaticity measures calculated using different computational functionals.

In the annulene series, we have carefully examined the results of Iring
1/N . This index

is an approximate version of Iring including only two-center bond orders of bonded atoms
to estimate the N-center delocalization. Our results confirm that, in most cases, B3LYP
and HF give the most and the less aromatic species, respectively.

Figure 10.4: Values of Iring
1/N for the singlet and triplet lowest-lying states of the studied annulenes

obtained with HF, M06-2X, CAM-B3LYP, and B3LYP.

In Figure 10.4, we can appreciate that singlet benzene, triplet cyclobutadiene, and
triplet COT present similar values with all the computational methods used because
these molecules do not suffer from DE. In many cases, B3LYP tends to overestimate the
delocalization of the electronic structures and sometimes even gives different geometrical
structures. This is the opposite behavior of HF, which tends to overestimate the elec-
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tron localization. The CAM-B3LYP and M06-2X methods present similar results lying
between HF and B3LYP values. This fact corroborates the long-range part of HF exact
exchange is crucial to decrease the DE (see Section 10.3.2). There are two annulenes
that do not follow the general conclusions extracted from Figure 10.4: triplet benzene
and [16]annulene. Triplet benzene described with M06-2X presents the highest DE.
M06-2X is the only studied DFA that describes this molecule as a non-planar structure
(Q-like conformation), and it does not identify the AQ conformation as a energy mini-
mum in the PES. The Q-like structure is more antiaromatic than expected for the triplet
state of the benzene molecule. In the case of [16]annulene, the Iring

1/N value calculated
with HF is larger than the one obtained with CAM-B3LYP and M06-2X because the HF
optimized structure is more planar than the ones obtained using these DFAs. The last
conclusion extracted from all the data included in Figure 10.4 is that, in general, the
singlet states tend to suffer more from the delocalization error than the triplet states.

Interestingly, in the study of the six-porphyrin nanoring structure, we found a similar
situation to [14]annulene and [18]annulene, where the geometry assessment was not the
same for all the methods used. In this work, we have studied four different oxidation
states of the nanoring system (c-P6, c-P64+, c-P66+, and c-P612+). All the methods used
qualitatively agree on the same structure for c-P6 and c-P612+ structures (nonaromatic
molecules). However, there are more discrepancies for the c-P64+ and c-P66+ species.
Here, we will further analyze and discuss the optimized geometry of the c-P66+ species.

We have carefully examined the optimized geometry of the c-P66+ species using the
different DFAs mentioned above in addition to LC-ωHPBE, ω being 0.1 and 0.2, and
single-point DLPNO-CCSD(T)/def-SVP-C calculations. Once again, we can appreciate
discrepancies in the nature of the optimized structure using different computational
methods (see Figure 10.5). The functionals with a large percentage of HF exchange at
long range (CAM-B3LYP, M06-2X, and LC-ωHPBE (ω=0.2)), describe a less symmetric
structure than the functionals which include a lower percentage of HF (B3LYP and
LC-ωHPBE (ω=0.1)). This second group of functionals describes a fully delocalized
structure, indicating that the molecule is aromatic. As the B3LYP and LC-ωHPBE
(ω=0.1) methods have a low percentage of HF exchange at long-range interelectronic
distances, they may suffer more from delocalization errors. The single-point DLPNO
calculations reinforce the conclusions drawn above, attributing lower energy to the less
symmetric structure. In addition, the CAM-B3LYP and M06-2X functionals identify the
symmetric structure as a transition state connecting two equivalent minimal structures
with complementary bond-order and bond-length alternation (see Figure 10.5).
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Figure 10.5: Schematic representation of the potential energy surface of c-P6+6 species described by
different computational methods. Circles represent the porphyrins of the structure.

Our results further prove that using an inadequate methodology can even lead to
spurious stationary points on the potential energy surface, especially in large systems as
already mentioned by some authors.17

Consequently, the selection of the functional also has a critical role in the energetic,
geometric, electronic, and magnetic results of the six-porphyrin nanoring. In other words,
functionals with a low percentage of HF exchange at LR regime, like B3LYP, tend to
overestimate the aromatic character in (large) systems.

The c-P6, c-P64+, c-P66+, and c-P612+ species were initially described as nonaro-
matic, antiaromatic, aromatic, and nonaromatic species,1 respectively. Peeks et al. stud-
ied them computationally using the B3LYP functional and experimental techniques (1H-
NMR). However, the calculations of several aromatic descriptors (FLU, BOA, HOMA,
BLA, AV1245, AVmin , ACID, and NICS) with the CAM-B3LYP functional, and the sim-
ulated 1H-NMR spectroscopy data showed us that none of the previous species were
aromatic. The following figure is a schematic qualitative comparison of the aromaticity
analysis performed on CAM-B3LYP (M06-2X) and B3LYP geometries.
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Figure 10.6: Scheme of the global aromatic character of the nanoring species according to the op-
timized geometries obtained with different DFAs. Full, half-full and empty circles represent aromatic,
weakly aromatic and nonaromatic porphyrins, respectively. The electron delocalization in the linkers
increases from single solid lines (no delocalization), to solid-dashed lines and double lines.

The latter scheme is a qualitative comparison of the global aromaticity analysis
based on the local aromaticity from its constituent parts (porphyrins and linkers). As
mentioned above, there are no significant differences for the c-P6 and c-P612+ species,
as expected from the geometries obtained from the different DFAs. Conversely, we
appreciate considerable differences in the aromatic character of c-P64+ and c-P66+ for
the different geometries. Mainly, there are more discrepancies in the case of c-P64+,
and there is not a good agreement between any DFAs and the experimental data (see
Table 10.3). For this reason, c-P64+ results should be taken with caution. The relative
energies obtained with single-point calculations at the DLPNO-CCSD(T) level showed
that the minima obtained with B3LYP and CAM-B3LYP were not so different (about
8 kcal/mol). However, there are more dissimilarities in the behavior of the electron
delocalization that we can observe in 1H-NMR chemical shifts, for example. As we can
see in Table 10.3, B3LYP provides by far the worst agreement. Although CAM-B3LYP
values are also far from the experimental results, this functional provides the closest
agreement compared with B3LYP. Therefore, we speculate that the truth lies in between
B3LYP and CAM-B3LYP values but closer to CAM-B3LYP.

In Figure 10.7, we present the plot corresponding to the c-P66+ species as an example
of the NICS(0)iso grids in the x-y plane.
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Figure 10.7: NICS(0)iso grid plots for the c-P66+ species. The l.h.s. plot corresponds to CAM-B3LYP
optimized geometry and the r.h.s. to B3LYP one.

The NICS(0)iso grid plots were calculated with 1 Å resolution on a 20 Å x 20 Å
grid of one-fourth of the system. The NICS(0,0) value corresponds to the value at the
center of the nanoring. In the NICS(0)iso grid plot of the c-P66+ species performed
using CAM-B3LYP, we can observe values close to zero in the vicinity of the nanoring
center while, in the B3LYP plot, large negative values are found. Therefore, these results
indicate the B3LYP geometry is globally aromatic and, on the contrary, the CAM-B3LYP
one is nonaromatic.

Finally, we have also computed the 1H-NMR chemical shifts to compare with the 1H-
NMR experimental data.1,58 The most substantial experimental evidence of the aromatic
nature of c-P6·T66+ comes from the shielding difference of the ortho protons (o’-o), the
shielding difference between the α and β protons (see Figure 10.8) of the bound template
and the free template, and the chemical shift of the THS groups’ protons. However,
we have not been able to compare the latter chemical shifts as in our structures the Ar
group of each porphyrin were phenyls instead of THS (THS=(3,5-bis(hexylsilyl))phenyl).

As shown in Table 10.3, M06-2X and CAM-B3LYP results are in closer agreement
with the experimental value than the B3LYP values.
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Table 10.3: Selected 1H-NMR chemical shifts differences of the different nanoring species (in ppm).
Root-mean-square deviations (RMSD) are based on the experimental differences. 1,58

Method data c-P6·T6 c-P6·T64+ c-P6·T66+ c-P6·T612+

CAM-B3LYP

o’-o 0.09 0.41 -0.19 -0.91
α-αtemp -6.34 -1.92 -0.97 1.88
β-βtemp -2.54 -0.44 -0.36 1.13
RMSD 0.16 - 1.35 0.45

B3LYP

o’-o 0.31 36.36 -7.23 -2.67
α-αtemp -5.34 60.43 -12.26 5.63
β-βtemp -1.97 49.10 -9.85 2.68
RMSD 0.30 - 5.36 1.41

Experimental
o’-o 0.26 - -1.87 -0.74

α-αtemp -6.31 14.16 -2.83 2.77
β-βtemp -2.34 12.57 -2.06 1.50

According to Rikhaus et al., Δδα < 0 and Δδβ < 0 will indicate a global ring
current, while the opposite scenario will be an evidence of an antiaromatic ring current.
Nevertheless, if such a statement is true, it will indicate that the c-P6·T6 species is
even more globally aromatic than the c-P6·T66+ species, which is not supported by any
experimental or computational data. We have also calculated Δδα and Δδβ in a model
in which we have eliminated the butadyine linkers to further support our results (see
Figure 10.8). If the linkers are removed, the alleged current is no longer present, and the
model structure should be nonaromatic. The α and β chemical shift differences of the
model show that although the porphyrins are not connected, a ring current is present.
This is another evidence that c-P6·T66+ species is weakly aromatic or nonaromatic and
that none of the studied species is aromatic.

Figure 10.8: Nanoring structure and the studied model without the bridging butadiyne linkers. Small
red dots indicate the position of ortho protons of the aryl substituent and the ↵ and β protons of the
template, respectively.
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10.3.2 Aromaticity indices
In all our aromaticity studies, we have evaluated how the electron delocalization

affects the aromaticity measures using the different computational methods exposed
before, focusing on the role of the exchange functional.

The study of nine porphyrinoid compounds, Chapter 5, compares several structural
and electronic aromaticity indices values obtained using B3LYP, M06-2X, and CAM-
B3LYP. This comparison allows us to find, in some systems, an excellent agreement
between the results obtained with CAM-B3LYP and M06-2X, which suggests that the
long-range part of the exact exchange is the one that plays an important role in the
description of the aromaticity character of the molecules. As an example, in Figure 10.9
we have represented AVmin values calculated with B3LYP and M06-2X functionals versus
CAM-B3LYP values.

Figure 10.9: Relationship of AVmin among nine porpyrinoid systems calculated with M06-2x and
B3LYP against CAM-B3LYP values for all the annulene pathways.

There is a perfect correlation between M06-2X and CAM-B3LYP values in the latter
plot, whereas the values computed with B3LYP are not as good. Moreover, all the
B3LYP values in Figure 10.9 are above the CAM-B3LYP values indicating a general
overestimation of the AVmin values using the B3LYP functional. However, there are two
exceptions in which the values are not overestimated, and they precisely correspond to
the smaller porphyrins, 16H and 18H. Additionally, three values particularly overestimate
the B3LYP results, and they correspond to 26H, 28M, and 32M expanded porphyrins.
In some molecules, we have found a quantitative and qualitative agreement between
M06-2X and CAM-B3LYP functionals, while in other sets of compounds, we only find
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a qualitative agreement. However, for the most complicated porphyrinoid structures,
this agreement is no longer observed. It is worth mentioning here that the optimized
geometries with each DFAs present some differences, which can be responsible for the
disagreements between B3LYP and CAM-B3LYP or M06-2X functionals.

Another proof that corroborates that the long-range part of HF exchange is relevant
to decrease the delocalization error is the MCI(1,2,4,5) distribution plots. We have used
these plots to describe the aromatic character when the AVmin values are too small to
draw any solid conclusion. One example of a MCI(1,2,4,5) distribution plot is shown in
Figure 10.10.

In MCI(1,2,4,5) distribution plots, the four-center delocalization index for each frag-
ment is represented along the most aromatic pathway. The average value of these indices
will be the AV1245 index.

Figure 10.10: Comparison of the 1245-index distributions including the individual MCI(1,2,4,5) values
along the most aromatic path of c-P6·T66+ species calculated at different levels of theory. Horizontal
solid line corresponds to the AV1245 value (1.48) and dashed horizontal line to the AVmin value (0.64),
both from CAM-B3LYP calculation.

The plot represented above corresponds to the c-P6·T66+ nanoring species. We can
appreciate that all the values calculated with the different DFAs have the same qualitative
trend. However, CAM-B3LYP values approximately match with M06-2X values, while
the B3LYP ones are always higher. For this reason, we can conclude that B3LYP is
overestimating the aromaticity of this species.
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10.3.3 UV-Vis absorption spectra
In general, we have seen that to have an accurate description of the geometry, and

the aromatic character of large conjugated systems a functional with a large percentage
of HF exchange (at least above 50%) at the LR regime is needed. In RSF, the value of
the attenuating parameter employed to split the SR and the LR regime is important. In
the nanoring study, we have seen that using a RSF with an attenuating parameter equal
to 0.1 au−1 is not enough to describe the nanoring structure correctly, suggesting that
some delocalization error is still present. The exchange potential does not present the
correct asymptotic decay, which affects various properties such as: ionization potentials,
electron conjugation, charge-transfer excitations, among others. These errors are gen-
erally attributed to the delocalization error. The accuracy of the electronic excitation
energies computed with a RSF also depends on the value of the attenuating parameter
ω. This dependency is very pronounced when the excited state has a charge-transfer
character. Different techniques have been proposed to optimally tune the value of ω for
a given molecule.

In Chapter 9, we have applied a procedure to study a set of copper and iridium
photosensitizers (PSs) and a family of cobalt catalysts. Particularly, we have analyzed a
protocol to simulate the UV-Vis absorption spectra and redox potentials. As these PSs
present CT excitations and these excitations are not correctly describe even by global
hybrid DFAs26 (see Section 1.1.1 and 2.2.1), a RSF has been used (LC-ωPBE). To
analyze which value of ω is needed to obtain more accurate results, we have used an
optimally tuned RSF. We have compared the results obtained with B3LYP, with the RSF
without optimizing the ω parameter, and with the experimental data, when available.

In general, we have seen that the B3LYP hybrid functional correctly describes the CT
excitation band with a red shift in the value of the wavelength for the synthesized copper
PS and a blue shit for the iridium ones. Then, the LC-ωPBE functional (ω=0.4au−1),
even if it is expected to describe CT excitation correctly, cannot even reproduce the
CT excitation band (see Figure 10.11). We have obtained an accurate description of
the CT excitation band with the LC-ωPBE method using the optimal value of ω (LC-
ωPBE-opt). However, the excitation wavelength is blue shifted for all synthesized PSs
with respect to the experimental data. We have seen that the optimal value of the
attenuating parameter is not universal, but it lies in a short interval within a family of
photosensitizers. This means that a different functional is needed to simulate the UV-Vis
spectra for each molecule because small differences in the ω value will affect the UV-Vis
absorption spectrum.
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Figure 10.11: Simulated UV-Vis absorption spectrum with LC-!PBE-opt, LC-!PBE and B3LYP
functionals, and the experimental spectrum of a copper photosensitizer (PS8). The spectra are plotted
using a standard deviation of 0.4eV. For LC-!PBE-opt functional, we have also plotted the orange
vertical lines corresponding to the different vertical excitations.

The UV-Vis absorption spectrum of PS8 (Figure 10.11), is a clear example of the
previous discussions, where we can observe the shifts of the B3LYP and LC-ωPBE-opt
functionals. These shifts may be due to several factors: (i) we have not taken into
account vibronic couplings, (ii) the shape of simulated spectra is the result of the sum-
mation of several Gaussian functions that represent different excitations, and (iii) in the
simulated spectra we have not included any explicit solvent molecule (only implicit sol-
vent was taken into account). Therefore, all the simulated spectra can not be compared
directly with the experimental ones, but they can be used as a first approximation. Direct
comparisons of theoretical data with experimental measurements remain challenging and
computationally expensive.

Although we were interested in the CT excitation because it is the one that is im-
portant in the absorption process of Dye-sensitized solar cells and other photochemical
processes, it is essential to describe the whole spectrum correctly. For this reason, B3LYP
is not an excellent functional, and it is better to use LC-ωPBE-opt, which improves the
simulation significantly due to the optimization process of the attenuating parameter.

The cobalt complexes do not present a CT excitation, and for this reason, they
are not used as photosensitizers. Accordingly, they are used as catalysts in different
photocatalytic processes.156,372 The fact that they do not have CT excitations makes
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the optimization of the attenuating parameter not highly relevant for these Co complexes
(see Chapter 9).

10.3.4 Redox potentials
Optimally tuned versions of range-separated functionals have already been applied

to large molecules to better describe one-electron properties such as fundamental gaps,
photoelectron spectrum, and the CT excitation energy.258,373–375 However, in Chapter 9,
we have also applied the same ω optimization process to investigate if it also improves
the reduction potentials of the photosensitizers and the set of cobalt catalysts.

Observing the calculated reduction potentials and comparing them with the exper-
imental data (see Table 10.4), we can see that, in general, the three functionals give
values close to the experimental ones, except the PS19. For this reason, it seems that the
delocalization error does not significantly affect the calculation of this chemical property.

Table 10.4: Redox potentials (Eo
red, in V) calculated using B3LYP, LC-!PBE-opt, and CAM-B3LYP.

The experimental available data is also included. Maximum error (MAX), root mean square error
(RMSE), and mean absolute error (MAE) of each method are also given.

PS B3LYP LC-ωPBE-opt CAM-B3LYP Eo
red expi(V)

PS8 -1.63 -1.60 -1.69 -1.60
PS10 -1.51 -1.46 -1.50 -1.47
PS11 -1.74 -1.74 -1.79 -1.66
PS17 -1.36 -1.32 -1.38 -1.40
PS18 -0.91 -0.94 -0.98 -1.01
PS19 -1.78 -2.50 -2.14 -1.80
MAX 0.10 0.70 0.34 0.00
MAE 0.05 0.16 0.11 0.00
RMSE 0.06 0.29 0.15 0.00

Despite the LC-ωPBE-opt functional gave accurate results for most of the PSs, it is
not worthwhile using this functional if we only need to calculate the reduction poten-
tials. It seems that B3LYP is sufficiently accurate to calculate reduction potentials of
molecules with CT excitations. Additionally, we have seen similar trends in the reduction
potentials of the cobalt complexes (Eo

(CoII/CoI)). However, the reduction potential of
the Co complexes present larger errors compared to the PSs reduction potential.
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Conclusions

In this thesis, we have studied the aromaticity of (large) conjugated systems. We
have determined the best DFAs to investigate this chemical property. In addition, we
have also studied different protocols to characterize the UV-Vis absorption spectra and
redox potentials of two families of photosensitizers, and a family of cobalt catalysts.
These properties are, in principle, strongly affected by the choice of the functional ap-
proximation used to treat these systems.

The determination of the aromatic character of large conjugated systems is a chal-
lenging task. In this thesis, we focus on studying aromaticity using electronic indices.
Two of the most popular and reliable electronic indices, Iring and MCI, cannot be em-
ployed to treat large systems due to their high computational cost and numerical errors.
For this reason, we decided to use the recently developed electronic aromaticity index,
AV1245.

Firstly, we have tested AV1245 in a family of simple expanded porphyrins and a
set of annulenes, comparing its performance with other electronic, structural, or even
magnetic well-established indices. We have seen that AV1245 agrees with the other aro-
maticity descriptors on the general features of the studied compounds. However, we do
not intend to obtain the same results with all the indices since we know that we do not
measure the same manifestations of aromaticity using electronic, geometric, energetic,
or magnetic indices. In some cases, we have seen that the AV1245 index does not provide
all the information needed as it is an average descriptor and could hinder some crucial
values. Accordingly, the minimal value of the AV1245 index, AVmin , was suggested as
an alternative. In general, we have found that this index provides the expected aromatic
character of the molecule according to the aromaticity rules, other aromaticity indices,
or the experimental data. Moreover, it is essential to highlight that it is the only index
capable of recognizing the annulene pathway as the most aromatic one in neutral por-

179



Chapter 11. Conclusions

phyrinoid structures.18 Nevertheless, we have seen cases where it is difficult to assess
the aromatic character with only the values of this index. Specifically to differentiate
the antiaromatic molecules, as they present AVmin values between aromatic and nonaro-
matic systems.90 In these cases, we have proposed to use the BOA values if the system
is small or the individual MCI(1,2,4,5) distribution plots along the studied path for larger
molecules.353

Secondly, studying the annulene series (CnHn, where n is an even number between 4
and 18), we have seen how the Hückel and Baird rules fade away with the ring size. 19 As
the ring size increases, molecules start to present more torsions. These torsions do no
favor the optimal overlap of the p orbitals, thus breaking up the electron delocalization.
Accordingly, for large conjugated systems, the main aromaticity rules may no longer apply.

Thirdly, we have verified that the percentage of HF exchange included in density func-
tional approximations plays a crucial role in the description of the electronic structure as
well as the description of the aromatic character as already stated by other authors. 17

We have confirmed that functionals with a low percentage of exact exchange tend to
overestimate the electron delocalization. Additionally, comparing different DFAs, we
have seen that it is the long-range part of the exact exchange that has a dominant role
in assessing aromaticity.18 Functionals with a low percentage of exact exchange are more
prone to present failures when describing chemical properties like aromaticity 18,19,90,353

or CT excitations376 due to the delocalization error, especially in large systems. The
delocalization error exaggerates the delocalization of the electrons, overestimating the
aromaticity and underestimating the charge-transfer excitation energies. Therefore, it is
crucial to choose an adequate computational functional with a higher percentage (above
50%) of exact exchange at large interelectronic distances first to optimize the structure
of (large) systems and then to compute the target chemical property.

Fourthly, we have examined the aromaticity character of four oxidation states of a
six-porphyrin nanoring. Two of them are nonaromatic according to experimental data
and B3LYP calculations,1 and we have confirmed these results. However, we could not
draw the same conclusion for the other two species that were considered aromatic (+6-
oxidation state species) and antiaromatic (+4-oxidation state species) in the original
article.1 We found that none of the studied species was aromatic, and we have provided
compelling evidence that the description of the +6 species suffers from severe delo-
calization errors that result in the overestimation of the aromaticity of this species. 353

We have seen that functionals with a low percentage of HF exchange at long-range
interelectronic distances provide a fully delocalized structure for the +6 species, point-
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ing that the system is aromatic. Functionals with a large percentage of HF exchange
at long-range regime, provide a less symmetric structure, indicating that the species is
slightly aromatic or nonaromatic. Moreover, CAM-B3LYP and M06-2X recognize the
symmetric structure as a transition state connecting two equivalent minimal structures
with complementary bond-order and bond-length alternation.

Finally, we analyzed which value of the attenuating parameter is needed to describe
the electronic structures and associated chemical properties accurately using a set of pho-
tosensitizers that present CT excitations and a family of cobalt catalysts. 376 To describe
this type of excitations accurately, a range-separated functional is needed. We have op-
timized the attenuating parameter of a RSF (LC-ωPBE) by minimizing the J∗ descriptor
of the ΔSCF method. We have seen that the optimal value of ω is not universal for all
the studied molecules. However, it lies in a short interval within a family of complexes.
The simulation of a UV-Vis absorption spectrum, including the optimization of the ω

parameter, is seven times more expensive than the simulation of the same spectrum with
the default value of ω (with an ω accuracy of 10−4). Nevertheless, despite the compu-
tational cost, it is worth optimizing the ω parameter because it considerably improves
the simulated spectrum. Then, we have verified that this optimally tuned RSF improves
the UV-Vis spectra of the studied photosensitizers. However, for the cobalt complexes,
the optimization of the ω parameter is not as relevant as in the photosensitizers for
the simulation of UV-Vis spectra, as they do not present CT excitations. Moreover,
we have applied this optimally tuned RSF to calculate the reduction potentials of the
photosensitizers and the cobalt complexes. We have concluded that, in general, the
redox potentials of the photosensitizers are slightly improved using LC-ωPBE with the
optimal value of ω, and none of the functionals used give accurate reduction potentials
of the cobalt complexes family.
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The	annulene-type	conjugation	pathway	is	depicted	with	bold	red	bonds.	

	

Figure	S3.	DI	values	for	16H	calculated	at	the	CAM-B3LYP/6-311G(d,p)	level	of	theory.	

The	annulene-type	conjugation	pathway	is	depicted	with	bold	green	bonds.	
	

	

	

Figure	S4.	DI	values	for	26H	calculated	at	the	CAM-B3LYP/6-311G(d,p)	level	of	theory.	

The	annulene-type	conjugation	pathway	is	depicted	with	bold	red	bonds.	
	

	

	



	

Figure	S5.	DI	values	for	26M	calculated	at	the	CAM-B3LYP/6-311G(d,p)	level	of	theory.	

The	annulene-type	conjugation	pathway	is	depicted	with	bold	green	bonds.	
	

	

Figure	S6.	DI	values	for	28H	calculated	at	the	CAM-B3LYP/6-311G(d,p)	level	of	theory.	

The	annulene-type	conjugation	pathway	is	depicted	with	bold	green	bonds.	
	

	

	

	



	

Figure	S7.	DI	values	for	28M	calculated	at	the	CAM-B3LYP/6-311G(d,p)	level	of	theory.	

The	annulene-type	conjugation	pathway	is	depicted	with	bold	red	bonds.	
	

	

	

	

Figure	S8.	DI	values	for	32H	calculated	at	the	CAM-B3LYP/6-311G(d,p)	level	of	theory.	

The	annulene-type	conjugation	pathway	is	depicted	with	bold	green	bonds.	
	



	

	

Figure	S9.	DI	values	for	32M	calculated	at	the	CAM-B3LYP/6-311G(d,p)	level	of	theory.	

The	annulene-type	conjugation	pathway	is	depicted	with	bold	red	bonds.	
	

	

	

	

Figure	S10.	DI	values	for	32F	calculated	at	the	CAM-B3LYP/6-311G(d,p)	level	of	theory.	

The	annulene-type	conjugation	pathway	is	depicted	with	bold	green	bonds.	
	

	

	



Table	 S1.	 Aromaticity	 indices	 for	 the	 different	 pathways	 in	 18H	 calculated	 at	 the	

B3LYP/6-311G(d,p)	level	of	theory.		

Pathwaya)	 FLU	 BOA	 HOMA	 BLA	 AV1245	 AVmin	

oioi	 0.010		 0.000		 0.850		 0.000		 2.19		 1.31		
	oooi	(2)	 0.016		 0.305		 0.711		 0.289		 1.95		 0.52		
oooo	 0.021		 0.040		 0.585		 0.011		 1.73		 0.52		
	iioi	(2)	 0.008		 0.362		 0.894		 0.316		 1.59		 0.18	
ooii	(4)	 0.014		 0.022		 0.745		 0.006		 1.39		 0.18	
ooio	(2)	 0.020		 0.367		 0.611		 0.272		 1.20		 0.18	

iiii	 0.006		 0.000		 0.944		 0.000		 0.93		 0.18	
iiio	(2)	 0.013		 0.383		 0.783		 0.309		 0.76		 0.18	
ioio	 0.019		 0.000		 0.640		 0.000		 0.61		 0.18	

a) The	number	in	brackets	indicates	the	number	of	equivalent	pathways.	

Table	 S2.	 Aromaticity	 indices	 for	 the	 different	 pathway	 in	 18H	 calculated	 at	 the												

M06-2X	/6-311G(d,p)	level	of	theory.		

Pathwaya)	 FLU	 BOA	 HOMA	 BLA	 AV1245	 AVmin	

oioi	 0.011		 0.000		 0.859		 0.000		 2.13		 1.25		
	oooi	(2)	 0.017		 0.309		 0.715		 0.288		 1.89		 0.47		
oooo	 0.023		 0.040		 0.584		 0.011		 1.68		 0.47		
	iioi	(2)	 0.009		 0.366		 0.909		 0.314		 1.55		 0.12	
ooii	(4)	 0.016		 0.023		 0.753		 0.006		 1.34		 0.12	
ooio	(2)	 0.022		 0.371		 0.614		 0.271		 1.15		 0.12	

iiii	 0.007		 0.000		 0.964		 0.000		 0.90		 0.12	
iiio	(2)	 0.014		 0.387		 0.796		 0.308		 0.72		 0.12	
ioio	 0.021		 0.000		 0.647		 0.000		 0.56		 0.12	

a)	The	number	in	brackets	indicates	the	number	of	equivalent	pathways.	

	

Table	S3.	MCI	values	for	the	imine	and	pyrrole	rings	within	18H	at	the	B3LYP,	CAM-

B3LYP	and	M06-2X	/6-311G(d,p)	levels	of	theory.	

Ring	 B3LYP	 CAM-B3LYP	 M06-2X	

Pyrrole	 0.023	 0.022	 0.021	
Imine	 0.025	 0.024	 0.023	

	

	



Table	 S4.	 Aromaticity	 indices	 for	 the	 annulene	 pathway	 of	 the	 nine	 porphyrinoid	

structures,	 calculated	 at	 the	 B3LYP/6-311G(d,p)	 level	 of	 theory.	 The	 numbers	 in	

parenthesis	are	the	minimum	value	for	BLA,	BOA	and	FLU,	and	the	maximum	value	for	

AV1245,	AVmin	and	HOMA	among	all	possible	pathways.	

Porphyrin	 pathway	 FLU	 BOA	 HOMA	 BLA	 AV1245	 AVmin	

16H	 oioi	 0.018	
0.165	
(0.000)	

0.549	
0.047	
(0.000)	

1.40	
(1.84)	

0.17	

18H	 oioi	
0.010	
(0.006)	

0.000	
0.850	
(0.944)	

0.000	 2.19	 1.31	

26H	 oiioii	
0.008	
(0.006)	

0.000	
0.887	
(0.943)	

0.000	 2.30	 1.25	

26M	 oiioii	
0.020	
(0.018)	

0.259	
(0.016)	

0.655	
(0.723)	

0.063	
(0.001)	

1.33	
(1.39)	

0.13	

28H	 ooiooi	
0.016	
(0.013)	

0.203	
(0.000)	

0.713	
(0.811)	

0.047	
(0.000)	

1.60	
(1.70)	

0.64	

28M	 oooioi	
0.010	
(0.009)	

0.039	
(0.002)	

0.833	
(0.886)	

0.009	
(0.000)	

2.07	 1.05	

32H	 ooioioi	
0.016	
(0.013)	

0.219	
(0.006)	

0.723	
(0.821)	

0.051	
(0.000)	

1.56	 0.76	

32M	 iooioio	
0.010	
(0.008)	

0.038	
(0.000)	

0.849	
(0.913)	

0.009	
(0.000)	

2.08	 1.14	

32F	 oioiooi	
0.015	
(0.011)	

0.195	
(0.001)	

0.721	
(0.830)	

0.046	
(0.001)	

1.55	
(1.62)	

0.72	

	

	



	

	

Table	 S5.	 Aromaticity	 indices	 for	 the	 annulene	 pathway	 of	 the	 nine	 porphyrinoid	

structures,	 calculated	 at	 the	M06-2X/6-311G(d,p)	 level	 of	 theory.	 The	 numbers	 in	

parenthesis	are	the	minimum	value	for	BLA,	BOA	and	FLU,	and	the	maximum	value	for	

AV1245,	AVmin	and	HOMA	among	all	possible	pathways.	

Porphyrin	 pathway	 FLU	 BOA	 HOMA	 BLA	 AV1245	 AVmin	

16H	 oioi	 0.021	
0.223	
(0.000)	

0.517	
0.062	
(0.000)	

1.18	
(1.56)	

0.14	

18H	 oioi	
0.011	
(0.007)	

0.000	
0.859	
(0.964)	

0.000	 2.13	 1.25	

26H	 oiioii	
0.017	
(0.014)	

0.228	
(0.000)	

0.743	
(0.823)	

0.055	
(0.001)	

1.70	 0.66	

26M	 oiioii	
0.027	
(0.024)	

0.328	
(0.009)	

0.546	
(0.643)	

0.080	
(0.002)	

1.06	
(1.13)	

0.13	

28H	 ooiooi	
0.021	
(0.017)	

0.274	
(0.000)	

0.618	
(0.772)	

0.064	
(0.000)	

1.35	
(1.48)	

0.43	

28M	 oooioi	
0.017	
(0.012)	

0.219	
(0.001)	

0.730	
(0.841)	

0.051	
(0.001)	

1.58	
(1.60)	

0.67	

32H	 ooioioi	
0.023	
(0.018)	

0.308	
(0.006)	

0.588	
(0.732)	

0.072	
(0.001)	

1.19	
(1.24)	

0.46	

32M	 iooioio	
0.019	
(0.014)	

0.241	
(0.002)	

0.678	
(0.805)	

0.057	
(0.000)	

1.48	
(1.52)	

0.58	

32F	 oioiooi	
0.020	
(0.015)	

0.259	
(0.004)	

0.631	
(0.784)	

0.062	
(0.000)	

1.29	
(1.40)	

0.49	

	

	

	

	

	

	



Table	S6.	Aromaticity	 indices	 for	several	pathways	of	 the	nine	porphyrinoid	structures,	calculated	at	 the	B3LYP,	CAM-B3LYP	and	M06-2X/6-

311G(d,p)	levels	of	theory.		

B3LYP	 CAM-B3LYP	 M06-2X	
Porphyrin	 Pathway	

FLU	 BOA	 HOMA	 BLA	 AV1245	 AVmin	 FLU	 BOA	 HOMA	 BLA	 AV1245	 AVmin	 FLU	 BOA	 HOMA	 BLA	 AV1245	 AVmin	

oioi	 0.018	 0.165	 0.549	 0.047	 1.40	 0.17	 0.021	 0.227	 0.547	 0.063	 1.19	 0.13	 0.021	 0.223	 0.517	 0.062	 1.18	 0.14	
ioio	 0.026	 0.127	 0.342	 0.022	 1.33	 0.04	 0.031	 0.177	 0.293	 0.034	 1.13	 0.05	 0.032	 0.178	 0.241	 0.034	 1.11	 0.04	
iiii	 0.021	 0.000	 0.532	 0.000	 0.78	 0.13	 0.025	 0.000	 0.505	 0.000	 0.62	 0.07	 0.026	 0.000	 0.478	 0.000	 0.61	 0.08	

16H	

oooo	 0.023	 0.000	 0.378	 0.000	 1.84	 0.10	 0.027	 0.000	 0.354	 0.000	 1.58	 0.07	 0.028	 0.000	 0.302	 0.000	 1.56	 0.06	
oiioii	 0.008	 0.000	 0.887	 0.000	 2.30	 1.25	 0.019	 0.256	 0.716	 0.062	 1.58	 0.61	 0.017	 0.228	 0.743	 0.055	 1.70	 0.66	
iooioo	 0.023	 0.003	 0.494	 0.002	 0.54	 0.06	 0.031	 0.000	 0.374	 0.001	 0.51	 0.02	 0.031	 0.000	 0.363	 0.002	 0.50	 0.02	
iiiiii	 0.006	 0.001	 0.943	 0.000	 1.59	 0.22	 0.017	 0.002	 0.787	 0.001	 1.06	 0.12	 0.015	 0.001	 0.819	 0.001	 1.15	 0.10	

oooooo	 0.024	 0.000	 0.475	 0.000	 1.21	 0.06	 0.032	 0.055	 0.340	 0.012	 1.02	 0.01	 0.032	 0.049	 0.328	 0.010	 1.04	 0.02	
oioooo	 0.020	 0.225	 0.575	 0.175	 1.49	 0.06	 0.029	 0.215	 0.420	 0.183	 1.14	 0.14	 0.029	 0.216	 0.420	 0.182	 1.19	 0.02	

26H	

oiiiii	 0.007	 0.242	 0.914	 0.207	 1.96	 0.22	 0.016	 0.199	 0.797	 0.225	 1.41	 0.43	 0.014	 0.159	 0.823	 0.226	 1.51	 0.41	
oiioii	 0.020	 0.259	 0.655	 0.063	 1.33	 0.13	 0.028	 0.340	 0.542	 0.083	 1.02	 0.04	 0.027	 0.328	 0.546	 0.080	 1.06	 0.13	
iooioo	 0.030	 0.016	 0.311	 0.005	 0.60	 0.06	 0.036	 0.011	 0.231	 0.004	 0.56	 0.03	 0.037	 0.009	 0.200	 0.003	 0.55	 0.04	
iiiiii	 0.019	 0.033	 0.716	 0.008	 0.81	 0.13	 0.026	 0.027	 0.616	 0.007	 0.61	 0.04	 0.025	 0.017	 0.628	 0.005	 0.63	 0.13	

oooooo	 0.031	 0.036	 0.285	 0.008	 1.10	 0.02	 0.037	 0.061	 0.193	 0.013	 0.97	 0.03	 0.038	 0.060	 0.158	 0.013	 0.97	 0.04	
ooiooo	 0.028	 0.305	 0.374	 0.166	 1.17	 0.08	 0.034	 0.350	 0.281	 0.155	 1.01	 0.03	 0.034	 0.348	 0.254	 0.155	 1.01	 0.05	

26M	

iiioii	 0.021	 0.384	 0.646	 0.182	 1.04	 0.13	 0.029	 0.424	 0.522	 0.172	 0.74	 0.04	 0.028	 0.412	 0.529	 0.175	 0.78	 0.13	
ooiooi	 0.016	 0.203	 0.713	 0.047	 1.60	 0.64	 0.021	 0.286	 0.617	 0.066	 1.32	 0.42	 0.021	 0.274	 0.618	 0.064	 1.35	 0.43	
iioiio	 0.021	 0.000	 0.626	 0.000	 0.29	 0.05	 0.026	 0.000	 0.599	 0.000	 0.28	 0.03	 0.026	 0.000	 0.560	 0.000	 0.25	 0.00	
iiiiii	 0.015	 0.055	 0.785	 0.014	 0.09	 0.05	 0.020	 0.075	 0.722	 0.018	 0.07	 0.03	 0.020	 0.072	 0.739	 0.018	 0.06	 0.00	

oooooo	 0.021	 0.000	 0.580	 0.000	 1.70	 0.18	 0.026	 0.000	 0.482	 0.000	 1.46	 0.08	 0.026	 0.000	 0.471	 0.000	 1.48	 0.08	
ooooio	 0.018	 0.391	 0.644	 0.146	 1.66	 0.18	 0.024	 0.191	 0.547	 0.192	 1.39	 0.08	 0.024	 0.193	 0.542	 0.192	 1.42	 0.08	

28H	

ioiiii	 0.016	 0.227	 0.732	 0.221	 0.50	 0.05	 0.022	 0.223	 0.643	 0.221	 0.38	 0.03	 0.022	 0.292	 0.654	 0.204	 0.39	 0.00	



B3LYP	 CAM-B3LYP	 M06-2X	
Porphyrin	 Pathway	

FLU	 BOA	 HOMA	 BLA	 AV1245	 AVmin	 FLU	 BOA	 HOMA	 BLA	 AV1245	 AVmin	 FLU	 BOA	 HOMA	 BLA	 AV1245	 AVmin	

oooioi	 0.010	 0.039	 0.833	 0.009	 2.07	 1.05	 0.018	 0.250	 0.682	 0.058	 1.48	 0.60	 0.017	 0.219	 0.730	 0.051	 1.58	 0.67	
iiioio	 0.016	 0.004	 0.730	 0.001	 0.18	 0.06	 0.023	 0.005	 0.594	 0.002	 0.21	 0.02	 0.023	 0.005	 0.609	 0.002	 0.18	 0.01	
iiiiii	 0.009	 0.002	 0.900	 0.001	 0.07	 0.06	 0.016	 0.000	 0.790	 0.000	 0.12	 0.02	 0.015	 0.001	 0.817	 0.001	 0.10	 0.01	

oooooo	 0.017	 0.004	 0.690	 0.002	 2.01	 0.53	 0.024	 0.042	 0.519	 0.008	 1.50	 0.04	 0.024	 0.037	 0.530	 0.006	 1.58	 0.06	
oooooi	 0.014	 0.222	 0.763	 0.184	 2.06	 0.61	 0.021	 0.265	 0.602	 0.173	 1.50	 0.08	 0.020	 0.258	 0.618	 0.175	 1.60	 0.11	

28M	

oiiiii	 0.010	 0.241	 0.874	 0.216	 0.64	 0.07	 0.018	 0.281	 0.721	 0.207	 0.53	 0.02	 0.017	 0.276	 0.749	 0.208	 0.54	 0.01	
ooioioi	 0.016	 0.219	 0.723	 0.051	 1.56	 0.76	 0.023	 0.314	 0.594	 0.073	 1.18	 0.45	 0.023	 0.308	 0.588	 0.072	 1.19	 0.46	
iioioio	 0.024	 0.209	 0.525	 0.171	 0.38	 0.04	 0.029	 0.223	 0.439	 0.167	 0.36	 0.06	 0.031	 0.226	 0.416	 0.166	 0.33	 0.06	
iiiiiii	 0.015	 0.013	 0.793	 0.003	 0.41	 0.04	 0.022	 0.018	 0.698	 0.004	 0.32	 0.06	 0.022	 0.015	 0.699	 0.003	 0.31	 0.06	

ooooooo	 0.024	 0.186	 0.491	 0.152	 1.47	 0.10	 0.030	 0.190	 0.373	 0.151	 1.20	 0.02	 0.031	 0.189	 0.347	 0.151	 1.19	 0.01	

32H	

ooooioo	 0.022	 0.024	 0.567	 0.006	 1.53	 0.10	 0.028	 0.033	 0.451	 0.009	 1.24	 0.02	 0.028	 0.031	 0.436	 0.008	 1.24	 0.01	
iooioio	 0.010	 0.038	 0.849	 0.009	 2.08	 1.14	 0.020	 0.263	 0.666	 0.062	 1.41	 0.55	 0.019	 0.241	 0.678	 0.057	 1.48	 0.58	
oiioioi	 0.018	 0.207	 0.672	 0.170	 0.38	 0.01	 0.025	 0.211	 0.541	 0.170	 0.42	 0.02	 0.026	 0.209	 0.538	 0.170	 0.40	 0.00	
iiiiiii	 0.008	 0.000	 0.913	 0.000	 0.49	 0.01	 0.018	 0.006	 0.767	 0.001	 0.33	 0.02	 0.017	 0.002	 0.787	 0.000	 0.34	 0.00	

ooooooo 0.019 0.191 0.641 0.150 1.81 0.36 0.027 0.198 0.474 0.149 1.42 0.07 0.027 0.198 0.467 0.149 1.46 0.07
oooooio	 0.016	 0.010	 0.719	 0.003	 1.98	 0.49	 0.025	 0.043	 0.543	 0.011	 1.48	 0.07	 0.024	 0.043	 0.544	 0.011	 1.52	 0.07	
iiiiioi	 0.012	 0.213	 0.812	 0.183	 0.35	 0.01	 0.020	 0.177	 0.675	 0.192	 0.30	 0.02	 0.020	 0.182	 0.686	 0.191	 0.30	 0.00	

32M	

oiiiioi	 0.015	 0.003	 0.737	 0.001	 0.35	 0.01	 0.023	 0.021	 0.601	 0.006	 0.34	 0.02	 0.023	 0.018	 0.606	 0.005	 0.33	 0.00	
oioiooi	 0.015	 0.195	 0.721	 0.046	 1.55	 0.72	 0.021	 0.277	 0.632	 0.065	 1.26	 0.46	 0.020	 0.259	 0.631	 0.062	 1.29	 0.49	

ioioiio	 0.021	 0.233	 0.589	 0.164	 0.55	 0.01	 0.026	 0.242	 0.526	 0.162	 0.52	 0.03	 0.026	 0.241	 0.518	 0.162	 0.52	 0.01	

iiiiiii	 0.013	 0.010	 0.820	 0.002	 0.44	 0.01	 0.017	 0.016	 0.756	 0.004	 0.38	 0.03	 0.017	 0.015	 0.768	 0.003	 0.39	 0.01	

ooooooo	 0.023	 0.106	 0.526	 0.171	 1.57	 0.06	 0.028	 0.081	 0.439	 0.177	 1.36	 0.00	 0.028	 0.087	 0.421	 0.176	 1.39	 0.01	

ioiiiii	 0.016	 0.273	 0.720	 0.169	 0.410	 0.01	 0.021	 0.295	 0.659	 0.163	 0.38	 0.03	 0.021	 0.289	 0.660	 0.164	 0.38	 0.01	

32F	

oiooooo	 0.020	 0.034	 0.602	 0.009	 1.62	 0.12	 0.025	 0.045	 0.512	 0.011	 1.38	 0.03	 0.025	 0.043	 0.502	 0.011	 1.40	 0.02	
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4n+2 annulenes
Benzene

Singlet
FLU Ir(H) BOA HOMA BLA Iring Iring1/n MCI AV AVmin |AVmin | E (au)

HF 0.000 0.624 0.000 1.002 0.000 0.045 0.597 0.069 10.25 10.25 10.25 -230.754098 
B3LYP 0.000 0.625 0.000 0.991 0.000 0.048 0.603 0.073 10.72 10.72 10.72 -232.308550 

CAM-B3LYP 0.000 0.628 0.000 1.000 0.000 0.048 0.603 0.072 10.71 10.71 10.71 -232.164821 
M06-2X 0.000 0.626 0.000 0.998 0.000 0.048 0.603 0.073 10.73 10.73 10.73 -232.196133 

Triplet
FLU Ir(H) BOA HOMA BLA Iring Iring1/n MCI AV AVmin |AVmin | E (au)

HF 0.024 0.393 0.246 -0.525 0.089 0.001 0.341 0.002 -0.59 -1.07 0.39 -230.653970 
B3LYP 0.025 0.399 0.275 -0.513 0.090 0.002 0.353 0.000 -1.48 -2.98 1.51 -232.166392 

CAM-B3LYP 0.025 0.408 0.276 -0.433 0.091 0.002 0.363 0.001 -1.26 -2.48 1.20 -232.023298 
M06-2X 0.041 0.467 0.281 -0.107 0.056 0.004 0.380 0.002 1.25 0.28 0.28 -232.049781 

[10]annulene

Singlet
FLU Ir(H) BOA HOMA BLA Iring Iring1/n MCI AV AVmin |AVmin | E (au)

HF twist 0.068 0.421 0.728 -0.668 0.157 0.000 0.339 0.000 0.02 -0.07 0.00 -384.468544 

HF heart 0.065 0.436 0.712 -0.605 0.153 0.000 0.380 0.000 0.16 0.01 0.01 -384.461289 

B3LYP twist 0.052 0.480 0.639 -0.171 0.128 0.000 0.322 0.000 0.22 -0.03 0.03 -387.063586 

B3LYP heart 0.000 0.610 0.007 0.888 0.009 0.004 0.579 0.013 5.42 5.19 5.19 -387.074064 

CAM-B3LYP twist 0.059 0.466 0.677 -0.285 0.137 0.000 0.341 0.000 0.12 -0.07 0.03 -386.825917 

CAM-B3LYP heart 0.000 0.614 0.009 0.923 0.010 0.004 0.579 0.013 5.41 5.13 5.13 -386.825003 

M06-2X twist 0.058 0.463 0.670 -0.291 0.136 0.000 0.325 0.000 0.17 -0.06 0.05 -386.886424 

M06-2X heart 0.000 0.611 0.010 0.913 0.010 0.004 0.579 0.013 5.38 5.11 5.11 -386.882758 

Triplet
FLU Ir(H) BOA HOMA BLA Iring Iring1/n MCI AV AVmin |AVmin | E (au)

HF naphthalene 0.030 0.470 0.364 0.075 0.085 0.000 0.353 0.000 0.11 -0.40 0.14 -384.459329 

HF twist 0.020 0.478 0.266 0.314 0.068 0.000 0.295 0.000 0.33 -0.05 0.05 -384.472319 

B3LYP naphthalene 0.023 0.531 0.328 0.463 0.064 0.000 0.460 0.000 0.44 -0.96 0.91 -387.026485 

B3LYP twist 0.020 0.517 0.305 0.421 0.066 0.000 0.352 0.000 0.61 -0.08 0.08 -387.023180 

CAM-B3LYP naphthalene 0.027 0.524 0.364 0.411 0.072 0.000 0.446 0.000 0.36 -0.74 0.68 -386.785424 

CAM-B3LYP twist 0.022 0.513 0.324 0.407 0.071 0.000 0.347 0.000 0.56 -0.07 0.07 -386.784056 

M06-2X naphthalene 0.028 0.522 0.367 0.381 0.073 0.000 0.444 0.000 0.38 -0.63 0.63 -386.838379 

M06-2X twist 0.022 0.511 0.328 0.384 0.072 0.000 0.337 0.000 0.49 -0.11 0.10 -386.835164 

[14]annulene

Singlet
FLU Ir(H) BOA HOMA BLA Iring Iring1/n MCI AV AVmin |AVmin | E (au)

HF 0.050 0.497 0.626 -0.240 0.136 - - - 0.72 0.49 0.49 -538.293750 
B3LYP 0.001 0.605 0.010 0.952 0.008 - - - 4.44 4.24 4.24 -541.949455 

TS  CAM-B3LYP 0.000 0.609 0.007 0.983 0.007 - - - 4.43 4.29 4.29 -541.598070 
TS  M06-2X 0.001 0.606 0.007 0.974 0.007 - - - 4.40 4.27 4.27 -541.681702 
CAM-B3LYP 0.026 0.561 0.449 0.437 0.091 - - - 2.11 1.80 1.80 -541.602139 

M06-2X 0.025 0.561 0.438 0.453 0.088 - - - 2.20 1.89 1.89 -541.685367 
Triplet

FLU Ir(H) BOA(1) HOMA BLA Iring Iring1/n MCI AV AVmin |AVmin | E (au)

UHF 0.021 0.502 0.282 0.327 0.069 - - - 0.37 -0.55 0.01 -538.297898 
UB3LYP 0.017 0.554 0.302 0.564 0.060 - - - 0.87 -0.26 0.13 -541.900820 

UCAM-B3LYP 0.023 0.544 0.348 0.486 0.071 - - - 0.81 -0.23 0.08 -541.562690 
UM06-2X 0.022 0.544 0.349 0.482 0.071 - - - 0.84 -0.17 0.04 -541.636681 

[18]annulene

Singlet
FLU Ir(H) BOA HOMA BLA Iring Iring1/n MCI AV AVmin |AVmin | E (au)

HF 0.049 0.504 0.616 -0.175 0.133 0.000 0.472 - 0.66 0.57 0.57 -692.115648 
B3LYP 0.001 0.606 0.026 0.959 0.011 0.000 0.573 - 4.37 4.27 4.27 -696.816908 

TS  CAM-B3LYP 0.001 0.609 0.022 0.982 0.010 0.000 0.572 - 4.37 4.29 4.29 -696.359867 
TS M06-2X 0.001 0.607 0.022 0.974 0.010 0.000 0.572 - 4.37 4.28 4.28 -696.462233 
CAM-B3LYP 0.026 0.563 0.446 0.448 0.090 0.000 0.530 - 2.00 1.80 1.80 -696.365410 

M06-2X 0.025 0.561 0.444 0.445 0.089 0.000 0.529 - 2.00 1.81 1.81 -696.467370 
Triplet

FLU Ir(H) BOA HOMA BLA Iring Iring1/n MCI AV AVmin |AVmin | E (au)

UHF 0.018 0.514 0.257 0.463 0.060 0.000 0.411 - 0.62 -0.39 0.12 -692.146760 
UB3LYP 0.013 0.570 0.265 0.672 0.053 0.000 0.533 - 1.46 0.58 0.58 -696.772610 

UCAM-B3LYP 0.019 0.559 0.324 0.574 0.066 0.000 0.513 - 1.27 0.30 0.30 -696.333162 
UM06-2X 0.019 0.559 0.324 0.573 0.065 0.000 0.517 - 1.33 0.46 0.46 -696.425412 



4n annulenes
Cyclobutadiene

Singlet

FLU Ir(H) BOA HOMA BLA Iring Iring1/n MCI AV AVmin |AVmin| E (au)

HF 0.101 0.391 0.888 -3.732 0.249 0.005 0.262 0.009 - - - -153.678713 
B3LYP 0.104 0.416 0.900 -4.094 0.247 0.005 0.266 0.009 - - - -154.718514 

CAM-B3LYP 0.103 0.398 0.898 -3.786 0.245 0.005 0.264 0.009 - - - -154.621763 
M06-2X 0.103 0.405 0.898 -3.754 0.242 0.005 0.268 0.010 - - - -154.643340 

Triplet
FLU Ir(H) BOA HOMA BLA Iring Iring1/n MCI AV AVmin |AVmin| E (au)

HF 0.010 0.507 0.000 0.604 0.000 0.035 0.433 0.122 - - - -153.686831 
B3LYP 0.012 0.499 0.000 0.314 0.000 0.038 0.440 0.126 - - - -154.708900 

CAM-B3LYP 0.011 0.504 0.000 0.478 0.000 0.037 0.439 0.126 - - - -154.611405 
M06-2X 0.011 0.505 0.000 0.468 0.000 0.037 0.438 0.125 - - - -154.625105 

COT
Singlet

FLU Ir(H) BOA HOMA BLA Iring Iring1/n MCI AV AVmin |AVmin| E (au)

HF 0.067 0.436 0.726 -0.599 0.156 0.001 0.406 0.001 -0.30 -0.30 0.30 -307.593865 
B3LYP 0.056 0.477 0.664 -0.228 0.134 0.001 0.441 0.001 -0.72 -0.72 0.72 -309.665257 

CAM-B3LYP 0.061 0.468 0.693 -0.309 0.140 0.001 0.428 0.001 -0.52 -0.52 0.52 -309.474490 
M06-2X 0.062 0.460 0.694 -0.336 0.141 0.001 0.427 0.001 -0.51 -0.51 0.51 -309.518754 

Triplet
FLU Ir(H) BOA HOMA BLA Iring Iring1/n MCI AV AVmin |AVmin| E (au)

HF 0.001 0.590 0.000 0.990 0.000 0.007 0.534 0.026 -4.07 -4.07 4.07 -307.553620 
B3LYP 0.001 0.589 0.000 0.943 0.000 0.007 0.540 0.028 -4.31 -4.31 4.31 -309.601832 

CAM-B3LYP 0.001 0.593 0.000 0.981 0.000 0.007 0.539 0.027 -4.29 -4.29 4.29 -309.441037 
M06-2X 0.001 0.591 0.000 0.965 0.000 0.007 0.539 0.027 -4.29 -4.29 4.29 -309.477016

[12]annulene
Singlet

FLU Ir(H) BOA HOMA BLA Iring Iring1/n MCI AV AVmin |AVmin| E (au)

HF 0.063 0.445 0.698 -0.583 0.153 - - - 0.20 -0.11 0.04 -461.380728 
B3LYP 0.042 0.511 0.565 0.022 0.115 - - - 0.58 -0.21 0.01 -464.498264 

CAM-B3LYP 0.050 0.494 0.624 -0.135 0.128 - - - 0.41 -0.14 0.02 -464.210977 
M06-2X 0.050 0.488 0.624 -0.160 0.128 - - - 0.42 -0.15 0.06 -464.283242 

Triplet
FLU Ir(H) BOA HOMA BLA Iring Iring1/n MCI AV AVmin |AVmin| E (au)

HF 0.021 0.487 0.280 0.265 0.067 - - - 0.37 -0.30 0.07 -461.380989 
B3LYP 0.002 0.590 0.033 0.901 0.012 - - - 0.04 -0.50 0.07 -464.470613

CAM-B3LYP 0.015 0.562 0.288 0.648 0.056 - - - 0.39 -0.26 0.21 -464.173466 
M06-2X 0.008 0.577 0.208 0.784 0.039 - - - 0.27 -0.54 0.13 -464.238704 

[16]annulene
Singlet

FLU Ir(H) BOA HOMA BLA Iring Iring1/n MCI AV AVmin |AVmin| E (au)

HF (S4) 0.054 0.486 0.651 -0.288 0.139 0.000 0.440 - 0.37 0.33 0.33 -615.212342 

HF (C1) 0.053 0.488 0.643 -0.296 0.139 0.000 0.452 - 0.45 0.25 0.25 -615.205778 

B3LYP (S4) 0.029 0.551 0.476 0.367 0.095 0.000 0.513 - 1.16 0.96 0.96 -619.371721 

B3LYP (C1) 0.029 0.548 0.474 0.339 0.096 0.000 0.512 - 1.17 0.78 0.78 -619.368275 

CAM-B3LYP (S4) 0.041 0.529 0.564 0.143 0.113 0.000 0.484 - 0.74 0.64 0.64 -618.983469 

CAM-B3LYP (C1) 0.040 0.530 0.555 0.138 0.113 0.000 0.487 - 0.82 0.55 0.55 -618.980237 

M06-2X (S4 ) 0.040 0.526 0.562 0.138 0.113 0.000 0.484 - 0.74 0.63 0.63 -619.076857 

M06-2X (C1 ) 0.039 0.526 0.553 0.133 0.112 0.000 0.487 - 0.83 0.58 0.58 -619.074775 

Triplet
FLU Ir(H) BOA HOMA BLA Iring Iring1/n MCI AV AVmin |AVmin| E (au)

HF 0.001 0.598 0.013 0.983 0.005 - - - 1.45 1.08 1.08 -615.138406 
B3LYP 0.002 0.596 0.057 0.938 0.013 - - - 1.51 1.16 1.16 -619.349773 

CAM-B3LYP 0.015 0.568 0.294 0.676 0.059 - - - 1.23 0.35 0.35 -618.953069 
M06-2X 0.011 0.576 0.252 0.753 0.050 - - - 1.36 0.74 0.74 -619.040163 



Hückel Iring Study

B3LYP SINGLET TRIPLET
4n Iring (Hückel) 4n Iring (Hückel)
4 0.416  4 0.499 
8 0.477  8 0.589 

12 0.511  12 0.590 
16 0.551  16 0.596 

4n+2 Iring (Hückel) 4n+2 Iring (Hückel)
6 0.625  6 0.399 

10 0.480 10 0.531
14 0.605  14 0.554 
18 0.606  18 0.570 

CAM-B3LYP SINGLET TRIPLET
4n Iring (Hückel) 4n Iring (Hückel)
4 0.398  4 0.504 
8 0.468  8 0.593 

12 0.494  12 0.562 
16 0.529  16 0.568 

4n+2 Iring (Hückel) 4n+2 Iring (Hückel)
6 0.628  6 0.408 

10 0.466  10 0.524 
14 0.561  14 0.544 
18 0.563  18 0.559 

M06-2X SINGLET TRIPLET
4n Iring (Hückel) 4n Iring (Hückel)
4 0.405  4 0.505 
8 0.460  8 0.591 

12 0.488  12 0.577 
16 0.526  16 0.576 

4n+2 Iring (Hückel) 4n+2 Iring (Hückel)
6 0.626  6 0.467 

10 0.463  10 0.522 
14 0.561  14 0.544 
18 0.561  18 0.559 

HF SINGLET TRIPLET
4n Iring (Hückel) 4n Iring (Hückel)
4 0.319  4 0.507 
8 0.436  8 0.590 

12 0.445  12 0.487 
16 0.486  16 0.598 

4n+2 Iring (Hückel) 4n+2 Iring (Hückel)
6 0.624  6 0.393 

10 0.421  10 0.470 
14 0.497  14 0.502 
18 0.504  18 0.514 
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Iring
1/N

CAM-B3LYP SINGLET TRIPLET
4n Iring

1/N 4n I ring
1/N

4 0.264  4 0.44 
8 0.428  8 0.54 

12 12
16 0.484  16

4n+2 Iring
1/N 4n+2 I ring

1/N

6 0.603  6 0.363 
10 0.341  10 0.446 
14 14
18 0.530  18 0.513 

AVmin

CAM-B3LYP SINGLET TRIPLET
4n |AVmin| 4n |AVmin|
4 4
8 0.52 8 4.29 

12 0.02 12 0.21
16 0.64 16 0.35 

4n+2 |AVmin| 4n+2 |AVmin|
6 10.71  6 1.20 

10 0.03 10 0.68 
14 1.80  14 0.08 
18 1.80  18 0.30 

Iring(Hückel)

CAM-B3LYP SINGLET TRIPLET
4n Iring (Hückel) 4n Iring (Hückel)
4 #REF! 4 #REF!
8 #REF! 8 #REF!

12 #REF! 12 #REF!
16 #REF! 16 #REF!

4n+2 Iring (Hückel) 4n+2 Iring (Hückel)
6 #REF! 6 #REF!

10 #REF! 10 #REF!
14 #REF! 14 #REF!
18 #REF! 18 #REF!

FLU
CAM-B3LYP SINGLET TRIPLET

4n FLU 4n FLU
4 0.103 4 0.011
8 0.061  8 0.001 

12 0.050  12 0.015 
16 0.041  16 0.015 

4n+2 FLU 4n+2 FLU
6 0.000  6 0.025 

10 0.059  10 0.027 
14 0.026  14 0.023 
18 0.026  18 0.019 

BOA 
CAM-B3LYP SINGLET TRIPLET

4n BOA 4n BOA
4 0.898  4 0.000 
8 0.693  8 0.000 

12 0.624  12 0.288 
16 0.564  16 0.294 

4n+2 BOA 4n+2 BOA
6 0.000  6 0.276 

10 0.677  10 0.364 
14 0.449  14 0.348 
18 0.446  18 0.324 

BLA
CAM-B3LYP SINGLET TRIPLET

4n BLA 4n BLA
4 0.245  4 0.000 
8 0.140  8 0.000 

12 0.128  12 0.056 
16 0.113  16 0.059 

4n+2 FLU 4n+2 BLA
6 0.000  6 0.091 

10 0.137  10 0.072 
14 0.091  14 0.071 
18 0.090  18 0.066 
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Four-atom MCI profiles

Benzene triplet

Fragment HF B3LYP CAM-B3LYP M06-2X
1 0.39 1.51  1.20  0.28 
2 -1.07 -2.98  -2.48  0.28 
3 -1.07 -2.98 -2.48 3.20
4 0.39 1.51  1.20  0.28 
5 -1.07 -2.98  -2.48  0.28 
6 -1.07 -2.98  -2.48  3.20 

[10]annulene  singlet  (twist)

Fragment HF B3LYP CAM-B3LYP M06-2X
1 0.00 0.07  0.03  0.05 
2 -0.07 -0.03  -0.06  -0.06 
3 0.10 0.43  0.28  0.37 
4 -0.02 0.12  0.06  0.11 
5 -0.02 0.12  0.06  0.11 
6 0.10 0.43  0.28  0.37 
7 -0.07 -0.03  -0.07  -0.06 
8 -0.01 0.07  0.03  0.05 
9 0.08 0.50  0.29  0.36 

10 0.08 0.50  0.29  0.36 
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Supporting Information: How aromatic are molecular nanoring? The case of a six-porphyrin
nanoring†

Irene Casademont-Reig,a,b Raúl Guerrero-Avilés,a,c Eloy Ramos-Cordoba,∗a,b Miquel Torrent-Sucarrat,∗a,d,e and Eduard
Matito∗a,d

1 Computational details

Following the computational work of Ref. 1, we have studied four different oxidation states of the six-porphyrin nanor-
ing: neutral, +4, +6, and +12. The molecules have been studied considering not only the isolated belt structure (c-P6,
c-P64+, c-P66+, and c-P612+) but also taking into account the encapsulated template and the two phenyl substituents in
each porphyrin (c-P6 ·T6, c-P6 ·T64+, c-P6 ·T66+, and c-P6 ·T612+).

Geometry optimizations and frequency calculations have been performed with the Gaussian16 software package2 using
B3LYP,3,4 CAM-B3LYP,5, LC-wHPBE, and M06-2X6 density functional approximations (DFAs) including Grimme’s D3 dis-
persion correction (for the first two DFAs)7 and in combination with the 6-31G* basis set.8 The initial structures have been
obtained from previous works.1 Single-point coupled-cluster calculations were performed with ORCA software package9

using DLPNO-CCSD(T)10 with resolution of identity11 in combination with the Def-SVP/C basis set12 and the correspond-
ing auxiliary basis set in order to obtain accurate reference calculations to assess the accuracy of DFAs.

The calculation of the electronic aromaticity indices (AV1245,13 AVmin,14 BOA,15 and FLU16,17) and the delocaliza-
tion indices (DIs)18,19 employs the quantum theory of atoms in molecules (QTAIM)20 atomic partition performed by the
AIMAll software.21 The atomic overlap matrices resulting from this partition and the wavefunction files are the input of
the in-house ESI-3D code,16,22,23 which provides AV1245,13 AVmin,14 BLA,15 BOA,15 DIs,19,23 FLU,16,17 HOMA,24 and
MCI25 values. The numerical integrations of the atoms in the QTAIM20 as well as the corresponding oxidation states have
errors below 0.004 and 0.03 electrons for c-P6 (and all its oxidation states) and c-P6 ·T6 (and all its oxidation states),
respectively. The ESI-3D code is available upon request (ematito@gmail.com).16,22,23 ACID26 and NICS27 calculations
were conducted using the CSGT and GIAO methods, respectively, using Gaussian software packages (Gaussian0928 and
Gaussian162). NICS grids were calculated with 1Å resolution (plots 20Å x 20Å grid) and the plots were generated with a
Python script. The version 2.0.0 of the AICD program26 was used to generate ACID results and they were visualized using
POV-Ray.29

The effective oxidation state (EOS) analysis30,31 was performed with APOST-3D. The software provided in Ref. 32
was used to assess the similarity of two molecular geometries through the calculation of the root mean square deviation
(RMSD) of the atomic distances.

NMR calculations were also performed using GIAO method in Gaussian16 software package2 with B3LYP,3,4 CAM-
B3LYP,5 and M06-2X6 functionals including Grimme’s D3 dispersion correction7 and in combination with the 6-31G*
basis set.8 Solvent effects of dichloromethane were taken into account using the Polarizable Continuum Model (PCM).33

2 Geometry assessment

In order to quantify the structural differences among the several optimized geometries, the root mean square deviation
(RMSD) of two molecules has been calculated. The RMSD of two structures was calculated using the software provided
in Ref. 32. This program calculates the RMSD between two Cartesian geometries in either .xyz or .pdb format and uses
the Kabsch algorithm (1976)34 or Quaternion algorithm35 if rotation is needed before the calculation of RMSD. All the
RMSD values included in this work compare two structures ignoring all the hydrogen atoms.

From the data in Table S1, we conclude that the structures found by Anderson et al. at the B3LYP/6-31G* level of
theory were not absolute minima of the corresponding potential energies for c-P6, c-P64+, c-P66+, and c-P612+. However,
their geometries are very similar to the ones we have found in this work at the same level of theory.

a Donostia International Physics Center (DIPC), 20018 Donostia, Euskadi, Spain. E-mail: eloy.raco@gmail.com, miqueltorrentsucarrat@gmail.com; ematito@gmail.com
b Polimero eta Material Aurreratuak: Fisika, Kimika eta Teknologia, Kimika Fakultatea, Euskal Herriko Unibertsitatea UPV/EHU, P.K. 1072, 20080 Donostia, Euskadi, Spain.
c Centro de Física de Materiales, CFM-MPC CSIC-UPV/EHU, 20018 Donostia, Euskadi, Spain.
d Ikerbasque, Basque Foundation for Science, Plaza Euskadi 5, 48009 Bilbao, Euskadi, Spain.
e Department of Organic Chemistry I, Universidad del Pais Vasco/Euskal Herriko Unibertsitatea (UPV/EHU), 20018 Donostia, Euskadi, Spain.
† Dedication: We dedicate this paper to the memory of our friend and colleague, Professor Istvan Mayer, whose works have been a continuous inspiration.
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Table S1 Energy comparison and the RMSD of the minimum geometries calculated by Anderson et al. 1 and this work at the B3LYP/6-31G* level of
theory. Energy units are atomic units (au) while RMSD are in Ångstroms (Å).

Species Energy (Ref. 1)a Energy (this work) RMSD
c-P6 -17512.513898 -17512.514222 0.001

c-P64+ -17511.456927 -17511.457194 0.040
c-P66+ -17510.640233 -17510.640427 0.033
c-P612+ -17507.033356 -17507.033566 0.015

a Geometries from Ref. 1.

Table S2 Comparison between the geometries calculated at the B3LYP, CAM-B3LYP, and M06-2X methods. The columns 2-4 give the total energy of the
molecules at the corresponding geometry. The third last columns correspond to the RMSD values obtained from these geometries. All the calculations
employed the 6-31G* basis set. Energy units are atomic units (au) while RMSD are in Ångstroms (Å).

Species G1 (B3LYP) G2 (CAM-B3LYP) G3 (M06-2X) RMSD(G1-G2) RMSD(G2-G3) RMSD (G1-G3)
c-P6 -17512.514222 -17509.042830 -17509.271928 0.049 0.021 0.041

c-P64+ -17511.457194 -17507.935387 -17508.138955 0.661 0.666 0.201
c-P66+ -17510.640427 -17507.119479 -17507.306773 0.224 0.031 0.206
c-P612+ -17507.033566 -17503.560977 -17503.701580 0.040 0.031 0.036

The results of Table S2 demonstrate that the B3LYP energy minima found for c-P6 and c-P612+ structures are well
reproduced by the CAM-B3LYP and M06-2X methods. However, the geometries of the B3LYP energy minima of c-P64+

and c-P66+ are significantly different from those found at the M06-2X and CAM-B3LYP levels of theory. Since the latter
functional approximations do not suffer from large electron delocalization errors, one is prompted to conclude that B3LYP
overestimates the symmetry of c-P66+ (and, hence, its aromaticity, see below), whereas it overestimates the asymmetry
of c-P64+ (RMSD=0.661) resulting in a spurious enhancement of the antiaromatic features of this molecule (see below).
Similar results have been recently reported by our group15,36–39 and others.40–43

We have also characterized the structure of c-P66+ using the LC-wHPBE44,45 method with w=0.1 and w=0.2 in com-
bination with the 6-31G* basis set. Using LC-wHPBE with w=0.1, the optimized structure lies in between the B3LYP and
CAM-B3LYP ones, as confirmed by the fact that the RMSD values between the LC-wHPBE(w = 0.1) geometry and these
two geometries are quite similar (0.160 and 0.142, for B3LYP and CAM-B3LYP, respectively). On the contrary, LC-wHPBE
with w=0.2 provides a geometry closer to the CAM-B3LYP one (RMSD=0.095). This further demonstrates the importance
of including a large percentage (typically above 50%) of HF exchange in the functional in order to correctly characterize
conjugated molecules (avoiding the delocalization error46).

2



3 1H-NMR calculations

We have calculated the 1H-NMR spectra for all species, including the template structure and the phenyl substituents. The
most important protons for the study of aromaticity are highlighted in the following figure.

Figure S1 Nanoring’s structure where the most important protons of the 1H-NMR spectra are highlighted (see also Table S3).

In Table S3, we have summarized the shielding of the most relevant protons for the study of aromaticity and compared
them with the experimental values from the literature.1

Table S3 1H-NMR values (in ppm) calculated using CAM-B3LYP, M06-2X, and B3LYP methods in combination with 6-31G* basis set and using CH2Cl2 as
a solvent (PCM model). 33 We have compared with the experimental data from the literature. 1 Maximum error (MAX), root mean square error (RMSE),
and mean absolute error (MAE) of each method are also given.

Proton
c-P6·T6 c-P6·T64+ c-P6·T66+ c-P6·T612+

CAM-B3LYP M06-2X B3LYP Experimental CAM-B3LYP M06-2X B3LYP Experimental CAM-B3LYP M06-2X B3LYP Experimental CAM-B3LYP M06-2X B3LYP Experimental
a 2.28 2.72 3.18 2.41 6.69 9.02 68.95 22.7 7.65 8.08 -3.74 5.71 10.50 11.32 14.15 11.31
b 4.68 5.23 5.13 4.99 6.79 8.81 56.20 19.9 6.87 7.38 -2.75 5.27 8.35 9.10 9.78 8.83
g 5.32 5.74 5.65 5.45 6.90 8.62 50.52 - 6.85 7.25 -1.65 5.17 7.96 8.55 8.93 7.94
d 5.55 5.94 5.83 5.56 6.91 8.49 49.97 - 6.82 7.18 -1.03 5.17 7.84 8.35 8.58 7.73
a 9.74 10.39 9.38 9.56 8.29 9.08 14.10 - 7.44 8.02 6.02 6.52 6.50 6.97 4.31 6.05
b 8.95 9.58 8.66 8.75 7.82 8.60 17.05 - 7.06 7.57 4.94 5.99 6.04 6.51 4.28 5.77
o 8.13 8.84 7.92 8.06 7.71 8.10 -0.63 - 7.69 8.39 9.36 7.78 7.90 8.56 8.49 7.31
o’ 8.21 8.85 8.23 8.32 8.12 9.50 35.74 - 7.51 8.03 2.13 5.91 6.99 7.55 5.82 6.57
p 7.97 8.51 7.85 8.02 7.98 8.74 14.66 - 7.85 8.41 6.51 7.92 7.98 8.61 7.78 7.58

MAX 0.31 0.83 0.77 0.00 - - - - 1.94 2.37 9.45 0.00 0.81 1.25 2.84 0.00
MAE 0.13 0.52 0.23 0.00 - - - - 1.18 1.65 4.31 0.00 0.39 0.71 1.22 0.00

RMSE 0.16 0.57 0.30 0.00 - - - - 1.35 1.77 5.36 0.00 0.45 0.80 1.41 0.00

All the errors presented in Table S3 (MAX, MAE, and RMSE) clearly indicate that the functional that better reproduces
the experimental data is CAM-B3LYP. While errors are of similar magnitude for c-P6 ·T6, they are much larger for c-P6 ·
T66+, indicating that B3LYP geometry is quite different from the experimental one.

To assess to which extent we can rely on the 1H-NMR data to analyze the aromaticity of these systems, we have
constructed a structure that has no current, therefore, is not aromatic. To construct it, we have taken the optimized
structure of each species and replaced all the bridging butadiyne linkers by capping hydrogen atoms. Then, we made a
single-point calculation to obtain the chemical shieldings of the disconnected structure (see Figure S2). In the following
table, the chemical shielding of the protons that are used to analyze of the aromatic character are presented for both
disconnected and connected structures of the nanoring’s species. In addition, the 1H-NMR chemical shift of a and b
protons of the free template are presented in Table S5.
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Figure S2 Nanoring’s disconnected structure where the bridging butadiyne linkers have been removed.

Table S4 Selected 1H-NMR chemical shift (in ppm) calculated using CAM-B3LYP and B3LYP methods in combination with 6-31G* basis set and using
CH2Cl2 as a solvent (PCM model). 33 Experimental data is taken from Ref. 1 and Ref. 47. For each species we include the values of the nanoring’s
structure (connected) and an idealized model, where the bridging butadiyne linkers have been removed (disconnected) (See Figure S2)

Method data
c-P6 ·T6 c-P6 ·T64+ c-P6 ·T66+ c-P6 ·T612+

Connected Disconnected Connected Disconnected Connected Disconnected Connected Disconnected

CAM-B3LYP

a 2.28 1.93 6.69 9.95 7.65 13.62 10.50 10.60
b 4.68 4.47 6.79 7.77 6.87 9.32 8.35 8.35
o 8.13 8.17 7.71 7.38 7.69 7.36 7.90 7.93
o’ 8.21 8.24 8.12 6.88 7.51 6.21 6.99 6.98

B3LYP

a 3.18 2.09 68.95 9.03 -3.74 15.34 14.15 14.42
b 5.13 4.46 56.20 6.66 -2.75 9.89 9.78 9.84
o 7.92 8.02 -0.63 7.48 9.36 7.07 8.49 8.52
o’ 8.23 8.12 35.74 6.05 2.13 5.68 5.82 5.82

Experimental

a 2.41 - 22.7 - 5.71 - 11.31 -
b 4.99 - 19.9 - 5.27 - 8.83 -
o 8.06 - - - 7.78 - 7.31 -
o’ 8.32 - - - 5.91 - 6.57 -

Table S5 1H-NMR chemical shift of a and b protons of the free template (in ppm) calculated using CAM-B3LYP and B3LYP methods in combination with
6-31G* basis set and using CH2Cl2 as a solvent (PCM model). 33 Experimental data is taken from Ref. 1.

data CAM-B3LYP B3LYP Experimental
a 8.62 8.52 8.54
b 7.22 7.10 7.33

Comparing the 1H-NMR data of all the species’ connected and disconnected structures, we can appreciate that the
values are pretty similar. Even in some cases, the disconnected structure presents a slightly higher value. Therefore, these
results show that, although the porphyrins are not connected, a ring current is present. For this reason, we can say that
this is another piece of evidence that proves that none of the species studied is aromatic.
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4 Aromaticity

4.1 Porphyrinoid reference systems

In order to assess the aromaticity of the molecules presented in the manuscript, we have collected in Table S6 the aromatic-
ity indices for the different pathways of a simple aromatic porphyrin molecule, porphin (18H). All the values presented
in this section regarding 18H were calculated at the CAM-B3LYP/6-311G(d,p) level of theory.36 A molecular graph of
porphin, with delocalization indices values included, can be found in Figure S3. If the pathway goes either through C-N
bonds of the pyrrole or the imine groups, this fragment is labeled as "i" (inner), otherwise "o" (outer) is used. As a result,
all the pathways are characterized by four letters, the first of which corresponds to pyrrole group at the top-left corner of
Figure S3. The "oioi" pathway corresponds to the annulene pathway.

Figure S3 Delocalization indices of (left) c-P6 porphyrins and (right) porphin. In green, we have highlighted the annulene pathway (the most aromatic
one) of 18H. 36 Calculations employed the CAM-B3LYP functional in combination with 6-31G* and 6-311G** basis set, respectively.

Table S6 Aromaticity indices for the different pathways of porphin (18H). Geometries and some results extracted from Ref. 36. The number in
parentheses indicates the number of pathways that are equivalent by symmetry.

pathway FLU BOAa HOMA BLAa AV1245 |AVmin|
oioi 0.010 0.137 0.872 0.035 2.16 1.28
oooi (2) 0.016 0.202 0.734 0.047 1.91 0.49
oooo 0.022 0.260 0.610 0.058 1.70 0.49
iioi (2) 0.008 0.111 0.917 0.026 1.57 0.13
ooii (4) 0.015 0.180 0.769 0.040 1.36 0.13
ooio (2) 0.021 0.243 0.637 0.052 1.17 0.13
iiii 0.006 0.081 0.968 0.016 0.91 0.13
iiio (2) 0.013 0.157 0.808 0.031 0.73 0.13
ioio 0.019 0.224 0.666 0.045 0.57 0.13

a BOA and BLA were recalculated according to the formulation of Ref. 37.

In order to compare 1245-index distribution graphs of the nanoring structure with different oxidation states, we have
included the 1245-index distribution plots of the 26p-electron porphyrin in Hückel conformation (26H) and the 32p-
electron porphyrin in Möbius conformation (32M) as examples of aromatic expanded porphyrins (see Figure S4). For a
detailed analysis of the aromaticity of 26H and 32M see Ref 36.
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Figure S4 1245-index distribution along the most aromatic path, the annulene path, of (top) 26H and (bottom) 32M for the three DFAs exposed in
combination with the 6-311G(d,p) basis set. 48 We have highlighted the first atom of the starting fragment of the 1245-index distribution with an orange
circle and used an arrow to indicate the direction of the x-axis.
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4.2 Local Aromaticity indices values

In the following tables, the values of the aromaticity indices corresponding to the porphyrins of the four oxidation states
of the nanoring structure are summarized. In all cases, the six porphyrins are either symmetrically equivalent or give
quantitatively similar values. The only exception is c-P64+ for which the values of one porphyrin (P1) are presented,
and the reader is referred to Figure S9 for the values of all the porphyrins. In all cases, all the possible pathways of
the porphyrin were analyzed, and three different DFAs with a variable amount of HF exchange (B3LYP, CAM-B3LYP, and
M06-2X) were used.

Table S7 Aromaticity indices values for the different pathways of the porphyrins in c-P6, c-P64+, c-P66+, and c-P612+ nanoring. The number in
parentheses indicates the number of pathways that are equivalent by symmetry. c-P64+ is asymmetric, therefore, the values differ slightly from porphyrin
to porphyrin. Here values of the first porphyrin (P1) are presented, see Table S9 for a full study of the other porphyrins.

B3LYP CAM-B3LYP M06-2X
pathway FLU BOA HOMA BLA AV1245 |AVmin| FLU BOA HOMA BLA AV1245 |AVmin| FLU BOA HOMA BLA AV1245 |AV min|

c-P6

oooo 0.022 0.214 0.621 0.046 1.66 0.57 0.023 0.235 0.658 0.050 1.64 0.57 0.025 0.239 0.611 0.050 1.61 0.54
iiii 0.008 0.062 0.865 0.019 0.92 0.58 0.007 0.071 0.927 0.017 0.92 0.52 0.008 0.071 0.918 0.021 0.91 0.54

ioio (2) 0.016 0.147 0.730 0.034 1.33 0.58 0.016 0.162 0.778 0.036 1.32 0.52 0.017 0.164 0.747 0.037 1.29 0.54
iiio (4) 0.012 0.107 0.793 0.027 1.13 0.58 0.012 0.119 0.848 0.027 1.13 0.52 0.013 0.120 0.827 0.029 1.11 0.54
iioo (2) 0.016 0.147 0.730 0.034 1.33 0.58 0.016 0.162 0.778 0.036 1.32 0.52 0.017 0.164 0.747 0.037 1.30 0.54
iooi (2) 0.016 0.147 0.730 0.034 1.33 0.57 0.016 0.162 0.778 0.036 1.32 0.52 0.017 0.164 0.747 0.037 1.30 0.54
oooi (4) 0.019 0.182 0.672 0.040 1.50 0.57 0.020 0.200 0.715 0.043 1.49 0.52 0.021 0.203 0.675 0.044 1.46 0.54

c-P64+(P1)

oooo 0.024 0.206 0.598 0.043 1.36 0.63 0.025 0.206 0.642 0.041 1.35 0.32 0.027 0.231 0.583 0.048 1.35 0.44
iiii 0.011 0.075 0.823 0.026 1.24 0.29 0.016 0.112 0.784 0.039 1.29 0.09 0.013 0.099 0.845 0.034 1.17 0.13

ioio (2) 0.018 0.148 0.698 0.036 1.31 0.29 0.021 0.164 0.705 0.040 1.33 0.09 0.021 0.173 0.699 0.042 1.27 0.13
iiio (4) 0.014 0.116 0.761 0.031 1.25 0.29 0.018 0.141 0.754 0.039 1.25 0.09 0.016 0.140 0.781 0.037 1.20 0.13
iioo (2) 0.018 0.148 0.698 0.036 1.31 0.29 0.021 0.164 0.705 0.040 1.33 0.09 0.021 0.173 0.699 0.042 1.27 0.13
iooi (2) 0.018 0.143 0.691 0.036 1.36 0.64 0.022 0.160 0.683 0.041 1.45 0.32 0.021 0.170 0.673 0.043 1.32 0.44
oooi (4) 0.021 0.176 0.642 0.040 1.36 0.63 0.023 0.184 0.662 0.041 1.40 0.32 0.024 0.202 0.626 0.046 1.34 0.44

c-P66+

oooo 0.024 0.190 0.587 0.039 1.17 0.62 0.026 0.225 0.599 0.045 1.24 0.24 0.028 0.229 0.544 0.046 1.21 0.28
iiii 0.012 0.068 0.797 0.027 1.46 0.50 0.017 0.132 0.760 0.045 1.30 0.05 0.017 0.126 0.748 0.044 1.33 0.06

ioio (2) 0.019 0.136 0.680 0.034 1.30 0.50 0.022 0.184 0.670 0.045 1.27 0.05 0.023 0.183 0.634 0.045 1.26 0.06
iiio (4) 0.016 0.104 0.735 0.031 1.37 0.50 0.020 0.157 0.700 0.045 1.33 0.05 0.021 0.153 0.675 0.045 1.34 0.06
iioo (2) 0.019 0.136 0.680 0.034 1.30 0.50 0.022 0.184 0.670 0.045 1.27 0.05 0.023 0.183 0.634 0.045 1.26 0.06
iooi (2) 0.019 0.136 0.680 0.034 1.30 0.50 0.021 0.189 0.695 0.045 1.17 0.05 0.023 0.189 0.658 0.045 1.17 0.06
oooi (4) 0.021 0.164 0.631 0.037 1.23 0.50 0.024 0.208 0.644 0.045 1.20 0.05 0.026 0.210 0.598 0.045 1.19 0.06

c-P612+

oooo 0.035 0.337 0.198 0.073 0.07 0.00 0.042 0.398 0.107 0.085 0.07 0.04 0.044 0.401 0.014 0.086 0.07 0.05
iiii 0.020 0.251 0.513 0.071 0.92 0.16 0.027 0.337 0.426 0.095 0.63 0.03 0.028 0.335 0.389 0.095 0.66 0.04

ioio (2) 0.030 0.311 0.329 0.076 0.34 0.00 0.036 0.378 0.241 0.091 0.24 0.02 0.038 0.378 0.173 0.092 0.26 0.02
iiio (4) 0.025 0.283 0.415 0.074 0.61 0.00 0.032 0.358 0.328 0.093 0.43 0.02 0.033 0.358 0.274 0.093 0.45 0.02
iioo (2) 0.029 0.299 0.338 0.072 0.44 0.00 0.036 0.371 0.249 0.089 0.31 0.02 0.037 0.372 0.180 0.090 0.32 0.01
iooi (2) 0.029 0.299 0.338 0.072 0.44 0.00 0.036 0.371 0.249 0.089 0.31 0.02 0.037 0.372 0.181 0.090 0.32 0.02
oooi (4) 0.032 0.313 0.268 0.071 0.29 0.00 0.039 0.382 0.178 0.087 0.20 0.02 0.041 0.384 0.097 0.087 0.21 0.01

Table S8 Aromaticity indices for the different pathways of the porphyrins in c-P6 ·T6, c-P6 ·T64+, c-P6 ·T66+, and c-P6 ·T612+ nanoring. Here values of
the first porphyrin of c-P6 ·T64+ are presented, see Table S9 for a full study of the other porphyrins.

B3LYP CAM-B3LYP M06-2X
pathway FLU BOA HOMA BLA AV1245 |AVmin| FLU BOA HOMA BLA AV1245 |AVmin| FLU BOA HOMA BLA AV1245 |AV min|

c-P6 ·T6

oooo 0.024 0.210 0.563 0.046 1.56 0.54 0.025 0.231 0.610 0.050 1.55 0.54 0.027 0.233 0.557 0.050 1.52 0.51
iiii 0.009 0.041 0.845 0.025 0.87 0.52 0.008 0.051 0.921 0.023 0.89 0.45 0.009 0.050 0.900 0.027 0.86 0.46

ioio (2) 0.018 0.134 0.689 0.036 1.26 0.59 0.018 0.150 0.749 0.038 1.26 0.54 0.019 0.151 0.711 0.040 1.24 0.54
iiio (4) 0.014 0.090 0.763 0.031 1.07 0.52 0.013 0.103 0.830 0.031 1.08 0.45 0.015 0.104 0.800 0.034 1.06 0.46
iioo (2) 0.018 0.135 0.688 0.036 1.25 0.52 0.018 0.151 0.748 0.038 1.25 0.45 0.019 0.152 0.709 0.040 1.23 0.46
iooi (2) 0.018 0.135 0.688 0.036 1.26 0.56 0.018 0.151 0.748 0.038 1.26 0.50 0.019 0.152 0.709 0.040 1.23 0.50
oooi (4) 0.021 0.175 0.621 0.041 1.42 0.56 0.022 0.194 0.675 0.045 1.41 0.50 0.023 0.195 0.629 0.045 1.38 0.50

c-P6 ·T64+(P1)

oooo 0.026 0.203 0.546 0.044 1.34 0.55 0.028 0.209 0.594 0.043 1.34 0.26 0.030 0.222 0.518 0.045 1.30 0.30
iiii 0.012 0.060 0.801 0.032 1.14 0.27 0.018 0.108 0.759 0.044 1.18 0.08 0.017 0.107 0.757 0.044 1.12 0.08

ioio (2) 0.020 0.139 0.661 0.038 1.26 0.28 0.023 0.164 0.669 0.043 1.28 0.09 0.024 0.171 0.626 0.045 1.23 0.09
iiio (4) 0.016 0.098 0.724 0.035 1.23 0.28 0.021 0.134 0.701 0.044 1.29 0.09 0.021 0.139 0.675 0.045 1.22 0.09
iioo (2) 0.020 0.140 0.659 0.039 1.25 0.28 0.023 0.164 0.667 0.043 1.26 0.09 0.024 0.171 0.624 0.045 1.22 0.09
iooi (2) 0.020 0.148 0.665 0.038 1.20 0.27 0.022 0.171 0.686 0.042 1.16 0.08 0.023 0.176 0.649 0.043 1.15 0.08
oooi (4) 0.023 0.177 0.601 0.041 1.27 0.27 0.025 0.191 0.637 0.042 1.25 0.08 0.027 0.200 0.579 0.044 1.23 0.08

c-P6 ·T66+

oooo 0.026 0.194 0.542 0.041 1.20 0.51 0.029 0.229 0.556 0.046 1.26 0.25 0.031 0.228 0.495 0.046 1.23 0.27
iiii 0.014 0.057 0.774 0.034 1.29 0.32 0.019 0.136 0.734 0.049 1.16 0.06 0.019 0.126 0.711 0.049 1.17 0.07

ioio (2) 0.021 0.133 0.647 0.038 1.26 0.33 0.024 0.187 0.636 0.047 1.23 0.07 0.025 0.183 0.592 0.047 1.21 0.08
iiio (4) 0.017 0.093 0.706 0.036 1.29 0.33 0.022 0.160 0.673 0.049 1.23 0.07 0.023 0.153 0.639 0.049 1.23 0.08
iioo (2) 0.021 0.134 0.645 0.038 1.24 0.33 0.024 0.187 0.633 0.048 1.21 0.07 0.026 0.183 0.590 0.047 1.20 0.08
iooi (2) 0.021 0.142 0.646 0.038 1.21 0.32 0.024 0.193 0.652 0.047 1.14 0.06 0.025 0.189 0.607 0.045 1.13 0.07
oooi (4) 0.024 0.170 0.591 0.040 1.20 0.32 0.026 0.212 0.602 0.047 1.20 0.06 0.028 0.210 0.548 0.046 1.18 0.07

c-P6 ·T612+

oooo 0.031 0.263 0.360 0.057 0.68 0.03 0.039 0.352 0.211 0.077 0.46 0.06 0.040 0.349 0.144 0.077 0.47 0.06
iiii 0.018 0.176 0.608 0.055 1.08 0.27 0.026 0.298 0.470 0.086 0.66 0.01 0.027 0.289 0.443 0.084 0.70 0.04

ioio (2) 0.024 0.218 0.504 0.055 0.87 0.13 0.031 0.321 0.377 0.080 0.58 0.10 0.032 0.315 0.329 0.079 0.61 0.09
iiio (4) 0.021 0.197 0.557 0.055 0.97 0.13 0.029 0.310 0.425 0.082 0.62 0.01 0.029 0.302 0.387 0.081 0.66 0.04
iioo (2) 0.025 0.223 0.472 0.056 0.86 0.03 0.033 0.328 0.329 0.081 0.55 0.01 0.034 0.322 0.280 0.080 0.57 0.04
iooi (2) 0.025 0.225 0.465 0.056 0.85 0.03 0.033 0.329 0.321 0.081 0.53 0.03 0.034 0.323 0.271 0.080 0.56 0.03
oooi (4) 0.029 0.248 0.393 0.057 0.76 0.03 0.037 0.345 0.238 0.080 0.48 0.03 0.039 0.341 0.178 0.079 0.50 0.03
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Table S9 Aromaticity indices values of the three asymmetric porphyrins of c-P64+. We can group the six porphyrins of the structure into three groups of
two porphyrins each, according to symmetry. The members of the same group exhibit very similar aromaticity values. Labels P1, P2, and P3 match with
the representation exposed in Figure 6 of the manuscript. These porphyrins host inside Zn33, Zn48, and Zn96, respectively, where the numeration of the
Zn atoms follows the numeration of the Cartesian coordinates given in a separate file of this Supporting Information.

B3LYP CAM-B3LYP M06-2X
pathway FLU BOA HOMA BLA AV1245 |AVmin| FLU BOA HOMA BLA AV1245 |AVmin| FLU BOA HOMA BLA AV1245 |AV min|

P1

c-P64+

oooo 0.024 0.206 0.598 0.043 1.36 0.63 0.025 0.206 0.642 0.041 1.35 0.32 0.027 0.231 0.583 0.048 1.35 0.44
iiii 0.011 0.075 0.823 0.026 1.24 0.29 0.016 0.112 0.784 0.039 1.29 0.09 0.013 0.099 0.845 0.034 1.17 0.13

ioio (2) 0.018 0.148 0.698 0.036 1.31 0.29 0.021 0.164 0.705 0.040 1.33 0.09 0.021 0.173 0.699 0.042 1.27 0.13
iiio (4) 0.014 0.116 0.761 0.031 1.25 0.29 0.018 0.141 0.754 0.039 1.25 0.09 0.016 0.140 0.781 0.037 1.20 0.13
iioo (2) 0.018 0.148 0.698 0.036 1.31 0.29 0.021 0.164 0.705 0.040 1.33 0.09 0.021 0.173 0.699 0.042 1.27 0.13
iooi (2) 0.018 0.143 0.691 0.036 1.36 0.64 0.022 0.160 0.683 0.041 1.45 0.32 0.021 0.170 0.673 0.043 1.32 0.44
oooi (4) 0.021 0.176 0.642 0.040 1.36 0.63 0.023 0.184 0.662 0.041 1.40 0.32 0.024 0.202 0.626 0.046 1.34 0.44

c-P6 ·T64+

oooo 0.026 0.203 0.546 0.044 1.34 0.55 0.028 0.209 0.594 0.043 1.34 0.26 0.030 0.222 0.518 0.045 1.30 0.30
iiii 0.012 0.060 0.801 0.032 1.14 0.27 0.018 0.108 0.759 0.044 1.18 0.08 0.017 0.107 0.757 0.044 1.12 0.08

ioio (2) 0.020 0.139 0.661 0.038 1.26 0.28 0.023 0.164 0.669 0.043 1.28 0.09 0.024 0.171 0.626 0.045 1.23 0.09
iiio (4) 0.016 0.098 0.724 0.035 1.23 0.28 0.021 0.134 0.701 0.044 1.29 0.09 0.021 0.139 0.675 0.045 1.22 0.09
iioo (2) 0.020 0.140 0.659 0.039 1.25 0.28 0.023 0.164 0.667 0.043 1.26 0.09 0.024 0.171 0.624 0.045 1.22 0.09
iooi (2) 0.020 0.148 0.665 0.038 1.20 0.27 0.022 0.171 0.686 0.042 1.16 0.08 0.023 0.176 0.649 0.043 1.15 0.08
oooi (4) 0.023 0.177 0.601 0.041 1.27 0.27 0.025 0.191 0.637 0.042 1.25 0.08 0.027 0.200 0.579 0.044 1.23 0.08

P2

c-P64+

oooo 0.023 0.187 0.607 0.037 1.35 0.56 0.025 0.206 0.642 0.041 1.35 0.32 0.025 0.190 0.620 0.036 1.36 0.42
iiii 0.012 0.072 0.789 0.027 1.37 0.49 0.016 0.112 0.784 0.039 1.29 0.09 0.016 0.083 0.789 0.034 1.39 0.41

ioio (2) 0.018 0.135 0.688 0.033 1.36 0.49 0.021 0.164 0.705 0.040 1.33 0.09 0.021 0.143 0.695 0.035 1.38 0.41
iiio (4) 0.016 0.105 0.735 0.030 1.36 0.49 0.019 0.137 0.731 0.040 1.38 0.09 0.019 0.115 0.739 0.035 1.38 0.41
iioo (2) 0.018 0.135 0.688 0.033 1.36 0.49 0.021 0.164 0.705 0.040 1.33 0.09 0.021 0.143 0.695 0.035 1.38 0.41
iooi (2) 0.018 0.135 0.688 0.033 1.36 0.49 0.020 0.168 0.727 0.040 1.20 0.09 0.021 0.143 0.695 0.035 1.38 0.41
oooi (4) 0.021 0.162 0.645 0.035 1.36 0.49 0.023 0.188 0.682 0.188 1.28 0.09 0.023 0.168 0.656 0.036 1.37 0.41

c-P6 ·T64+

oooo 0.026 0.203 0.548 0.044 1.33 0.51 0.026 0.229 0.601 0.050 1.38 0.39 0.029 0.233 0.535 0.050 1.33 0.38
iiii 0.012 0.060 0.803 0.031 1.13 0.24 0.010 0.051 0.911 0.027 1.00 0.37 0.013 0.073 0.853 0.035 1.02 0.17

ioio (2) 0.020 0.141 0.656 0.039 1.21 0.24 0.019 0.152 0.733 0.040 1.17 0.37 0.022 0.164 0.670 0.044 1.15 0.17
iiio (4) 0.016 0.108 0.728 0.035 1.14 0.24 0.015 0.105 0.818 0.034 1.09 0.37 0.017 0.123 0.766 0.039 1.08 0.17
iioo (2) 0.020 0.140 0.662 0.038 1.24 0.28 0.019 0.150 0.738 0.040 1.21 0.39 0.022 0.163 0.676 0.043 1.18 0.22
iooi (2) 0.020 0.131 0.656 0.038 1.29 0.59 0.019 0.150 0.735 0.040 1.20 0.44 0.022 0.159 0.657 0.045 1.19 0.46
oooi (2) 0.023 0.168 0.602 0.041 1.33 0.52 0.023 0.190 0.668 0.045 1.32 0.41 0.025 0.197 0.596 0.047 1.29 0.40

P3

c-P64+

oooo 0.024 0.206 0.598 0.043 1.36 0.63 0.024 0.231 0.643 0.049 1.44 0.48 0.027 0.231 0.583 0.048 1.35 0.44
iiii 0.011 0.075 0.823 0.026 1.24 0.29 0.008 0.068 0.917 0.021 1.07 0.50 0.013 0.099 0.845 0.034 1.17 0.13

ioio (2) 0.018 0.148 0.698 0.036 1.31 0.29 0.017 0.159 0.765 0.037 1.27 0.50 0.021 0.173 0.699 0.042 1.27 0.13
iiio (4) 0.015 0.111 0.753 0.031 1.31 0.29 0.013 0.116 0.837 0.029 1.18 0.50 0.017 0.137 0.754 0.039 1.25 0.13
iioo (2) 0.018 0.148 0.698 0.036 1.31 0.29 0.017 0.159 0.765 0.037 1.28 0.48 0.021 0.173 0.699 0.042 1.27 0.13
iooi (2) 0.018 0.153 0.706 0.036 1.25 0.29 0.017 0.159 0.765 0.037 1.27 0.50 0.020 0.176 0.725 0.040 1.22 0.13
oooi (4) 0.021 0.181 0.649 0.040 1.31 0.29 0.021 0.197 0.701 0.043 1.36 0.48 0.023 0.205 0.650 0.044 1.29 0.13

c-P6 ·T64+

oooo 0.025 0.184 0.568 0.038 1.32 0.56 0.027 0.205 0.608 0.042 1.33 0.28 0.028 0.195 0.574 0.039 1.31 0.33
iiii 0.014 0.060 0.774 0.033 1.24 0.47 0.017 0.102 0.771 0.042 1.19 0.10 0.018 0.080 0.761 0.041 1.23 0.24

ioio (2) 0.021 0.128 0.652 0.036 1.25 0.47 0.023 0.161 0.671 0.042 1.23 0.10 0.024 0.141 0.645 0.041 1.25 0.24
iiio (4) 0.017 0.096 0.710 0.035 1.25 0.47 0.020 0.138 0.730 0.042 1.15 0.10 0.021 0.114 0.706 0.040 1.20 0.24
iioo (2) 0.020 0.129 0.659 0.036 1.29 0.47 0.023 0.161 0.684 0.042 1.26 0.10 0.023 0.142 0.661 0.039 1.27 0.24
iooi (2) 0.020 0.129 0.659 0.036 1.29 0.47 0.023 0.153 0.662 0.044 1.39 0.28 0.024 0.138 0.649 0.041 1.34 0.33
oooi (4) 0.023 0.158 0.614 0.037 1.33 0.51 0.025 0.179 0.635 0.042 1.39 0.28 0.026 0.169 0.613 0.040 1.34 0.33

8



4.3 Global Aromaticity indices values

In this section, we have gathered different tables with aromaticity indices and images related to the global aromaticity
of the nanoring structure. In Tables S10 and S11, the MCI values of the linkers bridging the porphyrins are analyzed,
while in Tables S12 and S13, the aromatic pathways consisting of large conjugated chains along the whole belt structure
of the nanoring are given. Afterward, we present the 1245-index distribution plots, ACID plots, and NICS values.

Table S10 MCI (×1000) values for the six carbon atoms that form the linker bridging two porphyrins for c-P6, c-P64+, c-P66+, and c-P612+ calculated at
the B3LYP, CAM-B3LYP, and M06-2X/6-31G* levels of theory.

B3LYP CAM-B3LYP M06-2X
Species/Linker L1 L2 L3 L4 L5 L6 L1 L2 L3 L4 L5 L6 L1 L2 L3 L4 L5 L6

c-P6 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1
c-P64+ 7 7 2 7 7 2 20 4 4 20 4 4 14 14 2 14 14 2
c-P66+ 6 6 6 6 6 6 1 21 1 21 1 21 2 21 2 21 2 21
c-P612+ 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1

Table S11 MCI (×1000) values for the six carbon atoms that form the linker bridging two porphyrins for c-P6 ·T6, c-P6 ·T64+, c-P6 ·T66+, and c-P6 ·T612+

calculated at the B3LYP, CAM-B3LYP, and M06-2X/6-31G* levels of theory.

B3LYP CAM-B3LYP M06-2X
Species/Linker L1 L2 L3 L4 L5 L6 L1 L2 L3 L4 L5 L6 L1 L2 L3 L4 L5 L6

c-P6 ·T6 3 3 3 3 3 3 1 1 1 1 1 2 2 2 2 2 2 2
c-P6 ·T64+ 3 11 11 4 11 12 4 5 4 21 4 21 2 10 18 2 9 19
c-P6 ·T66+ 5 14 5 14 5 14 1 22 1 22 1 22 1 22 1 22 1 22
c-P6 ·T612+ 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1

Table S12 Aromaticity indices for several pathways of c-P6, c-P64+, c-P66+, and c-P612+ calculated at the B3LYP, CAM-B3LYP, and M06-2X/6-31G* levels
of theory.

B3LYP CAM-B3LYP M06-2X
pathway FLU BOA HOMA BLA AV1245 |AVmin| FLU BOA HOMA BLA AV1245 |AVmin| FLU BOA HOMA BLA AV1245 |AV min|

c-P6

ii ii ii ii ii ii 0.082 0.375 -0.116 0.061 1.23 0.57 0.097 0.431 -0.182 0.068 0.99 0.50 0.097 0.427 -0.172 0.069 1.01 0.52
oo oo oo oo oo oo 0.082 0.435 -0.190 0.073 1.48 0.19 0.096 0.493 -0.272 0.083 1.25 0.03 0.096 0.491 -0.286 0.082 1.26 0.04

oo ii oo ii oo ii 0.082 0.407 -0.161 0.067 1.37 0.19 0.097 0.464 -0.235 0.076 1.13 0.03 0.096 0.461 -0.240 0.076 1.14 0.04
oo oo ii oo oo ii 0.082 0.417 -0.172 0.069 1.41 0.19 0.096 0.474 -0.249 0.078 1.17 0.03 0.096 0.427 -0.257 0.078 1.18 0.04
oo oo oo ii oo oo 0.082 0.426 -0.182 0.071 1.45 0.19 0.096 0.484 -0.261 0.081 1.21 0.03 0.096 0.482 -0.273 0.080 1.22 0.04
oi oi oi oi oi oi 0.082 0.407 -0.161 0.067 1.37 0.19 0.097 0.464 -0.235 0.076 1.13 0.03 0.096 0.461 -0.240 0.076 1.14 0.04
oi io oi io oi io 0.082 0.407 -0.161 0.067 1.37 0.19 0.097 0.464 -0.235 0.076 1.13 0.03 0.096 0.461 -0.240 0.076 1.14 0.04
oi ii ii io ii ii 0.082 0.387 -0.133 0.063 1.28 0.19 0.097 0.443 -0.202 0.071 1.04 0.03 0.097 0.439 -0.197 0.072 1.06 0.04

c-P64+

ii ii ii ii ii ii 0.067 0.337 -0.033 0.062 1.87 0.83 0.073 0.361 -0.047 0.067 1.70 0.81 0.072 0.367 -0.035 0.069 1.79 0.68
oo oo oo oo oo oo 0.067 0.386 -0.111 0.067 1.55 0.08 0.072 0.404 -0.121 0.070 1.51 0.07 0.073 0.413 -0.140 0.071 1.53 0.01

oo ii oo ii oo ii 0.067 0.364 -0.081 0.065 1.70 0.08 0.072 0.384 -0.091 0.069 1.60 0.07 0.073 0.392 -0.098 0.070 1.65 0.01
oo oo ii oo oo ii 0.067 0.370 -0.089 0.065 1.65 0.08 0.072 0.382 -0.083 0.066 1.58 0.12 0.072 0.397 -0.107 0.070 1.61 0.01
oo oo oo ii oo oo 0.067 0.378 -0.101 0.066 1.60 0.08 0.073 0.400 -0.117 0.070 1.54 0.07 0.073 0.405 -0.124 0.070 1.57 0.01
oi oi oi oi oi oi 0.067 0.364 -0.081 0.065 1.70 0.08 0.072 0.384 -0.091 0.069 1.60 0.07 0.073 0.392 -0.098 0.070 1.65 0.01
oi io oi io oi io 0.067 0.364 -0.081 0.065 1.70 0.08 0.072 0.384 -0.091 0.069 1.60 0.07 0.073 0.392 -0.098 0.070 1.65 0.01
oi ii ii io ii ii 0.067 0.347 -0.053 0.063 1.81 0.08 0.072 0.367 -0.058 0.067 1.67 0.12 0.073 0.377 -0.063 0.070 1.74 0.01

c-P66+

ii ii ii ii ii ii 0.063 0.326 -0.017 0.062 2.03 0.94 0.073 0.379 -0.102 0.075 1.54 0.69 0.073 0.376 -0.092 0.075 1.61 0.74
oo oo oo oo oo oo 0.064 0.373 -0.098 0.066 1.41 0.10 0.072 0.408 -0.157 0.071 1.25 0.01 0.073 0.411 -0.177 0.072 1.26 0.00

oo ii oo ii oo ii 0.064 0.351 -0.066 0.064 1.70 0.10 0.073 0.394 -0.136 0.073 1.38 0.01 0.073 0.395 -0.145 0.073 1.42 0.00
oo oo ii oo oo ii 0.064 0.359 -0.079 0.065 1.60 0.10 0.073 0.399 -0.144 0.072 1.34 0.01 0.073 0.400 -0.157 0.073 1.36 0.00
oo oo oo ii oo oo 0.064 0.366 -0.089 0.065 1.50 0.10 0.072 0.404 -0.151 0.072 1.29 0.01 0.073 0.406 -0.168 0.072 1.31 0.00
oi oi oi oi oi oi 0.064 0.351 -0.066 0.064 1.70 0.10 0.073 0.394 -0.136 0.073 1.38 0.01 0.073 0.395 -0.145 0.073 1.42 0.00
oi io oi io oi io 0.064 0.351 -0.066 0.064 1.70 0.10 0.073 0.391 -0.158 0.073 1.45 0.01 0.073 0.391 -0.164 0.073 1.48 0.00
oi ii ii io ii ii 0.063 0.335 -0.036 0.063 1.91 0.10 0.073 0.383 -0.123 0.074 1.51 0.01 0.073 0.381 -0.119 0.074 1.56 0.00

c-P612+

ii ii ii ii ii ii 0.081 0.465 -0.285 0.090 1.42 0.09 0.107 0.579 -0.521 0.113 0.93 0.02 0.106 0.575 -0.518 0.113 0.97 0.03
oo oo oo oo oo oo 0.083 0.493 -0.403 0.089 0.71 0.03 0.106 0.587 -0.639 0.105 0.50 0.01 0.106 0.587 -0.662 0.105 0.51 0.01

oo ii oo ii oo ii 0.082 0.480 -0.355 0.089 1.04 0.03 0.106 0.583 -0.594 0.109 0.70 0.01 0.106 0.581 -0.603 0.109 0.73 0.02
oo oo ii oo oo ii 0.082 0.485 -0.372 0.089 0.93 0.03 0.106 0.585 -0.611 0.107 0.63 0.01 0.106 0.583 -0.624 0.108 0.65 0.02
oo oo oo ii oo oo 0.083 0.489 -0.388 0.089 0.82 0.03 0.106 0.586 -0.626 0.106 0.56 0.01 0.106 0.585 -0.643 0.106 0.58 0.01
oi oi oi oi oi oi 0.082 0.475 -0.351 0.088 1.09 0.02 0.106 0.581 -0.590 0.108 0.71 0.01 0.106 0.578 -0.600 0.108 0.74 0.01
oi io oi io oi io 0.082 0.477 -0.353 0.089 1.06 0.02 0.106 0.582 -0.592 0.108 0.70 0.01 0.106 0.580 -0.601 0.109 0.73 0.02
oi ii ii io ii ii 0.081 0.468 -0.310 0.089 1.31 0.03 0.106 0.579 -0.547 0.111 0.86 0.01 0.106 0.576 -0.549 0.111 0.90 0.02
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Table S13 Aromaticity indices for several pathways of c-P6 · T6, c-P6 · T64+, c-P6 · T66+, and c-P6 · T612+ calculated at the B3LYP, CAM-B3LYP, and
M06-2X/6-31G* levels of theory.

B3LYP CAM-B3LYP M06-2X
pathway FLU BOA HOMA BLA AV1245 |AVmin| FLU BOA HOMA BLA AV1245 |AVmin| FLU BOA HOMA BLA AV1245 |AV min|

c-P6 ·T6

ii ii ii ii ii ii 0.081 0.354 -0.138 0.064 1.25 0.42 0.096 0.412 -0.196 0.070 1.01 0.35 0.096 0.407 -0.189 0.071 1.03 0.37
oo oo oo oo oo oo 0.082 0.425 -0.235 0.073 1.44 0.16 0.096 0.484 -0.315 0.082 1.21 0.00 0.096 0.481 -0.324 0.081 1.22 0.01

oo ii oo ii oo ii 0.082 0.392 -0.197 0.069 1.35 0.16 0.096 0.451 -0.266 0.076 1.12 0.00 0.096 0.447 -0.270 0.076 1.13 0.01
oo oo ii oo oo ii 0.082 0.403 -0.212 0.070 1.38 0.16 0.096 0.462 -0.285 0.078 1.15 0.00 0.096 0.459 -0.291 0.078 1.16 0.01
oo oo oo ii oo oo 0.082 0.414 -0.224 0.071 1.41 0.16 0.096 0.473 -0.301 0.080 1.18 0.00 0.096 0.470 -0.308 0.079 1.19 0.01
oi oi oi oi oi oi 0.082 0.392 -0.196 0.069 1.36 0.16 0.096 0.450 -0.265 0.076 1.12 0.00 0.096 0.446 -0.269 0.076 1.14 0.01
oi io oi io oi io 0.082 0.392 -0.196 0.069 1.35 0.17 0.096 0.451 -0.266 0.076 1.11 0.01 0.096 0.447 -0.271 0.076 1.12 0.02
oi ii ii io ii ii 0.081 0.368 -0.161 0.066 1.28 0.18 0.096 0.426 -0.223 0.072 1.04 0.01 0.096 0.421 -0.221 0.073 1.06 0.03

c-P6 ·T64+

ii ii ii ii ii ii 0.068 0.328 -0.078 0.065 1.85 0.87 0.073 0.352 -0.094 0.070 1.67 0.75 0.073 0.006 -0.087 0.072 1.73 0.75
oo oo oo oo oo oo 0.069 0.383 -0.169 0.067 1.55 0.08 0.074 0.402 -0.184 0.070 1.49 0.06 0.074 0.409 -0.200 0.071 1.51 0.00

oo ii oo ii oo ii 0.068 0.357 -0.134 0.066 1.69 0.08 0.074 0.379 -0.149 0.070 1.57 0.08 0.074 0.385 -0.156 0.071 1.62 0.01
oo oo ii oo oo ii 0.069 0.369 -0.155 0.068 1.64 0.08 0.074 0.392 -0.172 0.072 1.53 0.06 0.074 0.397 -0.187 0.073 1.57 0.00
oo oo oo ii oo oo 0.069 0.374 -0.158 0.067 1.60 0.08 0.074 0.397 -0.179 0.071 1.51 0.06 0.074 0.402 -0.187 0.071 1.54 0.00
oi oi oi oi oi oi 0.068 0.357 -0.132 0.066 1.70 0.09 0.074 0.379 -0.146 0.070 1.58 0.06 0.074 0.385 -0.152 0.071 1.63 0.01
oi io oi io oi io 0.068 0.357 -0.133 0.066 1.69 0.09 0.074 0.379 -0.148 0.070 1.57 0.08 0.074 0.385 -0.156 0.071 1.61 0.00
oi ii ii io ii ii 0.068 0.339 -0.102 0.066 1.79 0.09 0.073 0.359 -0.109 0.069 1.64 0.13 0.073 0.366 -0.113 0.071 1.69 0.08

c-P6 ·T66+

ii ii ii ii ii ii 0.066 0.322 -0.088 0.066 1.92 0.81 0.075 0.379 -0.164 0.077 1.48 0.64 0.075 0.375 -0.157 0.077 1.54 0.65
oo oo oo oo oo oo 0.068 0.377 -0.173 0.066 1.43 0.04 0.074 0.409 -0.225 0.071 1.27 0.06 0.075 0.410 -0.240 0.071 1.28 0.05

oo ii oo ii oo ii 0.067 0.352 -0.140 0.066 1.66 0.04 0.075 0.395 -0.202 0.074 1.37 0.07 0.075 0.394 -0.209 0.074 1.40 0.07
oo oo ii oo oo ii 0.067 0.361 -0.153 0.066 1.58 0.05 0.074 0.399 -0.211 0.073 1.34 0.06 0.075 0.399 -0.221 0.073 1.36 0.05
oo oo oo ii oo oo 0.068 0.369 -0.163 0.066 1.50 0.04 0.074 0.404 -0.218 0.072 1.30 0.06 0.075 0.405 -0.232 0.072 1.32 0.05
oi oi oi oi oi oi 0.067 0.352 -0.138 0.066 1.66 0.05 0.074 0.395 -0.200 0.074 1.38 0.08 0.075 0.393 -0.207 0.074 1.41 0.05
oi io oi io oi io 0.067 0.347 -0.141 0.066 1.67 0.14 0.075 0.391 -0.216 0.074 1.43 0.07 0.075 0.390 -0.222 0.075 1.46 0.08
oi ii ii io ii ii 0.067 0.331 -0.109 0.066 1.83 0.14 0.075 0.384 -0.185 0.076 1.46 0.07 0.075 0.380 -0.183 0.076 1.51 0.08

c-P6 ·T612+

ii ii ii ii ii ii 0.082 0.425 -0.300 0.080 1.45 0.24 0.105 0.552 -0.523 0.106 0.95 0.01 0.104 0.544 -0.514 0.105 0.99 0.02
oo oo oo oo oo oo 0.082 0.449 -0.365 0.078 0.94 0.02 0.103 0.553 -0.609 0.098 0.70 0.01 0.103 0.550 -0.610 0.098 0.71 0.01

oo ii oo ii oo ii 0.082 0.438 -0.341 0.079 1.18 0.02 0.104 0.552 -0.577 0.102 0.82 0.01 0.104 0.547 -0.574 0.101 0.84 0.01
oo oo ii oo oo ii 0.082 0.443 -0.355 0.079 1.09 0.03 0.104 0.553 -0.594 0.101 0.77 0.02 0.104 0.549 -0.592 0.100 0.79 0.02
oo oo oo ii oo oo 0.082 0.446 -0.359 0.078 1.02 0.02 0.103 0.553 -0.600 0.099 0.74 0.01 0.103 0.549 -0.599 0.099 0.75 0.01
oi oi oi oi oi oi 0.082 0.439 -0.348 0.079 1.16 0.03 0.105 0.556 -0.601 0.102 0.78 0.01 0.105 0.550 -0.597 0.102 0.80 0.00
oi io oi io oi io 0.083 0.440 -0.354 0.079 1.14 0.02 0.104 0.554 -0.587 0.102 0.79 0.01 0.104 0.549 -0.584 0.101 0.82 0.00
oi ii ii io ii ii 0.083 0.431 -0.325 0.080 1.33 0.06 0.105 0.552 -0.544 0.105 0.90 0.01 0.104 0.545 -0.537 0.104 0.94 0.00

4.3.1 1245-index distribution plots

Figure S5 1245-index distribution including the individual MCI(1,2,4,5) values along the most aromatic path of c-P6, c-P64+, c-P66+, and c-P612+

calculated at the B3LYP/6-31G* level of theory.
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Figure S6 1245-index distribution including the individual MCI(1,2,4,5) values along the most aromatic path of c-P6, c-P64+, c-P66+, and c-P612+

calculated at the M06-2X/6-31G* level of theory.

Figure S7 Comparison of the 1245-index distributions including the individual MCI(1,2,4,5) values along the most aromatic path of c-P6 ·T6 calculated
at different levels of theory.
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Figure S8 Comparison of the 1245-index distributions including the individual MCI(1,2,4,5) values along the most aromatic path of c-P6 ·T64+ calculated
at different levels of theory.

Figure S9 Comparison of the 1245-index distributions including the individual MCI(1,2,4,5) values along the most aromatic path of c-P6 ·T612+ calcu-
lated at different levels of theory.
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Figure S10 1245-index distribution including the individual MCI(1,2,4,5) values along the most aromatic path of c-P66+, c-P66+with Ph substituents,
and c-P6 ·T66+calculated at the B3LYP/6-31G* level of theory.

Figure S11 1245-index distribution including the individual MCI(1,2,4,5) values along the most aromatic path of c-P66+, c-P66+with Ph substituents,
and c-P6 ·T66+calculated at the CAM-B3LYP/6-31G* level of theory.
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Figure S12 1245-index distribution along the most aromatic path of c-P66+, c-P66+with Ph substituents, and c-P6 ·T66+calculated at the M06-2X/6-31G*
level of theory.

4.3.2 ACID plots

ACID calculations were performed using the CSGT method with B3LYP and CAM-B3LYP density functional approx-
imations in combination with the 6-31G* basis set, including Grimme’s dispersion (no solvent model was employed).
In Figures S13 and S14, we present two perspectives of the ACID plots for the four oxidation states of the nanoring at
the B3LYP/6-31G* computational level. The former picture can be used to assess the local aromaticity of the porphyrin,
whereas the latter is useful in analyzing the global aromaticity of nanoring. Similar pictures of the CAM-B3LYP geometries
can be found in the manuscript.

Figure S13 ACID isosurface plots (isocontour value 0.06) for a) c-P6, b) c-P64+, c) c-P66+, and d) c-P612+ at the B3LYP/6-31G* level of theory (employed
for both geometry optimization and ACID calculation).
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Figure S14 ACID isosurface plots (isocontour value 0.06) for a) c-P6, b) c-P64+, c) c-P66+, and d) c-P612+ using B3LYP/6-31G* level of theory (employed
for both geometry optimization and ACID calculation).

4.3.3 NICS

NICS values calculated with CAM-B3LYP and B3LYP density functional approximations in combination with the 6-31G*
basis set. NICS(0,0) refers to the NICS value computed at the center of the nanoring (blue circle), whereas NICS(20,20)
corresponds to the NICS value calculated at point (20,20) (orange circle) of a frame centered at the center of the nanoring
with x- and y-axis pointing towards one linker and the center of a porphyrin, respectively (see Figure S15). Therefore,
(20,20) corresponds to a point outside the nanoring at a fairly large distance. The distance unit is Ångstroms (Å).

Species
CAM-B3LYP B3LYP

NICS(0,0) NICS(20,20) NICS(0,0) NICS(20,20)
c-P6 -1.68 -0.08 -1.42 -0.09

c-P64+ 0.88 -0.12 102.24 -6.46
c-P66+ -0.42 -0.01 -13.36 0.86
c-P612+ 0.47 0.02 1.37 0.08

Figure S15 & Table S14 NICS(0,0) and NICS(20,20) values.
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5 Aromaticity indices

In the present section, the aromaticity indices used in the manuscript will be briefly reviewed. Henceforth, we will use
the short-hand notation 1 ≡ (~r1,s1) to denote the coordinates of an electron and d1 ≡ d~r1,ds1 for the electron positions
and their derivatives. To provide a general expression, we will consider a molecule including at least one ring structure
consisting of n atoms, represented by the string A= {A1,A2, . . . ,An} and whose elements are ordered according to the
connectivity of the atoms in the ring.

First of all, we will define the delocalization index (DI)18,19,23 using the exchange-correlation density (XCD)49 between
points belonging to two different atoms A1 and A2,

d (A1,A2) = 2
Z

A1

Z

A2

d1d2rxc(1,2) =−2cov(NA1 ,NA2), (1)

where NA1 and NA2 are the atomic populations of atoms A1 and A2. The delocalization index is related to the covariance
of these populations and, for this reason, the DI is a measure of the number of electrons fluctuating between these atoms
concurrently. On the other hand, the localization index (LI) is defined as

l (A) =
Z

A

Z

A
d1d2rxc(1,2), (2)

where we integrate the two points of the XCD over the same atom A1.

Secondly, we define the geometric aromaticity indices: the so-called harmonic oscillator model of aromaticity (HOMA)50

and the bond-length alternation (BLA). Kruszewski and Krygowski defined the former, and they used bond-length refer-
ences, Ropt , to compare with the actual bond length of the ring structure:

HOMA(A) = 1− 1
n

n

Â
i

ai(ropt − rAi,Ai+1)
2, (3)

where rA,B is the distance between atoms A and B, and ai is an empirical constant fixed to give values close to one for
aromatic species and small or negative values for non-aromatic and antiaromatic species. The geometrical data of reference
(Ropt) is such that the compression energy of the double bond and the expansion energy of the single bond are minimal in
accordance with the harmonic potential model. The bond-length alternation indicator compares the bond-length among
the consecutive bonds along the perimeter of the ring,

BLA(A) =
1
2n

n

Â
i=1

|rAi,Ai+1 − rAi+1,Ai+2 |, (4)

where n1 = b(n+1)/2c and n2 = bn/2c, bnc being floor function of x, which returns the largest integer less than or equal to x.

We now consider the electronic aromaticity indices. The bond-order alternation (BOA) is one of the most popular
aromatic indicators, and it corresponds to the electronic structure analogous to BLA. BOA uses bond orders or electron-
sharing indices23 rather than the bond length,

BOA(A) =
1

2n

n

Â
i=1

|d (Ai,Ai+1)−d (Ai+1,Ai+2)|. (5)

Aromaticity indicators based on bond orders, such as BLA or FLU (see below), do not have a strong dependency on the
computational method used.51

Just as we had the electronic counterpart of BLA, we have the counterpart of HOMA, the aromatic fluctuation index
(FLU), which goes beyond the bond length information employed in HOMA.16,17 The FLU index also employs references
to measure the electron delocalization:

FLU(A) =
1
n

n

Â
i=1

✓
d (Ai)

d (Ai−1)

◆a ✓
d (Ai,Ai−1)−dre f (Ai,Ai−1)

dre f (Ai,Ai−1)

◆�2

(6)

where a is a simple function to ensure the first term in Eq. 6 is always greater or equal to 1,

a

(
1 d (Ai−1)≤ d (Ai)

−1 d (Ai)< d (Ai−1)
(7)
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and dre f (A,B) is the DI of an aromatic molecule of reference. For C-C bonds, benzene is used as a reference while the
C-N value is taken from pyridine.16 When the molecule is aromatic, the FLU index will be close to zero, whereas for
non-aromatic or antiaromatic species it will be greater than zero.

Giambiagi employed one of the most reliable electronic multicenter indices as an aromaticity index. This many-center
electron delocalization index (Iring) measures the delocalization along the ring:52

Iring(A) =
occ

Â
i1i2...in

Si1i2(A1)Si2i3(A2)...Sin,i1(An) (8)

and if one takes into account all the permutations of the atoms in the ring, thus including delocalization patterns across
the ring, we obtain the expression of the multicenter index (MCI):25

MCI(A) =
1

2n Â
P(A)

Iring(A) =
1
2n Â

P(A)

occ

Â
i1i2...in

Si1i2(A1)Si2i3(A2)...Sin,i1(An) (9)

where P(A) stands for the n! permutations of the elements in the string A. Like Iring, MCI gives large numbers for aromatic
species and the authors claim negative values for antiaromatic molecules.53 However, these two electronic indices are not
suitable for large (anti)aromatic molecules because they scale exponentially with the number of atoms in the ring and
present large numerical errors derived from the numerical integration of the atomic overlap matrices.

In order to solve the drawbacks of Iring and MCI, one of us defined the AV1245 index13 as the average value of the four-
atom MCI index between relative positions 1-2 and 4-5 constructed from every five consecutive atoms along the perimeter
of the ring. Lately, it has been seen that the average value could hinder some important values and that the minimal
value of the index, AVmin ,14,36 could be more useful. The AVmin value corresponds to the least delocalized fragment of the
ring. Aromatic molecules present large values of AVmin while non-aromatic molecules exhibit low values. Antiaromatic
molecules are more difficult to identify because they usually present intermediate values of AVmin . To identify the antiaro-
matic molecules, we could help ourselves using BOA values (if the species are smaller) or the 1245-index distributions
plots (from which the average value, AV1245, is obtained) along the ring (see e.g., Figure S12).

Finally, we have the magnetic aromaticity indices. When an (anti)aromatic species is exposed to an external field, this
field induces a p-electron ring current that can be measured to characterize the molecule either as an aromatic or an-
tiaromatic molecule. Aromatic molecules will show diatropic ring currents. On the contrary, the antiaromatic species will
present paratropic ring currents. The most important and popular magnetic index of aromaticity is the nucleus indepen-
dent chemical shift (NICS) due to Paul Schleyer and co-workers.27 NICS is defined as the negative value of the absolute
shielding computed at a certain point of the space. It is usually calculated at the center of the ring, NICS(0). However,
it could also be calculated in other important points (see e.g., Table S14), or one could calculate a NICS scan along some
region of the space to obtain a NICS grid plot (see manuscript).54 Negative values are a signature of aromaticity, whereas
positive values indicate antiaromaticity. Another well-known magnetic index is the Anisotropy of the Induced Current
Density (ACID)26. Using the ACID software,26 one can visualize ACID scalar field isosurfaces and the current density
vectors (see e.g. Figure S14).
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Basis set validation

To validate the basis set chosen for the optimization calculations, we compared the most
important distances (Cu–P and Cu–N) of the optimized geometry with the X-Ray data of two
photosensitizers.

Table S1. Cu–N and Cu–P bond distances in Ångstroms (Å) of PS8 and PS10 from experimental
data and computational data using B3LYP-GD3/LANL2DZ. We also include the difference between
the experimental and the computational values (Δd):

PS bond X-Ray distance optimized distance Δd

PS8

Cu–N1 2.107 2.090 0.016
Cu–N2 2.126 2.099 0.028
Cu–P1 2.222 2.376 0.154
Cu–P2 2.290 2.375 0.085

PS10

Cu–N1 2.075 2.096 0.021
Cu–N2 2.086 2.106 0.020
Cu–P1 2.294 2.394 0.100
Cu–P2 2.256 2.338 0.083
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As we can appreciate in Table S1, the optimized geometry presents Cu–P bond distances
longer than the Cu–N bond in comparison with experimental data. Nevertheless, both sets
of distances, the experimental and the computational, are in a reasonable agreement. Hence,
the basis set used for the geometry optimization of the complexes is good enough for the
present purposes. Even though the experimental data should be taken as a reference to the
computational calculations, one should bear in mind that the experimental data results from
several macroscopic measurements, which are the response of more than one molecule, and
the interaction between the solvent and the molecule plays a role. In contrast, computational
results are obtained from the treatment of only one molecule and to account for solvent effects
we performed simulations with the PCM model. In addition, there is always an uncertainty
associated to the measurement. Therefore, we do not expect, neither we pretend, to obtain an
absolute agreement of our computational data with the available experiment. Instead, we will
focus on obtaining a similar qualitative picture from both analyses.

Optimization of the attenuating parameter

As stated, the attenuating parameter has been optimized in order to obtain a more accurate
description of the UV-Vis absorption spectrum and to try the performance of LC-ωPBE-opt in
the redox potential calculations.

In the following table (Table S2), we have summarized the results obtained from the calcu-
lations of the optimization of the ω parameter. To obtain the ωopt value, the J* function should
be minimal.

All the optimization processes of the ω parameter required 17 or 18 optimization steps.
The number of steps that the script needs to optimize the attenuating parameter depends on
the initial range of ω that we have chosen and on the accuracy of the ω parameter requested.
Since most current calculations run in parallel, we have also performed calculations with four
cores and we have evaluated the cpu time per core of the optimization process and the spectra
calculations (see Table S2).
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Table S2. Cpu time/proc (h) of the whole ! optimization calculation and the calculation that allows
to simulate the UV-Vis spectrum. In addition, there is the number of basis functions used for each
photosensitizer using LANL2DZ basis set and the total SCF cycles of the optimization process:

PS
ωopt Total SCF spectrum calculation basis

cpu time/proc (h) cycles cpu time/proc (h) functions
PS1 34.3 1136 4.7 604
PS2 46.1 1410 6.9 672
PS3 46.0 1161 7.7 728
PS4 52.1 1244 10.0 798
PS5 128.3 2080 6.5 838
PS6 41.1 1045 5.5 630
PS7 35.0 904 4.5 698
PS8 41.0 955 9.7 754
PS9 56.5 1168 12.0 824
PS10 42.5 1067 9.5 642
PS11 65.0 1249 13.7 820
PS12 75.9 1448 8.4 728
PS13 67.8 1186 9.8 796
PS14 75.7 1149 12.3 852
PS15 80.7 1140 13.0 922
PS16 89.7 1125 10.2 962

Cpu time per core is the effective calculation time per core, which is the average time per
core when we split the total cost of a parallelized calculation. The time will increase with the
number of SFC cycles done, the number of basis functions, and the number of ω optimization
steps. We will assume that the number of ω optimization steps is constant in all the studied
complexes, as it barely changes from complex to complex. Overall, with the data of copper dyes,
we estimate that the simulation of UV-Vis absorption spectrum with ωopt is seven times more
expensive than the simulation of the same spectrum with the default value of the ω parameter.

In the following table, we have all important data of the ω parameter optimization process
for all the photosensitizers (copper and iridium families).
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Table S3. From left to right, ionization potential (IP) of the system with N electrons, the electron
affinity with N electrons (EA), the optimized attenuating parameter minimizing J*, the HOMO energy
of the system with N electrons (εHOMO(N)) and with N+1 electrons (εHOMO(N+1)), and the value of
J* function of PSs:

PS IP(N)(au) EA(N)(au) ωopt(au−1) εHOMO(N)(au) εHOMO(N+1)(au) J*(au)
PS1 0.3627 0.1155 0.2524 -0.3576 -0.1259 0.0116
PS2 0.3799 0.1528 0.2664 -0.3763 -0.1606 0.0086
PS3 0.3602 0.1148 0.2583 -0.3527 -0.1304 0.0173
PS4 0.3733 0.1426 0.2676 -0.3685 -0.1535 0.0120
PS5 0.4956 0.3151 0.2286 -0.4898 -0.3255 0.0120
PS6 0.3486 0.1145 0.2155 -0.3456 -0.1204 0.0066
PS7 0.3638 0.1467 0.2110 -0.3598 -0.1532 0.0076
PS8 0.3560 0.1174 0.2469 -0.3489 -0.1315 0.0158
PS9 0.3699 0.1309 0.2277 -0.3616 -0.1477 0.0188
PS10 0.3516 0.1296 0.2086 -0.3475 -0.1370 0.0084
PS11 0.2029 -0.0303 0.2811 -0.1961 0.0125 0.0190
PS12 0.3526 0.1193 0.2385 -0.3475 -0.1306 0.0124
PS13 0.3604 0.1503 0.2142 -0.3553 -0.1597 0.0106
PS14 0.3413 0.1203 0.2159 -0.3381 -0.1295 0.0097
PS15 0.3524 0.1442 0.2191 -0.3490 -0.1529 0.0094
PS16 0.4859 0.3065 0.2151 -0.4798 -0.3176 0.0127
PS17 0.3507 0.1462 0.2059 -0.3496 -0.1479 0.0020
PS18 0.3507 0.1570 0.2003 -0.3489 -0.1601 0.0036
PS19 0.3292 0.1176 0.1969 -0.3272 -0.1204 0.0034

Additionally, in Table S4, we have all important data of the ω parameter optimization
process for the cobalt catalyst family.

Table S4. From left to right, ionization potential (IP) of the system with N electrons, the electron
affinity with N electrons (EA), the optimized attenuating parameter minimizing J*, the HOMO energy
of the system with N electrons (εHOMO(N)) and with N+1 electrons (εHOMO()N+1)), and the value
of J* function of cobalt complexes family:

1X IP(N)(au) EA(N)(au) ωopt(au−1) εHOMO(N)(au) εHOMO(N+1)(au) J*(au)
1H 0.5327 0.2440 0.2447 -0.5037 -0.2902 0.0545

1CO2Et 0.5315 0.2456 0.2401 -0.5009 -0.2964 0.0593
1CN 0.5447 0.2546 0.2414 -0.5108 -0.3089 0.0640
1CF3 0.5467 0.2557 0.2446 -0.5135 -0.3084 0.0622
1Cl 0.5367 0.2495 0.2421 -0.5071 -0.2963 0.0554

1DMM 0.5238 0.2436 0.2500 -0.4976 -0.2841 0.0483
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As we can see, the J∗ function attains a minimum, but in any case is exactly zero because
we work with two systems, N and N+1 electron systems. To obtain a zero, the same parameter
ω should force the condition fulfilled by the exact functional in both systems simultaneously.

UV-Vis absorption spectra and redox potentials

Here we present the data of the UV-Vis absorption spectra of the copper photosensitizers
that have not been synthesized.

Table S5. For copper PSs, maximum wavelength (λ, in nm) corresponding to a CT excitation for
B3LYP and LC-!PBE-opt with LANL2DZ, and the reduction potentials (Eo

(CuI/Cu0)
(V)) with the

same functionals:

PS
λ max(nm) Eo

(CuI/Cu0)(V)
B3LYP LC-ωPBE-opt B3LYP LC-ωPBE-opt

PS1 424.99 360.15 -1.78 -1.58
PS2 506.07 403.65 -1.23 -1.19
PS3 435.12 361.95 -1.62 -1.56
PS4 481.08 379.46 -1.53 -1.46
PS5 524.66 450.01 -0.82 -0.76
PS6 428.85 376.91 -1.71 -1.66
PS7 507.95 435.70 -1.35 -1.27
PS9 452.34 362.92 -1.50 -1.55
PS12 405.62 337.96 -1.92 -1.61
PS13 529.19 453.61 -1.10 -1.09
PS14 440.47 402.13 -1.51 -1.46
PS15 504.24 426.82 -1.35 -1.29
PS16 503.45 450.31 -0.74 -0.75

For all the studied PS and the cobalt catalyst family we have plotted the UV-Vis absorption
spectrum with LC-ωPBE-opt (optimal value of ω), LC-ωPBE (default value of ω) and B3LYP
in combination with LAN2DZ in solvent phase.
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Figure S1. Simulated UV-Vis absorption spectra of PS1 with LC-!PBE-opt, LC-!PBE, and B3LYP
functionals. The spectra are plotted using a standard deviation of 0.4eV. For LC-!PBE-opt functional,
we have also plotted the orange vertical lines corresponding to the different vertical excitations.
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Figure S2. Simulated UV-Vis absorption spectra of PS2 with LC-!PBE-opt, LC-!PBE, and B3LYP
functionals. The spectra are plotted using a standard deviation of 0.4 eV. For LC-!PBE-opt functional,
we have also plotted the orange vertical lines corresponding to the different vertical excitations.
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Figure S3. Simulated UV-Vis absorption spectra of PS3 with LC-!PBE-opt, LC-!PBE, and B3LYP
functionals. The spectra are plotted using a standard deviation of 0.4 eV. For LC-!PBE-opt functional,
we have also plotted the orange vertical lines corresponding to the different vertical excitations.
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Figure S4. Simulated UV-Vis absorption spectra of PS4 with LC-!PBE-opt, LC-!PBE, and B3LYP
functionals. The spectra are plotted using a standard deviation of 0.4 eV. For LC-!PBE-opt functional,
we have also plotted the orange vertical lines corresponding to the different vertical excitations.
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Figure S5. Simulated UV-Vis absorption spectra of PS5 with LC-!PBE-opt, LC-!PBE, and B3LYP
functionals. The spectra are plotted using a standard deviation of 0.4 eV. For LC-!PBE-opt functional,
we have also plotted the orange vertical lines corresponding to the different vertical excitations.
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Figure S6. Simulated UV-Vis absorption spectra of PS6 with LC-!PBE-opt, LC-!PBE, and B3LYP
functionals. The spectra are plotted using a standard deviation of 0.4 eV. For LC-!PBE-opt functional,
we have also plotted the orange vertical lines corresponding to the different vertical excitations.
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Figure S7. Simulated UV-Vis absorption spectra of PS7 with LC-!PBE-opt, LC-!PBE, and B3LYP
functionals. The spectra are plotted using a standard deviation of 0.4 eV. For LC-!PBE-opt functional,
we have also plotted the orange vertical lines corresponding to the different vertical excitations.
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Figure S8. Simulated UV-Vis absorption spectra of PS9 with LC-!PBE-opt, LC-!PBE, and B3LYP
functionals. The spectra are plotted using a standard deviation of 0.4 eV. For LC-!PBE-opt functional,
we have also plotted the orange vertical lines corresponding to the different vertical excitations.
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Figure S9. Simulated UV-Vis absorption spectra of PS12 with LC-!PBE-opt, LC-!PBE, and B3LYP
functionals. The spectra are plotted using a standard deviation of 0.2 eV. For LC-!PBE-opt functional,
we have also plotted the orange vertical lines corresponding to the different vertical excitations.
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Figure S10. Simulated UV-Vis absorption spectra of PS13 with LC-!PBE-opt, LC-!PBE, and
B3LYP functionals. The spectra are plotted using a standard deviation of 0.2 eV. For LC-!PBE-
opt functional, we have also plotted the orange vertical lines corresponding to the different vertical
excitations.
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Figure S11. Simulated UV-Vis absorption spectra of PS14 with LC-!PBE-opt, LC-!PBE, and
B3LYP functionals. The spectra are plotted using a standard deviation of 0.2 eV. For LC-!PBE-
opt functional, we have also plotted the orange vertical lines corresponding to the different vertical
excitations.
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Figure S12. Simulated UV-Vis absorption spectra of PS15 with LC-!PBE-opt, LC-!PBE, and
B3LYP functionals. The spectra are plotted using a standard deviation of 0.2 eV. For LC-!PBE-
opt functional, we have also plotted the orange vertical lines corresponding to the different vertical
excitations.
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Figure S13. Simulated UV-Vis absorption spectra of PS16 with LC-!PBE-opt, LC-!PBE, and
B3LYP functionals. The spectra are plotted using a standard deviation of 0.2 eV. For LC-!PBE-
opt functional, we have also plotted the orange vertical lines corresponding to the different vertical
excitations.
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Figure S14. Simulated UV-Vis absorption spectra of 1H with LC-!PBE-opt, LC-!PBE, and B3LYP
functionals. The spectra are plotted using a standard deviation of 0.2 eV. For LC-!PBE-opt functional,
we have also plotted the orange vertical lines corresponding to the different vertical excitations.
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Figure S15. Simulated UV-Vis absorption spectra of 1CO2Et with LC-!PBE-opt, LC-!PBE, and
B3LYP functionals. The spectra are plotted using a standard deviation of 0.2 eV. For LC-!PBE-
opt functional, we have also plotted the orange vertical lines corresponding to the different vertical
excitations.
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Figure S16. Simulated UV-Vis absorption spectra of 1CN with LC-!PBE-opt, LC-!PBE, and B3LYP
functionals. The spectra are plotted using a standard deviation of 0.2 eV. For LC-!PBE-opt functional,
we have also plotted the orange vertical lines corresponding to the different vertical excitations.
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Figure S17. Simulated UV-Vis absorption spectra of 1CF3 with LC-!PBE-opt, LC-!PBE, and
B3LYP functionals. The spectra are plotted using a standard deviation of 0.2 eV. For LC-!PBE-
opt functional, we have also plotted the orange vertical lines corresponding to the different vertical
excitations.
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Figure S18. Simulated UV-Vis absorption spectra of 1Cl with LC-!PBE-opt, LC-!PBE, and B3LYP
functionals. The spectra are plotted using a standard deviation of 0.2 eV. For LC-!PBE-opt functional,
we have also plotted the orange vertical lines corresponding to the different vertical excitations.
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Figure S19. Simulated UV-Vis absorption spectra of 1DMM with LC-!PBE-opt, LC-!PBE, and
B3LYP functionals. The spectra are plotted using a standard deviation of 0.2 eV. For LC-!PBE-
opt functional, we have also plotted the orange vertical lines corresponding to the different vertical
excitations.
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