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Abstract— The work developed has as Dbasis the
networks/protocols described in the standard IEC 62439-3
Industrial automation networks - High availability automation
networks: PRP and HSR. The similarities of both networks and
a software implementation over Linux of PRP protocol have
been the starting points taken for this work. A prototype of a
HSR node has been developed; this prototype was proved over
some virtual machines connected in a ring network as the
standard states and achieved the target of seamless availability.
Then it has been ported over an FPGA to validate the system in
a FPGA/PC heterogeneous network.

L. INTRODUCTION

In many industrial applications it is increasingly necessary
to have networks with zero recovery time when an error
occurs in the network. There are different methods in which,
with some redundancy, the communication is recovered from a
fault in the network; this recovery takes some time, and even if
it is short, it could be unacceptable for some applications, for
example in electric substations. To find out a solution, IEC
62439 series studies and proposes several alternatives of
redundancy but only two of them provide zero time recovery
from a fault in the network. More concretely the IEC 62439-3
[1] presents these two solutions: Parallel Redundancy Protocol
(PRP) and High Availability Seamless Redundancy (HSR).

These two proposals are compatible with the Ethernet
standard IEEE802.3 [2] and they are based on the introduction
of a Link Redundancy Entity (LRE) which manages the
redundancy included by the methods, described in the
following sections, in a transparent way to all upper OSI layers.

This article firstly analyzes the state of the art, explains the
redundancy solutions proposed in IEC 62439-3 for high availability
seamless redundancy and actual implementations. Then
comparisons, measurements and implementation work are presented
and, at the end, conclusions and future work can be found.

11. STATE OF THE ART

The standard TEC62439 series considers two different
classes of network redundancy [3], [4]:
¢ Redundancy managed within the network
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e Redundancy managed in the end nodes

Redundancy managed within the network offers redundant
links and switches, but nodes are singly attached to the switches
through no redundant links. Only part of the network is redundant
and is normally inactive, so that requests some insertion delay.

Redundancy Managed within the end nodes adds several
communication links to the end nodes. Parallel networks or paths
provide high availability seamless recovery for those applications
that need it and, in this case, the unique non-redundant elements
are the nodes themselves.

That kind of methods for industrial automation networks have
been studied for last years [3], [5], [6]. In this work, two of the
most promising parallel network approaches collected in IEC
62439-3 standard are covered, these are PRP and HSR [1].

A. Parallel Redundancy Protocol (PRP)

PRP obtains high availability introducing two networks which
function in parallel. Figure 1 shows a basic PRP network topology.
The main elements are the nodes linked to two networks: Doubly
Attached Node with PRP (DANPs), which duplicate information
and send it through the two different links. If any fault happens in
one of the networks the communication continues over the other
one without loss of information. Exchange for this availability, two
networks must be maintained and managed; besides, duplicated
information must be handled and discarded. For discard duplicates
the standard proposes an algorithm, but doesn’t discard other
possibilities.
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Figure 1.

In a PRP topology, nodes connected only to one of the
networks are accepted. These are named SAN (Single
Attached Nodes), but these nodes can only interchange
information with nodes connected to the same network. Other
possibility is to connect this kind of node to the two networks,
using a RedBox (Redundancy Box) which manages frames

used in the PRP network.

PRP is based on redundancy at OSI level 2 (Link). A new
layer is introduced in the communication stack, LRE. This
entity manages all functions,
algorithms, so that for upper layers PRP works as a simple

Ethernet interface.

In order to achieve its functions PRP adds some octets to
the link frame. This new field is called RCT (Redundancy

Control Trailer).

Figure 2 represents the PRP frame with the RCT appendix
attached. It is compound by Sequence Number, LAN Identifier
and LSDU Size [1]. For SANSs, this RCT is simple padding.
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B.  High Availability Seamless Redundancy (HSR)

HSR overcomes one of the main disadvantages that PRP
suffers. The idea is achieving the same redundancy result but
using a unique network. In this case, there is one network but
two paths from source to destination.
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Figure 3. Unicast envy in a HSR network.

The basic network topology of HSR is a ring, Figure 3
presents this topology. The network nodes are identified as

Doubly Attached Switching Nodes with HSR (DANHSs). Each one
is connected to the two nodes next to it so that in the same way as
in PRP, frames are duplicated and sent over different paths.

HSR does not admit SANs because those can not resend
frames and can not be connected in both directions. If a SAN need
to be connected to the network HSR RedBox, which implements
the functions needed, shall be introduced.

HSR also applies redundancy at layer 2. A specific LRE is
defined for HSR and implements HSR functions of managing
frames, forwards, duplications, discards, etc. thus HSR is
transparent for upper layers [5] and is compatible with the Ethernet
standard.

Now instead of a trailer (RCT), LRE adds a HSR tag composed
of 6 octets, this tag is inserted just after addresses in the frame
allowing the localization of a HSR frame by finding the correct
EtherType. Figure 4 represents HSR frame with HSR tag.
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Figure 4. HSR frame with HSR tag.

The standard contemplates not only the use in rings but also in
other network structures, as for example with parallel networks, the
interconnection between PRP and HSR networks, interconnection
between more rings and rings of rings using QuadBoxes [1], [6]. A
QuadBox has 4 ports and makes it possible to interconnect two HSR
Rings using 2 ports for each ring. It manages frames and duplicates
of each ring and resends them to the other one. In this configuration
the QuadBox conducts the traffic, but to avoid single point failure
vulnerability rings should be connected in two different points using
two of them.

The discard algorithm must take into account circulating frames
[1]. Those frames could appear when a multicast frame lost its source,
or when an unicast frame lost source and destination. In these cases
frames would continue to circulate around the ring. This situation
must be avoided, so that more algorithms are being studied [7].

In applications which time delays are critical, HSR should work
in cut-through mode to reduce delay. In this situation, after
destination field, source address and sequence number are received
and the frame is confirmed to be forwarded the node begins
forwarding the frame over the other line [1], [7].

Another remarkable feature of HSR and PRP is that multicast
supervision frames are send by every nodes so that all the nodes
have an updated table of the network [1].

C. Current Implementations

There are implementations and groups studying and
developing different parts of the standard.

The InES, Institute of Embedded Systems [8] of the Zurich
University of Applied Sciences (ZHAW) offers some solutions for
PRP. PRP Software stack which communicates upper layers with
two physical links by a virtual network device. PRP manages



Ethernet frames generating and discarding duplicates, adding
and removing RCT trailer and, on the other hand it supervises
networks and physical redundancy. InES offers this PRP
implementation for Linux in User Space and in Kernel Space.
This group has developed an IP core (Intellectual Property
core) with RedBox functionality. This IP core is designed for
Altera FPGA and uses Linux over a soft-processor. For
evaluation purposes a board suitable for PRP RedBox is
offered too [9].

In the field of HSR InES is working in a design of an
HSR RedBox to be offered as an IP core like with PRP. As
commented before new algorithms have been studied in [7]
to manage duplicated and circular frames obtaining some
simulations and successful results in tests made.

Ruggedcom [10] offers the development of PRP and HSR
to clients in its web.

Lattice Semiconductor Corporation [12] and Flexibilis Oy
[13] offers an FPGA Ethernet switch IP cores with HSR
support. Those IP cores are for Lattice FPGAs (LatticeEPC3).
They announced the immediate availability of the Flexibilis
Ethernet Switch (FES) IP cores.

Hirschmann [15] (a Belden [16] brand) offers RSP
switches optimized for the type of data communication used in
the electricity supply industry, usable too in many other areas.
Those switches support PRP and HSR.

II1. RELIABLE ETHERNET IMPLEMENTATIONS ON VIRTUAL
MACHINES

The implementations of HSR and PRP networks have been
done using virtual machines. Those virtual machines have
been implemented over VirtualBox 4.0.4 and use GNU-Linux
(Ubuntu 10.04 and 10.10) operating system. Wireshark 1.2.7
has been used to analyze frames interchanged between the
machines and to see duplications, forwards, HSR tags, RCT
trailers, supervision frames, etc.

A. HSR Implementation

In order to build a suitable test framework a HSR network
is implemented in some virtual machines connected in a ring.
Every machine has two Ethernet ports connected to the
previous one and the other to the next one in the ring; the last
one is connected to the first one, thus closing the ring.

The basic setup is depicted in the Figure 5. The ring is
composed of three machines:
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Figure 5.

The implemented network has the basic functionalities of an
HSR network and achieves the high availability seamless
communication between the machines. In order to do that it uses a
software solution which manages frames in the link layer:

e  Frames are properly sent and received.

e Duplicated frames are properly removed in the destination.

e  Multicast frames are resent by every nodes unless the
source one.

e Communication is not interrupted if one of the nodes
between source and destination falls down, achieving the
issue of high availability of this kind of network.

Figure 7 shows the frame flow interchange by one of the
machines, DANHI1, with the other two machines next to it
through its two links when machine 1 makes a ping to 3 and the
ring functions properly. In “b” and “c” the same frame is
selected, it is a ping request and has the HSR Tag with the same
sequence number, in “a” the same frame delivered by upper
layer without HSR tag is selected. Just below this frame in three
cases is the reply, which is received through two links but only
one of them, of the two ports, is delivered to upper layer after
removing HSR tag, which appears in every frames of “b” and
“c”.

On the other hand, in two links, “c” and “b”, some packets
appear which are not passed to upper layers. Those multicast
packets (destination 01:15:4e:00:01:00 as standard states) are
supervision frames, in each link appears two per node in the
network, one on each direction.

The key feature of HSR is network redundancy. In the
following experiment, the link between nodes 1 and 3 fails as
sketched in Figure 6. :
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Figure 6.

The results of this experiment are summarized in Figure 8. The
same ping request packet has been made. The reply to the ping
appears only in one of the links, the one connected to the second
machine (DANH2) “a”, through which the communication flows.
The fault in the ring is transparent for upper layers. In two cases
the ping request/reply is made perfectly and upper layers do not
know what happen in lower layers, the behavior for upper layers is
the same in both cases (Figure 7a) with and without fault.

As it can be seen, in Figure 8, only one supervision frame per
node appears in each link, it is because in each direction only
flows one frame and doesn’t continue because of the broken link.



As it can be seen the same frame

with HSR tag has 6bytes more

than the original one.

LSDU Size:

104B captured - (2x6)B addresses

No..  Time Source Destination Protocol Info
15 7.012090 192.168.0.1 192.168.0.3 ICHP Echo (ping) request
16 7.015328 192.168.0.3 192.168.0.1 ICHP Echo (ping) reply
17 8.019109 192.168.0.1 192.168.0.3 ICHP Echo (ping) request
18 8.031457 192.168.0.3 192.168.0.1 ICHP Echo (ping) reply

[ 19 9.622781 192.168.6.1 192.168.0.3 TCHP Echo (ping) request
20 9.031456 192.168.0.3 192.168.0.1 ICHP Echo (ping) reply
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b) Link between machine 1 and 2. c) Link between machine 1 and 3.

Figure 7. Frames interchanged by DANHI1 through two links in HSR ring.
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a) Link between machine 1 and 2. b) Link between machine 1 and 3 broken .
Requests and replies can be observed. There is no reply.
Figure 8. Frames interchanged by DANH1 through two links in HSR ring when one link in the ring is broken (between 1 and 3).

An equivalent set up has been made with a PRP network. In
this case, three virtual machines were been connected to two
parallel networks. The first machine DANP1 made a ping to

DANP3 tha
Figure 9.

In Figure 11, ping requests and replies can be observed in each
link but only one is delivered from/to upper layers.

After this ping operation, the link of the DANP3 to the LAN
b is broken, Figure 10. In upper layers there is no variation
(Figure 11a) but if the link of machine 1 to LAN b is analyze it
can be seen that there are only requests but not replies, as it can
be notice in Figure 11.

B. PRP Implementation

t replies through 2 LANSs. This setup is presented in

Figure 9.
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Figure 10.  PRP network implemented using 3 virtual machines.

PRP network implemented using 3 virtual machines. Link between DANP3 and LAN b is broken.
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54 13‘(7031% CadmusCo_0f:72: Tec 00:01:60 Redund: y Protocol (I' cadnusCo Of: Iec 00:01:00 b
55 14 1710Mf Cadmiccn A0.80.23 Ter 00:n1.00 11el Badundancu Dratacal (1 . v

Codmicfo 00.00.25 Toc on.on.on

Frame 5un wire, 162 bytes captured)
Ethernet II, Src: CadmusCo @ 2:69 (08:6¢ 7:0f:72:69), Dst: CadmusCo_30:cl:4c (03067

+

+

+ Internet Protocol, Src: 192.168.6.1 (192.168.6.1), Dst: 192.168.0.3 (192.168.8
+ Internet Control Message Protocol

0000 68 86 27 30 cl 4c 68 86 27 Of 72 69 68 60 45 00 0000 08 00 27 69 68 80 45 00

0016 ©0 54 00 00 40 00 40 61 b9 54 cO ag 00 o .@. . 0010 00 54 00 00 40 00 40 01 €0 a8 00 0l c@ a8
0020 00 03 08 00 72 07 62 88 00 0a 4 8020 00 03 08 86 72 67

0030 62 60 08 69 Ba Ob Oc 0d Be OF 15 e 0030 02 06 08 09 0a Bb 6e Of 10 11 12 13 14 15 .
0048 16 17 18 19 1a 1b 1c 1d 1le 2324 25 s 0040 16 17 18 19 1a 1b le 1f 20 21 22 23 24 25 L1
0056 26 27,28 29 24247 2f 36 31 32 33 34 35 ./812345 0050 26 27 28 29 2a 2b 2e 2f 30 31 32 33 34 35 ./012345
0060 36 37 . . 0060 36 37 67. .X -
b) Link of DANP1 with LAN a. c¢) Link of DANP1 with LAN b.
Figure 11.  Frames interchanged by DANP1 through two links in PRP network.
No. . Time Source Destination Protocol  Info 4 No..  Time Source Destination Protocol  Info =
28 /.633218 192.168.0.3 192.168.0.1 ICWP Ecno (ping) reply — 5 ” - R— —
29 8.033539 192.168.0.1 192.168.0.3 cMP Echo (ping) request .798339 CadmusCo of: Iec 0x88fb  Pal qU.eW_. Redundancy Protocol (IEC6243§
NS RO ToTseTerTt () R .031761 192.168.0.1 192. IW  Echo (ping) request
31 8.256174 CadmusCo 09 Tec 06:01.00 rallel Red Protod .933502 192.168.6.1 192. ICMP  Echo (ping) request
32 5.838261 CadmusCo of Tec 00:01:00 el Red Protod 8.256124 CadnusCo 89:e9:2a Iec > Parallel Redundai
33 8.978138 CadmusCo 30:cl:4c Tec 00:01:00 parallel Redun Proto. 8.858316 CadmusCo_07:72:69 Tec Parallel Redunda
34 9.038173 192.168.0.1 192.168.0.3 Echo (ping) request 9.638636 192.168.6.1 192. Echo (ping) request
35 9.042549 192.168.6.3 192.168.6.1 Echo (ping) reply 16.660045 192.168.0.1 192. Echo (ping) request
36 10.059786 192.168.0.1 192.168.0.3 Echo (ping) request ] 10.325970 CadmusCo Lec arallel Redundancy
37 10.060141 192.168.60.3 192.168.6.1 Echo (ping) reply 16.963059 CadmusCo Tec
38 10.326066 CadmusCo B9:e@:2a Iec 06:01:00 r Protod 12.388578 CaduusCo Lec
39 10.903119 CadmusCo 0f:72:69 Iec 00:01:00 Protoc, }ffji?{f f“i[bff Tec .

Lo 26 Toc 00-01.00

Frame 36 (162 bytes on wire, 102 bytes captured)

Ethernet II, Src: CadmusCo_8:72:69 (8:00:27:0:72:69), Dst: CadmusCo 30:cl:4c (08:00:27:
Internet Protocol, Src: 192.168.6.1 (192.168.6.1), Dst: 192.168.0.3 (192.168.6.3)

Internet Control Message Protocol

Frame 21 (162 bytes on wire, 162 bytes captured)

Ethernet II, Src: CadmusCo @f:72:69 (08:00:27:0F:72:69), Dst: CadmusCo_30:cl:4c (08:60:27:30:cC1:4c)
Internet Protocol, Src: 192.168.8.1 (192.168.0.1), Dst: 192.168.6.3 (192.168.6.3)

Internet Control Message Protocol

ok
i

0000 08 €0 27 30 cl 4c 68 60 27 6f 72 69 08 00 45 €0
0010 00 54 00 00 40 00 40 01 b9 54 cO a8 00 €1 co a8
0020 80 ©3 08 00 38 c4 4C 09 00 Pa 06 48 f7 4d 80 8
0030 Oa €0 08 ©9 6a 6b 6c 6d Oe 6f 10 11 12 13 14 15

0000 ©8 00 27 30 cl 4c 08 6@ 27 6f 72 69 08 00 45 06
0010 GO 54 00 00 40 00 40 01 b9 54 cO a8 00 O1 cO a8
0020 0O 03 08 00 38 c4 4c 09 00 @a 86 48 17 4d 80 Bf
0030 ©a 00 68 09 ©a 6b 6c 6d Be 6f 16 11 12 13 14 15

@046 16 17 18 19 1a 1b 1c 1d le 1f 20 21 22 23 24 25 T 0040 16 17 18 19 la 1b lc 1d le 1f 20 21 22 23 24 25 e
0056 26 27 _28 29 2c 2d 2e 2f 36 31 32 33 34 35 &' ()*+,- ./012345 0050 26 27 28 29 2a 2b 2c 2d 2e 2f 30 31 32 33 34 35 ./812345
0060 36 37 67...X . 0060 36 37
a) Link of DANP1 with LAN a. There are reauests and renlies. b) Link of DANP1 with LAN b. Link of DANP3 with LAN b broken.
There is no reply.

Figure 12.  Frames interchanged by DANP1 through two links in PRP network when the link of DANP3 with LAN b is broken.

. been compiled for Petalinux 1.4 [11] to be run in a System-on-
C. Comparisons Programmable-Chip (SoPC) with a soft-processor MicroBlaze.
In both cases, PRP and HSR over virtual machines, This SoPC is implemented in a Spartan Xilinx FPGA,
communication is maintained in a transparent way for upper specifically XC6SLX45T. The evaluation board used for the
layers even if a failure in one link happens, as it was expected.  evaluation is the SP605. In order to give two new Ethernet ports
So that, both software implementations provide high availability needed a module with two Ethernet ports has been added (ISM
seamless communication against a single failure in the network.  Networking FMC Module).
PetaLinux is a System Development Kit (SDK) specifically
Iv. RELIABLE ETHERNET IMPLEMENTATION OF HSR ON targeting FPGA-based System-on-Programmable-Chip designs
XILLINX FPGA for Embedded Linux on Xilinx FPGAs. Containing tools to
Once the set up with virtual machines running in PC build, develop, test and deploy Embedded Linux on FPGA
machines has shown the expected behavior, HSR software has projects of programmable logic and Embedded Linux.



The design developed with Xilinx SDK 12 software for the
FPGA includes the following elements:

e Microblaze: A Xilinx 32-bit RISC Harvard architecture
soft processor core with a rich instruction set optimized
for embedded applications. [14].

e Digital Clock Manager (DCM): The Clock Generator
provides clocks according to system wide clock requirements.

e MicroBlaze Debug Module (MDM): Enables JTAG-
based debugging of one or more MicroBlaze processors.

e 3 Ether Lite MAC: One to communicate the FPGA with
a PC to load the program to microblaze, and another two
to implement HSR communication.

e RS232 UART: To provide RS232 communication.

The entire system takes up the resources summarized in Table 1.

TABLE L HSR BASIC IMPLEMENTATION ON A SPARTAN-6 FPGA
(XC6SLX45T)
Resource type Resource utilization
Slice LUTs 6729 (24%)
Slice Registers 6177 (11%)
Occupied Slices 2841 (41%)
16B BlockRAM 17 (14%)

This FPGA running has been probed with two PC running
the same HSR software, looking results in one of the computers
with Wireshark and having similar results as with virtual
machines. The setup (Figure 13. is similar to the one seen with
virtual machines, now DANH1 and DANH2 are 2 different PCs
and the third one, DANH3, is an FPGA running the HSR

software in an embedded system.
DANH3

DANH2 (FPGA)

Figure 13.  HSR ring implemented using 2 PCs and an FPGA running the

HSR software.

When DANH1 made a ping to DANH2 alternatively the links
DANHI1-DANH2 and DANHI1-DANH3 where disconnected and
ping replies where maintained, that is to say, communication
was maintained in a transparent way for upper layers in spite of
broken links.

V. CONCLUSIONS AND FUTURE WORK

The comparison of PRP and HSR experiments over virtual
machines shows how two solutions get the high availability of
the communication with zero time recovery.

The step given in this work with the HSR implementation
would be the basis for a complete implementation of the whole
HSR standard and coming new version. The basic functions of
the HSR have been developed, and tested. For future works there
should be implemented and added more functions of the
standard, as deleting circulating frames, to obtain a better and
whole HSR software implementation. With this software version
as basis Redboxes could be developed to function over an FPGA
and easily connect a SAN to an HSR network.

A software solution in a PC or into an FPGA could be
appropriate for those applications in which time is not critical,
but availability is. For those applications where time must be
taken in concern some tasks should be taken out from software
to execute on hardware to obtain better rate results as the
standard states with the cut-through mode.
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