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project manager ever and for solving all the bureaucracy and administrative prob-
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In this thesis new numerical methods are presented for the analysis of models in

population dynamics. The methods approximate equilibria and bifurcations in a

certain class of so called structured population models.

Chapter 1 consists of an introduction to structured population dynamics,

where the state of the art is presented through a classical consumer-resource model

[44]. The necessity of new numerical methods for analyzing structured population

models is discussed and motivated by their applications to life sciences.

In Chapter 2 [44] is extended to a more general class in which a structured

population with a unique state at birth interacts with an environment of unstruc-

tured populations and interaction variables. Equilibrium types are defined, the

model is linearized and a characteristic equation is obtained. Finally, a discussion

about equilibria and bifurcations under parameter variation is included.

In Chapter 3 a new pseudospectral method for the computation of eigenvalues

of linear VFE/DDE systems is presented. The technique consists of constructing a

finite approximation of the infinitesimal generator of the solution semigroup. The

spectral convergence of the method is proved, and a piecewise variation which

speeds up the computations presented and validated with toy models. An exten-

sion to deal with structured population models is proposed and validated with

the model in [44].

Chapter 4 is devoted to the numerical continuation of equilibrium branches

and bifurcation curves under parameter variation for models of the class presented

in Chapter 2. A new technique for the curve continuation is presented, where

a reduction of the dimension and a simplification of the equilibrium conditions

result in new test functions for the detection of transcritical bifurcations, reducing

the computational cost. The methods were implemented in the development of

routines that were tested and validated with models from the literature.
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En esta tesis se presentan nuevos métodos numéricos para el análisis de modelos

en dinámica de poblaciones. Los métodos aproximan equilibrios y bifurcaciones

en una clase de modelos conocidos como modelos de poblaciones estructuradas.

El Caṕıtulo 1 consta de una introducción a la dinámica de poblaciones en la que

el estado del arte se presenta a través de un modelo clásico de consumidor-recurso

[44]. Se plantea la necesidad de nuevos métodos numéricos para el análisis de

modelos de poblaciones estructuradas, teniendo como motivación las aplicaciones

a ciencias de la vida.

En el Caṕıtulo 2 se extiende [44] a una clase más general en la que una pobla-

ción estructurada con un único estado de nacimiento interactúa con un entorno de

poblaciones no estructuradas y variables de interacción. Se definen tipos de equili-

brio, se lineariza el modelo y se obtiene la ecuación caracteŕıstica. Para terminar,

se argumenta el análisis de equilibrios y bifurcaciones variando parámetros.

En el Caṕıtulo 3 se presenta un nuevo método pseudoespectral para el cálcu-

lo de autovalores en sistemas lineales de VFE/DDE. La técnica construye una

aproximación finita del generador infinitesimal del semigrupo solución. Se prueba

la convergencia espectral, se presenta una variante del método a intervalos que

acelera los cálculos y se valida con modelos sencillos. Finalmente se extiende el

método para el caso de modelos de poblaciones estructuradas y se valida con [44].

En el Caṕıtulo 4 se trata la continuación numérica de equilibrios y bifurcacio-

nes variando los parámetros del modelo para la clase presentada en el Caṕıtulo

2. Se presenta una nueva técnica para la continuación, donde una reducción de la

dimensión y una simplificación de las condiciones de equilibrio permiten la defini-

ción de nuevas funciones de detección para bifurcaciones transcŕıticas, reduciendo

el coste computacional. Para la validación de los métodos se programaron rutinas

que se probaron con modelos de la literatura.
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Populazio dinamiken modeloen azterketarako erabiltzen diren zenbakizko metodo

berriak aurkezten ditu tesi honek. Metodo hauek oreka eta adarkatzea helburu

duten populazio egituratuen ereduen barne aurki ditzakegu.

Lehen kapituluak populazio-dinamikari buruzko sarreran datza, egungo egoe-

raren analisia kontsumo-baliabide eredu klasikoen bitartez aurkezturik [44]. Egi-

turatutako populazioen modeloak aztertzeko zenbakizko metodo berrien beharra

eztabaidatzen da eta giza-zientzietarako aplikazioen bitartez motibatu.

Bigarren kapitulua orokorragoa den familia batera luzatzen da. Bertan, jaiotze-

egoera bakarreko populazio egituratu baten elkar-eragite aldakorreko eta egituratu

gabeko ingurune batekiko duen elkar eragitea ikertzen da; oreka mota ezberdinak

definitu, eredua linearizatu eta ekuazio bereizgarribat lortuz. Bukatzeko, parame-

troak aldatuz, oreka eta adarkatzeen analisia argudiatzen da.

Hirugarren kapituluan VFE/DDE sistema linealen autobaloreen kalkulurako

metodo pseudoespektrala aurkezten da. Soluzioen multzoaren satzeile infinitesi-

malaren hurbilketa finitu baten eraikuntzan oinanitzen da teknika. Metodoaren

konbergentzi espektrala frogatzen da, eta konputazio abiadura areagotzen duen

zatikako bariasio bat aurkezten eta balidatzen da. Egituratutako populazioen mo-

deloekin lan egiteko hedatze bat aurketzu eta [44] modeloarekin balioztatzen da.

Laugarren kapituluaren baitan, bigarren kapituluan aurkezturiko eredu fami-

lian, parametro aldaketapeko adarkatze nahiz oreka kurben zenbakizko jarraipe-

nak aurki ditzakegu. Kurba jarraipenerako, dimentsio murrizketa eta oreka baldin-

tza sinplifikatuak erabiliz adarkatze transkritikoak antzematera garamatzan kostu

komputazional arineko teknika berri hau deskribatzen da. Literaturan aurkitutako

ereduen gain frogatu nahiz balioztatutako errutinetan garatu dira deskribatutako

metodoak.
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Introducción

Esta tesis es una contribución al desarrollo de métodos numéricos para el análisis

cualitativos de modelos de poblaciones estructuradas. El objetivo principal es el

de proporcionar herramientas nuevas para el cálculo computacional de equilibrios

y bifurcaciones en una determinada clase de modelos, para después presentar los

resultados en un entorno de fácil lectura de cara a su posterior interpretación

biológica.

La dinámica de poblaciones es la rama de la bioloǵıa matemática que estu-

dia cómo evoluciona una población a lo largo del tiempo en función de procesos

naturales como los nacimientos y defunciones de sus individuos. Si se tiene en

cuenta el tiempo como una variable cont́ınua y se considera que el número de

invididuos de la población es suficientemente grande, la dinámica del sistema se

puede formular mediente el uso de ecuaciones diferenciales. A principios del siglo

XX en estos modelos se asumı́a que los individuos de una población eran iguales e

independientes entre śı ([70, Caṕıtulo 3.1] y sus referencias), y la dinámica a nivel

poblacional se formulaba mediante sistemas de ecuaciones diferenciales ordinarias

u ODE (siglas en inglés). Si se tienen en cuenta procesos de maduración que in-

ducen retardos en el sistema, la dinámica se puede expresar mediante el uso de

ecuadiones diferenciales con retardo o DDE (ver ecuación de la moscarda de Ni-

cholson [56]). La introducción de retardos en modelos de poblaciones incrementa

por un lado la complejidad de la dinámica del sistema, mientras que por el otro

induce estabilidad/inestabilidad [66].

Generalmente los ratios o tasas que describen el desarrollo de los individuos de

una población dependen de caracteŕısticas fisiológicas, como por ejemplo la edad

o el tamaño del individuo. Por lo tanto cuando se modela la evolución de una

1
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población a lo largo del tiempo, y de cara a hacer el modelo realista, tiene sentido

incorporar una estructura basada en las diferencias fisiológicas entre individuos,

hacer que las tasas de fertilidad y mortalidad dependan de dichas caracteŕısticas, y

definir dinámicas a nivel individual en el caso de que fuera necesario [69, Caṕıtulo

3 ]. Dicha estructura puede inducir dinámicas más complejas, como por ejemplo la

coexistencia de ciclos ĺımite [36]. Una de las caracteŕısticas más comunes a partir

de la cual se estructura una población es la edad del individuo (ver por ejemplo

[69, Caṕıtulo 4], [46, Caṕıtulo 7] y [27, 80]). Otra de las caractersticas usadas

comúnmente para estructurar una población es el tamaño de los individuos (ver

[35] y [69, Caṕıtulos 1 y 5]). Un ejemplo clásico de modelo de población estruc-

turada por el tamaño es el que describe la dinámica de una población de pulgas

de agua Daphnia magna que se alimenta de algas, y que se conoce comúnmente

como modelo de Daphnia [44, 67]. El modelo, incluido en la Introducción general

de esta tesis, fue construido en los años ochenta del siglo pasado a partir de datos

de laboratorio [62], y se formula como un sistema de una ecuación funcional de

Volterra o VFE y una DDE con condiciones iniciales [44].

Un problema interesante es el análisis de estabilidad linearizada de modelos de

poblaciones estructuradas. A finales de los ochenta del siglo pasado se se presen-

taron en [33] fronteras de existencia y estabilidad para el equilibrio no trivial en

planos de parámetros para el modelo de Daphnia con los datos de [62]. En aquel

momento aún no se hab́ıa probado el principio de estabilidad lineal para sistemas

del tipo VFE/DDE, pero la estabilidad fue analizada experimentalmente median-

te el cálculo de soluciones cerca del equilibrio con el método Escalator boxcar train

[30]. Posteriormente, en 2007 se demostró que el principio de estabilidad lineal es

válido para sistemas del tipo VFE/DDE [39], y en 2010 se linearizó el modelo,

se analizaron ecuaciones caracteŕısticas en ejemplos con tasas simplificadas y se

presentaron fronteras de estabilidad en planos de parámetros [44].

Debido a la complejidad de la ecuación caracteŕısitca fue necesario el desarrollo

de métodos numéricos para el análisis cualitativo en modelos con tasas realistas,

en concreto para la obtención de fronteras de existencia y estabilidad en planos

de parámetros [31]. La técnica utilizada en [31] (extensión de la presentada en [61]

para equilibrios) se basa en el principio de estabilidad lineal y consiste en aplicar

continuación numérica [2] a una solución puramente imaginaria de la ecuación

caracteŕıstica. Aunque la existencia de una solución en el eje imaginario para
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dicha ecuación es una condición necesaria para un cambio en la estabilidad, no es

suficiente ya que no garantiza que el autovalor cruce el eje imaginario ni que no

existan autovalores con parte real positiva. La solución al problema pasa por un

análisis espectral o pseudoespectral [79], y en concreto por una extensión de las

técnicas desarrolladas en [9, 11, 12, 13, 16] al modelo de Daphnia.

Tomando como punto de partida el modelo de Daphnia y los métodos numéri-

cos desarrollados en [9, 11, 12, 31, 61], esta tesis abarca el desarrollo de métodos

numéricos eficientes para el análisis de equilibrios y bifurcaciones en una amplia

familia de modelos de poblaciones estructuradas.

Caṕıtulo 2

En el Caṕıtulo 2 el modelo de Daphnia se extiende a una familia más general

en la que una población estructurada interactúa con un entorno. El entorno se

representa mediante un vector E := (I, E) donde I := (I1, . . . , Is) son interaccio-

nes que captan la dependencia entre individuos mientras que E := (E1, . . . , En)

son poblaciones no estructuradas que representan por ejemplo recursos, presas o

depredadores. E(t) := (I(t), E(t)) se usa para denominar el entorno en el instante

t, y Et := (It, Et) para su historia, definida por la función Et : [a, 0]→ Rs+n, donde

a < 0 y Et(θ) viene dada por Et(θ) = E(t+ θ).

La población está estructurada a partir de m caracteŕısticas fisiológicas que

determinan la construcción del espacio de estados del individuo Ω ∈ Rm. El es-

tado de nacimiento x0 se asume único y el espacio Ω conexo. El estado de un

individuo que a la edad α ha experimentado una historia ϕ a lo largo de su vida

se denota mediante x(α, ϕ) y su probabilidad de supervivencia mediante F(α, ϕ).
Asumiendo que un individuo sigue vivo a la edad α y ha vivido una historia ϕ,

su estado y su probabilidad de supervivencia a la edad τ , siendo 0 ≤ τ ≤ α, se

designan con x̄(τ) := x̄(τ ;α, ϕ) y con F̄(τ) := F̄(τ ;α, ϕ) y vienen dadas como

solución de

d

dτ
x̄(τ) = g(x̄(τ), ϕ(−α + τ)), 0 ≤ τ ≤ α,

x̄(0) = x0,

d

dτ
F̄(τ) = −µ(x̄(τ), ϕ(−α + τ))F̄(τ), 0 ≤ τ ≤ α,

F̄(0) = 1,

(R.1)
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donde g y µ son las tasas de desarrollo y mortalidad. El estado y la probabilidad

de supervivencia a la edad α vienen dadas por x(α, ϕ) := x̄(α;α, ϕ) y F(α, ϕ) :=
F̄(α;α, ϕ). Posteriormente se denomina con x(α, Et) y F(α, Et) el estado y la

probabilidad de supervivencia de un individul que tiene edad α en el instante

t y que ha vivido una historia Et, y con β(x(α, Et), E(t)) y γ(x(α, Et), E(t)) sus

respectivas tasas de reproducción y de impacto en el medio. Las tasas g, µ, β y γ

son funciones suaves definidas a trozos en las que las discontinuidades son debidas

a procesos de cambio brusco, por ejemplo maduración.

Denominando con B(t) la tasa de reproducción poblacional en el instante t, la

dinámica del modelo a nivel poblacional viene dada por

B(t) =

∫ h

0

β(x(α, Et), E(t))F(α, Et)B(t− α)dα, (R.2)

I(t) =

∫ h

0

γ(x(α, Et), E(t))F(α, Et)B(t− α)dα, (R.3)

d

dt
E(t) = F (E(t)), (R.4)

siendo h la edad máxima que un individuo puede alcanzar, y por las condicio-

nes iniciales B(t) = χ(t), I(t) = φ(t), E(t) = ψ(t) para t ∈ [−h, 0] y χ ∈
L1([−h, 0],R), φ ∈ L1([−h, 0],Rs) y ψ ∈ C([−h, 0],Rn).

Una vez formulado el modelo como un sistema VFE/ODE, se argumenta la

manera en que se puede reformular como un sistema VFE/DDE para aplicar

resultados teóricos [39, 40, 44, 47].

Finalmente se considera un caso particular en el que algunas componentes del

miembro derecho de (R.4) admiten una factorización

F (E) :=
( D(E)EI

F̄ (E)

)

,
I := {1, . . . , l},
Dij(E) := δijGi(E), 1 ≤ i, j ≤ l,

(R.5)

donde I ⊆ N := {1, . . . , n} es el conjunto de componentes factorizables de F .

En el Caṕıtulo 2.3 se consideran los estados estacionarios del modelo, dados

por un vector (B, I, E) que satisface

B(1−R0(I, E)) = 0,

I − BΘ(I, E) = 0,

D(I, E)EI = 0,

F̄ (I, E) = 0,

(R.6)
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donde R0(I, E) y Θ(I, E) vienen dadas por

R0(I, E) :=

∫ h

0

β(x(α, I, E), I, E)F(α, I, E)dα, (R.7)

Θ(I, E) :=

∫ h

0

γ(x(α, I, E), I, E)F(α, I, E)dα. (R.8)

A continuación se definen tipos de equilibrios y se presentan condiciones necesarias

y suficientes para su existencia. Las definiciones se realizan de cara a implemen-

tarlas en los métodos numéricos que se presentan en el Caṕıtulo 4, y en ellas se

tiene en cuenta si la tasa de reproducción poblacional B u algunas poblaciones no

estructuradas del entorno E son iguales a cero.

En el Caṕıtulo 2.4 se dan definiciones de estabilidad e inestabilidad [77] y se

formula el principio de estabilidad linearizada [39]. Posteriormente se lineariza el

modelo y se obtiene la ecuación caracteŕıstica.

Para finalizar, en el Caṕıtulo 2.5 se presentan los elementos teóricos para el

análisis cualitativo del modelo. En concreto se definen ramas de equilibrios en

diagramas de estabilidad y bifurcaciones transcŕıticas, nodo-silla y Hopf. Poste-

riormente se extienden los conceptos anteriores y se definen curvas de bifurcación

en cartas de estabilidad.

Los resultados más importantes de este caṕıtulo también se incluyen en [75, 76].

Caṕıtulo 3

En el Caṕıtulo 3 de la tesis se propone un nuevo método pseudoespectral para la

aproximación numérica de autovalores en sistemas lineales de VFE/DDE del tipo

y(t) = L11yt + L12zt, t ≥ 0,

z′(t) = L21yt + L22zt, t ≥ 0,

(y0, z0) = (φ, ψ) ∈ Y × Z,

(R.9)

donde Y := L1([−τ, 0],Rd1) y Z := C([−τ, 0],Rd2) son espacios de Banach, yt ∈ Y
y zt ∈ Z son las historias de y y z en el instante t, y donde L11 : Y → Rd1 ,

L12 : Z → Rd1 , L21 : Y → Rd2 y L22 : Z → Rd2 son funcionales lineles y cont́ınuos

del tipo

Lijϕ :=
k
∑

m=0

Amijϕ(−τm) +
k
∑

m=1

∫ −τm−1

−τm

Bm
ij (θ)ϕ(θ)dθ, (R.10)
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en los que Amij ∈ Rdi×dj para m = 0, 1, . . . , k, y Bm
ij (θ) : [−τm,−τm−1] → Rdi×dj

para m = 1, . . . , k, 0 =: −τ0 > −τ1 > . . . > −τk−1 > −τk := −τ, e i, j = 1, 2.

El método consiste en construir un problema de Cauchy abstracto

d

dt
(u(t), v(t)) = A(u(t), v(t)), t > 0,

(u(0), v(0)) = (φ, ψ) ∈ D(A),
(R.11)

en Y × Z equivalente a (R.9) para (yt, zt) = (u(t), v(t)) donde A es el generador

infinitesimal del semigroupo solución de (R.9). A se define como el operador lineal

y acotado A : D(A) ⊆ Y × Z → Y × Z cuya acción es A(φ, ψ) = (φ′, ψ′) y cuyo

dominio es

D(A) =
{

(φ, ψ) ∈ Y × Z : (φ′, ψ′) ∈ Y × Z,
φ(0) = L11φ+ L12ψ

ψ′(0) = L21φ+ L22ψ

}

.

Una vez construido (R.11), en el Caṕıtulo 3.3 se define el espacio YM × ZM
de funciones discretas (Φ,Ψ) en una malla de nodos ΩM := {θ0, θ1, . . . , θM} de

[−τ, 0]. A continuación se construyen polinomios interpoladores (PM , QM) de di-

chas funciones en Y × Z de manera que

PM(θ0) = L̄11PM + L̄12QM ,

PM(θi) = Φi, i = 1, . . . ,M,

QM(θi) = Ψi, i = 0, 1, . . . ,M,

(R.12)

siendo L̄11 y L̄12 aproximaciones numéricas de los funcionales L11 y L12. Final-

mente se construye el operador discreto AM : YM × ZM → YM × ZM cuya acción

AM(Φ,Ψ) = (ξ, η) viene dada por

ξi = P ′M(θi), i = 1, . . . ,M,

η0 = L̄21PM + L̄22QM ,

ηi = Q′M(θi), i = 1, . . . ,M,

(R.13)

siendo L̄21 y L̄22 aproximaciones numéricas de los funcionales L21 y L22, y cuya

representación en la base canónica es una matriz. En la segunda parte de la

sección se prueba la convergencia espectral de los autovalores del operador AM

de dimensión finita a los del operador A de dimensión infinita.
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Figura 0.1: Fronteras de existencia (discont́ınua) y estabilidad (cont́ınua) para el equilibrio no

trivial del modelo de Daphnia en el plano de parámetros (µ,K) donde µ es la tasa de mortalidad

y K la capacidad regeneradora del medio (panel superior). Espectro principal en C para el

equilibrio no trivial y los puntos del plano a = (7,5058×10−2, 0,15), b = (7,5058×10−2, 2,3785×
10−1), c = (7,5058 × 10−2, 0,4), d = (2,4385 × 10−1, 0,5), e = (2,4385 × 10−1, 8,8726 × 10−1)

y f = (2,4385 × 10−1, 1,2) (resto de paneles). Para a y d el equilibrio es estable, para b y e se

encuentra en la frontera de estabilidad, y para c y f es inestable.

.E 9: ;<=>?@B:D 4F5 G9 H9G<IID::< BE< �<Ii<E@9 H9: J>9@DHD 9E 9: KB9 :< HiGMI9@iN
zación se realiza a intervalos, coincidiendo éstos con los retardos discretos o con

los ĺımites de los retardos distribuidos. Seguidamente se presentan los elementos

necesarios para la programación de rutinas en MATLAB de modo eficiente. Los

programas se prueban con modelos sencillos, y los métodos se validan comparando

los resultados obtenidos con los de [9, 11, 12].

Finalmente en el Caṕıtulo 3.5 el método se adapta con el objetivo de analizar

la estabilidad lineal en modelos de poblaciones estructuradas, y se aplica al mode-



O -./01.3

lo de Daphnia. Primero se presenta el modelo linearizado [45], luego se definen los

funcionales exactos L11, L12, L21 y L22. A continuación se construye el operador

AM combinando la variante propuesta en el Caṕıtulo 3.4 con un método de re-

solución de ODE [49] que evalua el estado y la probabilidad de supervivencia del

individuo en cada punto. Por último el método se valida mediante el desarrollo

de programas en MATLAB que se prueban con los datos de [62]. Los resultados

obtenidos son consistentes con [31], en concreto la estabilidad determinada por

los autovalores tanto para el equilibrio trivial como para el no trivial (ver Figura

0.1) coincide con la determinada por las fronteras de estabilidad en [31].

Los resultados más importantes de esta investigación han sido publicados con

anterioridad en [10].

Caṕıtulo 4

En el último caṕıtulo de la tesis se desarrollan métodos numéricos para la con-

tinuación de equilibrios y bifurcaciones en modelos de poblaciones estructuradas

variando los parámetros. Primero se incluye una introducción a métodos clásicos

en el Caṕıtulo 4.2, en el que se presenta un método de continuación numérica [2],

uno de resolución de ecuaciones no lineales [60] y finalmente otro para la detec-

ción de eventos durante la resolución de ODE [49] o durante la continuación de

equilibrios [65]. Dichos métodos se utilizan en el desarrollo de las técnicas que se

proponen más adelante.

En el Caṕıtulo 4.3 se presenta una nueva técnica para la continuación de

ramas de equilibrios en diagramas de estabilidad para el modelo presentado en

el Caṕıtulo 2. Partiendo de un punto inicial (B0, I0, E0, p0) tal que (B0, I0, E0)

satisface (R.6), se comprueba qué componentes del punto son iguales a cero y se

determina el tipo de equilibrio que se va a continuar. Seguidamente se define una

función

H : D(H) ⊂ Rs+n+2 → Rs+n+1 (R.14)

para dicho equilibrio a partir del lado izquierdo de (R.6), teniendo en cuenta las

factorizaciones, el tipo de equilibrio y = (B, I, E) y que variando el parametro p

la condición de equilibrio viene dada por

H(y, p) = 0. (R.15)
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La simplificación de (R.15) respecto a (R.6) en la mayora de los casos implica que

la condición de rango máximo necesaria para la continuación numérica se deje de

satisfacer. Por tanto para definir problemas de continuación se necesita en dichos

casos reducir el vector y y la función H eliminando las componentes iguales a cero.

Tras la reducción se obtienen problemas de continuación bien planteados dados

por funciones

Ĥ : D(Ĥ) ⊂ Rr+1 → Rr (R.16)

y vectores (ŷ, p) que satisfacen

Ĥ(ŷ, p) = 0. (R.17)

Una vez se obtiene el problema reducido, el método consiste en aplicar continua-

ción numérica para resolver (R.17) y extender la dimensión de la solución para

aproximar la curva dada por (R.15).

A continuación se presentan funciones φ : D(φ) ⊂ Rr+1 → R cuyos ceros

corresponden a puntos de bifurcación [65, Caṕıtulo 10.2] y que se usan para la

detección de éstos. Cada vez que se obtiene un nuevo punto de la curva (R.17),

se evalúa la función para ver si ha cambiado de signo y de ser aśı se calcula la

bifurcación resolviendo el sistema

Ĥ(ŷ, p) = 0,

φ(ŷ, p) = 0.
(R.18)

Una vez obtenido el punto de bifurcación se prosigue el proceso de continuación

de (R.17) desde el mismo. Para el caso de bifurcaciones transcŕıticas se proponen

nuevas funciones φ teniendo en cuenta la definición de dicha bifurcación como

la intersección de dos ramas de equilibrios. Sabiendo la rama que se continúa y

teniendo en cuenta la rama con la que puede intersectar, (R.14) en ambas ramas

solo difiere en una componente, siendo esta componente de la rama con la que

puede intersectar la que determina φ. En el caso de puntos nodo-silla la detección

se realiza con el vector tangente a la curva, que se calcula en cada paso de la

continuación numérica. Posteriormente para el cálculo del punto se utiliza una φ

clásica [65]. Para finalizar la sección se argumenta cómo detectar bifurcaciones

de Hopf usando el método pseudoespectral presentado en el Caṕıtulo 3, y cómo

calcularlas como solución puramente imaginaria de la ecuación caracteŕıstica y de

las condiciones de equilibrio.
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Figura 0.2: Equilibrios y bifurcaciones variando la productividad ρ para el modelo depredador-

presa-recurso de [34] (paneles superiores). Equilibrio sin depredadores inestable (puntos) y es-

table (discont́ınua). Equilibrio con los tres niveles inestable (puntos-rayas) y estable (cont́ınua).

Bifurcación transcritica en ρ = 8,8569 × 10−7 y en ρ = 2,5360 × 10−5, nodo-silla en ρ =

8,8489 × 10−6. B es la tasa de reproducción poblacional, E1 la concentración del recurso y E2

la del depredador. Curvas de bifurcación en el plano de parámetros (µ, ρ) siendo µ la mortali-

dad de la presa (panel inferior). Bifurcaciones transcŕıticas (puntos y discont́ınua) y nodo-silla

(cont́ınua). En la región (1) hay un equilibrio inestable con solo recurso, uno inestable con

consumidor-recurso y uno estable con los tres niveles. En la región (2) hay un equilibrio ines-

table con solo recurso, uno estable con consumidor-recurso y dos con los tres niveles (estable

e inestable). En la región (3) hay un equilibrio inestable con solo recurso y uno estable con

consumidor-recurso. En la región (4) hay un equilibrio estable con solo recurso.

.E 9: ;<=>?@B:D 5F5 G9 9x@i9EH9 9: J>9@DHD H9 MDE@iEB<Mi>DE EBJ>9IiM< =I9G9EN
tado en la sección anterior para aproximar curvas de bifurcación en planos de

parámetros. En el caso de bifurcaciones transcŕıticas se presentan las ecuaciones

que determinan cada tipo de bifurcación. Posteriormente para curvas nodo-silla

se extiende la dimensión de la rama de equilibrio incluyendo dependencia en un

segundo parámetro y se combina con otra función de detección clásica [65]. En la
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última parte de la sección se presentan las ideas principarles de cómo adaptar la

técnica en [31] para obtener bifurcaciones de Hopf en planos de parámetros para

el modelo general del Caṕıtulo 2.

Las técnicas presentadas se implementan en el desarrollo de programas en

Python que se validan posteriormente con distintos modelos. En el Caṕıtulo 4.5 se

presentan diagramas de estabilidad de equilibrios y cartas de bifurcación en planos

de parámetros para los modelos [18, 34, 52] (en Figura 0.2 para el modelo [34]) y

se derivan de ellos conclusiones biológicas consistentes con las de las referencias.
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General introduction

This thesis is a contribution to the development of numerical methods for the

analysis of models in population dynamics. The objective is to provide new tools

for the computation of equilibria and bifurcations in a certain class of so called

structured population models, and to present the results in an environment which

facilitates the interpretation in view of deriving biological conclusions.

1.1 Structured population dynamics

Population dynamics is the area of mathematical biology that study the evolu-

tion in time of populations due to natural processes like reproduction and death.

Considering time as a continuous variable and that the number of individuals of

each population is large, the dynamics is formulated using differential equations.

In many models all the individuals of a population are assumed to be equal and

independent, for instance in the classical predator-prey models by Volterra and

Lotka (see e.g. [70, Chapter 3.1] and references there) where the dynamics is given

by a system of ordinary differential equations (from now on ODE) in which the

right hand side has a reproduction and a mortality rate acting on the number of

individuals of the population at the current time. However, in nature individuals

experiment different periods or life stages related to maturation processes, for in-

stance blowflies Lucillia cuprina produce eggs that become first larvae and then

mature flies that can reproduce. The units of time that an egg takes to become a

13
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fly lead to a delay term in the differential equation that describes the dynamics

of the population of adult flies

N ′(t) = β(N(t− r))− µ(N(t)), (1.1.1)

resulting in a delay differential equation (from now on DDE) in which a recruit-

ment rate β acts on the number of individual of the population at a past time,

while a mortality rate µ acts on the number of individuals of the population at the

current time, see Nicholson’s blowfly equation in e.g. [77, Chapter 1.1] and refer-

ences there, see also [56]. The introduction of delay terms in population models

increases the complexity of the dynamics on the one hand, and may induce stabil-

ity/instability on the other hand, see e.g. [66]. See also [3] for an epidemiological

model formulated with DDE.

Classical models formulated with ODE and DDE do not always describe the

complex phenomena that are observed in nature or laboratories. This is due to

inaccurate modeling assumptions, for instance the consideration of identical indi-

viduals. The reproduction of the observed phenomena motivated in the eighties

of the last century the formulation of more realistic models. In these, so called

structured population models, it is assumed that the individuals differ due to

physiological characteristics on which the rates that govern the dynamics at the

individual level depend [69, Chapter 3]. This more detailed description of the

processes at the individual level can describe the complex phenomena at the pop-

ulation level (see e.g. [35] and references there).

One of the most commonly used characteristics to structure a population is

the age, see e.g. [69, Chapter 4] and [46, Chapter 7] for modeling issues, see

also the predator-prey model in [27] formulated with integro-differential equa-

tions (DDE with distributed delay), and the cannibalistic model in [80] formulated

with a McKendrick partial differential equation (from now on PDE). However, in

many species the characteristic that determines the behavior of the individuals is

the size, in particular in processes like maintenance, reproduction, ingestion and

predation-pressure, see e.g. [35] and [69, Chapters 1 and 5] for a deep knowledge

in size-structured models. By assuming that the individuals of a population that

were born at the same time with the same size experiment the same behavior

during their lives, then the size can be expressed in terms of the age by incorpo-

rating a growth rate. The dynamics in size-structured models can be formulated
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with integro-differential equations, with a class of integral renewal equations com-

monly known as Volterra functional equations (from now on VFE), and with

PDE. Size-structure may induce more complex dynamics at the population level,

for instance the coexistence of limit cycles (see e.g. [36] and references there).

A classical example of size-structured model is the so analyzed Daphnia model

which describes the dynamics of a size-structured consumer population of wa-

terfleas Daphnia magna that feed on an unstructured resource of Algae, see e.g.

[44, 67] and [35, Chapter 9] for a more biological motivation. The Daphnia model

was first introduced in the eighties of the last century in [62], where the authors

built up a model from experimental data. The model was formulated at the pop-

ulation level with a PDE coupled to boundary conditions in [33, 69], and with

a VFE coupled to a DDE with initial conditions in [44]. Considering the latter

formulation, the Daphnia model is revisited here in order to show the complexity

of physiologically structured population models.

Let E(t) denote the available resource (Algae) concentration at time t. In

absence of consumers (Daphnia magna), the evolution in time of the resource

concentration is determined by the initial value problem

d

dt
E(t) = f(E(t)), t ≥ 0,

E(t0) = E0,
(1.1.2)

where f is the intrinsic rate of change of the resource and for simplicity let t0 = 0.

The history of the available resource concentration at time t is defined through

a function Et : [−h, 0] → R for h > 0, where Et(θ) is given by the translation

Et(θ) = E(t+ θ).

At the individual level the state of an individual (or i-state) is uniquely de-

termined by its size. Considering an individual that at time t has age α and has

experienced a resource history ϕ during its life, then x(α, ϕ) denotes its size and

F(α, ϕ) its survival probability. Assuming now that such an individual is still alive

at age α, then, its size at age τ , denoted with x̄(τ) := x̄(τ ;α, ϕ), for 0 ≤ τ ≤ α,

and its survival probability denoted with F̄(τ) := F̄(τ ;α, ϕ) are determined by

the solution of the initial value problem

d

dτ
x̄(τ) = g(x̄(τ), ϕ(−α + τ)), 0 ≤ τ ≤ α,

x̄(0) = x0,
(1.1.3a)
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d

dτ
F̄(τ) = −µ(x̄(τ), ϕ(−α + τ))F̄(τ), 0 ≤ τ ≤ α,

F̄(0) = 1,
(1.1.3b)

where x0 is the size at birth, and g and µ growth and mortality rates respectively.

The size at age α is defined by x(α, ϕ) := x̄(α;α, ϕ) and the survival probability by

F(α, ϕ) := F̄(α;α, ϕ). Next considering ϕ = Et, the reproduction rate of an indi-

vidual that at time t has age α and size x(α,Et) is denoted with β(x(α,Et), E(t)),

and its ingestion rate with γ(x(α,Et), E(t)). The individuals experiment a juve-

nile period in which they can not reproduce and an adult period in which they

give birth to newborn individuals. The individuals are juveniles since they are

born till they reach a size of maturation xA and become adults. The maturation

size has an associated maturation age τA := τA(Et) implicitly given by

x(τA(Et), Et) = xA. (1.1.4)

Now let B(t) denote the population birth rate at time t. The number of

individuals that at time t have age α is equal to the number of individuals that were

born at time t−α and had survived till reach age α at time t i.e. F(α,Et)B(t−α).
Then, the population birth rate at time t is obtained by integrating with respect

to the age the contribution to the birth rate of the individuals that have age α at

time t, i.e.

B(t) =

∫ h

τA(Et)

β(x(α,Et), E(t))F(α,Et)B(t− α)dα, (1.1.5)

where h is the maximum age that an individual can reach. In the same way, the

total ingestion of food of the population is obtained by integrating the contribution

of the individual food consumption rate. Then, subtracting it to the right hand

side of (1.1.2), the evolution in time of the resource is given by

d

dt
E(t) = f(E(t))−

∫ h

0

γ(x(α,Et), E(t))F(α,Et)B(t− α)dα. (1.1.6)

The system (1.1.5-1.1.6) has to be coupled with initial conditions B(t) = φ(t),

E(t) = ψ(t) for t ∈ [−h, 0], satisfying φ ∈ L1([−h, 0];R) and ψ ∈ C([−h, 0];R).
For a more detailed formulation of the model I refer to the literature, in particular

to [44].
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Using the notation

R0(E) :=

∫ h

τA

β(x(α,E), E)F(α,E)dα (1.1.7)

and

Θ(E) :=

∫ h

0

γ(x(α,E), E)F(α,E)dα, (1.1.8)

one can easily conclude that (1.1.5-1.1.6) has a trivial equilibrium (0, E) (with

E ≥ 0) if and only if f(E) = 0, and a positive equilibrium (B,E) (with B,E > 0)

if and only if
B(1−R0(E)) = 0,

f(E)− BΘ(E) = 0.
(1.1.9)

1.2 State of the art: mathematical analysis,

numerical analysis and software

An interesting problem is the qualitative analysis of structured population mod-

els, in particular the linearized stability analysis of equilibria. In [33] the authors

considered the Daphnia model with the rates and parameters given in [62], and

analyzed numerically the linearized stability of the positive equilibrium. They de-

rived a characteristic equation and assumed that it had a pure imaginary solution

λ = ωi for the positive equilibrium. Under two parameter variation such a solu-

tion defines a curve in the equilibrium-parameter space. The authors computed

numerically the solution and projected it into the parameter plane. Then, they

conjectured that the resulting curve corresponded to the stability boundary for

the positive equilibrium, which divides the parameter plane in regions where the

positive equilibrium is stable (stability region) or unstable (instability region). At

that time the principle of linearized stability, which states that an equilibrium is

asymptotically stable if all the roots of the characteristic equation have negative

real part and unstable if at least one root has positive real part, was not proved for

a system of VFE/DDE. Then they applied the Escalator boxcar train method [30]

to compute solutions of (1.1.5-1.1.6) near the positive equilibrium, which behavior

supported the correctness of the stability boundary. Later on, in 2007 the princi-

ple of linearized stability was proved for VFE (and strait forward for VFE/DDE
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systems) in [39] using the suns and stars theory developed in [22, 23, 24, 25, 38]

(see [48] for the DDE case). Then, in 2010 the linearized stability analysis of the

Daphnia model was carried out in [44] for general model ingredients. The authors

linearized the model (see also [45]) and analyzed characteristic equations for sev-

eral examples with simplified rates. However, for more realistic model ingredient

(like for instance those in [62]) the complexity of the characteristic equation in-

creases, due to a size and a survival probability implicitly defined by a nonlinear

system of ODE (1.1.3), and a state dependent maturation age defined as the solu-

tion of (1.1.4) that determines the lower limit of integration in (1.1.5). Then, the

use of numerical methods is necessary to compute solutions of the characteristic

equation and analyze the linearized stability of the positive equilibrium for the

general setting.

For models formulated with autonomous ODE the numerical equilibrium and

bifurcation analysis can be carried out using continuation packages such as MAT-

CONT [37], COCO [28] or AUTO. These packages use continuation methods [2]

to compute points that approximate a curve implicitly defined. Assuming that

an initial point of the curve is known, the methods predict the next point of the

curve by computing its tangent, and then correct the predicted point by applying a

Quasi-Newton method [60, Chapter 7]. The continuation packages permit the ap-

proximation of equilibrium curves, the continuation of limit cycles, the detection

and computation of bifurcations points using test functions (see e.g. [65, Chapter

10]), and their continuation in parameter planes for the construction of bifurcation

charts. For infinite dimensional systems of DDE the numerical equilibrium and

bifurcation analysis can be done with the continuation package DDE-BIFTOOL

[51], in particular the continuation of equilibrium curves and periodic orbits, the

computation of fold and Hopf bifurcations and the stability analysis. However

the routines only apply for models with multiple discrete or state dependent de-

lays and can not be used to deal with models formulated with VFE/DDE with

distributed delays, like (1.1.5-1.1.6).

In [61] the authors proposed a continuation method for the computation of

equilibria of structured population models formulated with VFE. They presented

the formulation for a general model and derived equilibrium conditions. Due to

the structure of the population, the equilibrium conditions are given by integral

equations which kernels depend on the solution of a nonlinear system of ODE.
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The authors proposed to solve in parallel the integrals and the ODE with an

ODE solver with event location (see e.g. [49]), for which they defined new ODE

differentiating the integrals. Then they combined the ODE solver with a curve

continuation method and presented algorithms for computing equilibrium curves.

Finally they proposed the detection and computation of transcritical, fold and

Hopf bifurcations as open problems. In [31] the authors extended the technique

in [61] to the computation of boundaries of linearized stability for the Daph-

nia model. They derived a characteristic equation (see also [32]) for the general

model and combined curve continuation with ODE solver in the development of

the algorithms. The process followed the one discussed in [33], i.e. assuming two

parameter variation and a given equilibrium state the method computes a pure

imaginary solution λ = ωi of the characteristic equation. The authors validated

the methods computing stability boundaries for the trivial and the positive equi-

librium with the model ingredients in [62], obtaining results consistent with those

in [33]. The stability boundary for the trivial equilibrium coincide with the ex-

istence boundary for the positive, being a transcritical bifurcation. The stability

boundary for the positive equilibrium corresponds to a Hopf bifurcation. How-

ever, despite a necessary condition for a switch in the stability properties of an

equilibrium under parameter variation is that an eigenvalue is in the imaginary

axis, the condition is not sufficient, and so the technique in [31] does not guarantee

that

• the pure imaginary solution of the characteristic equation is the rightmost

(stability determining) eigenvalue,

• under parameter variation the root crosses the imaginary axis with positive

speed.

Then, the technique in [31] can be used to continue solutions of the characteristic

equation with zero real part and to present the resulting curves in parameter

planes. On the other hand, other methods are then necessary to determine the

stability properties of equilibrium states in the regions of the plane, as well as to

define the types of bifurcations that occur at the boundaries.

In the last decade numerical methods were developed to approximate char-

acteristic roots of functional equations, including DDE [11, 16], VFE [12] and

PDE [13]. The methods, based on pseudospectral techniques [79], consist of con-
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structing a finite dimensional approximation of the infinitesimal generator of the

solution semigroup of linear functional equations. The resulting operators can be

represented in the canonical basis as matrices, which eigenvalues converge to the

rightmost ones of the infinite dimensional operators with spectral accuracy [79,

Chapter 4]. The methods were implemented in the development of the MATLAB

GUI (graphical user interface) package TRACE-DDE [14], with which it is possible

to compute stability charts in parameter planes for linear autonomous DDE with

discrete and distributed delays. The pseudospectral methods were applied to ana-

lyze stability in epidemiological models in [7, 15]. A first pseudospectral approach

to structured population models formulated as coupled systems of VFE/DDE was

presented in [9]. The authors first introduced the Daphnia model as a motiva-

tion, then they adapted the technique presented in [12] in the development of

the method for coupled VFE/DDE. Next, they presented the necessary numer-

ical implementations and tested the method with toy models obtaining spectral

convergence experimentally (but they did not prove it analytically). Finally they

applied the method to determine the stability in a cannibalistic model and in a

simplified version (age-structured, lack of external ODE, only mature individuals)

of the linearized Daphnia model.

1.3 Contents of the thesis

Considering the methods in [9, 11, 12, 31, 61] as a basis, and the biological ap-

plications as a motivation, this thesis is devoted to the development of efficient

numerical techniques for analyzing equilibria and bifurcations in structured pop-

ulation models. Along the chapters the use of p- and i- before a name denotes re-

lated to the population and to the individual respectively, for example p-dynamics

and i-dynamics denote the dynamics of the population and of the individual.

1.3.1 Chapter 2: a new class of structured population

models

In Chapter 2 the Daphnia model is extended to a more general class which in-

cludes trophic [34] and fish cannibalistic [52] models. The resulting class consists

of a structured population with a unique state at birth and several life stages
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that interacts with an environment of unstructured populations and interaction

variables. The generalization follows the modeling process in [43, Chapter 1] and

in [61, Section 3].

In Chapter 2.2 the environment E := (I, E) is defined, where I := (I1, . . . , Is)

is the vector of interactions that capture feedback and dependences among indi-

viduals, and E := (E1, . . . , En) the vector of unstructured populations. Next, the

population is assumed to be structured by m continuous physiological characteris-

tics (age, body length, ...) which uniquely determine the state of an individual as

a vector x ∈ Rm. The dynamics at the individual level are defined with a formal-

ism similar to the one used for the Daphnia model. The state x̄(τ) := x̄(τ ;α, E)
and the survival probability F̄(τ) := F̄(τ ;α, E) of an individual at age τ are given

by the solution of

d

dτ
x̄(τ) = g(x̄(τ), ϕ(−α + τ)), 0 ≤ τ ≤ α,

x̄(0) = x0,

d

dτ
F̄(τ) = −µ(x̄(τ), ϕ(−α + τ))F̄(τ), 0 ≤ τ ≤ α,

F̄(0) = 1,

(1.3.1)

where g : D(g) → Rm is the development rate and µ : D(µ) → R the mortality

rate. Next, a reproduction rate β : D(β)→ R and an impact rate γ : D(γ)→ Rs

are defined.

The number of stages that an individual can experience is k, and the age at

which an individual switches from stage i to stage i+ 1 is implicitly given by

di(x̄(τ), Et(−α + τ)) = 0. (1.3.2)

The rates g, µ, β and γ are assumed piecewise smooth.

Once the dynamics at the individual level are constructed, the dynamics at

the population level are presented as a coupled system of VFE and ODE. The

population birth rate B(t) is given by integrating with respect to α the individual

contribution to the birth rate resulting in a VFE

B(t) =

∫ h

0

β(x(α, Et), E(t))F(α, Et)B(t− α)dα, (1.3.3)
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and similarly the vector of interaction variables is given by

I(t) =

∫ h

0

γ(x(α, Et), E(t))F(α, Et)B(t− α)dα. (1.3.4)

The value of E at time t is implicitly given as the solution of the ODE system

d

dt
E(t) = F (E(t)). (1.3.5)

Concluding the formulation (1.3.3-1.3.5) is coupled to initial conditions B(t) =

χ(t), I(t) = φ(t) and E(t) = ψ(t) for t ∈ [−h, 0], χ ∈ X := L1([−h, 0],R),
φ ∈ Y := L1([−h, 0],Rs), and ψ ∈ Z := C([−h, 0],Rn).

With the intention of applying the analytical formalism in [39, 40] a transfor-

mation into a system of VFE/DDE is discussed. Finally, a particular case in which

some of the components of the right hand side of (1.3.5) admit a factorization of

the type

F (E) :=
( D(E)EI

F̄ (E)

)

,
I := {1, . . . , l},
Dij(E) := δijGi(E), 1 ≤ i, j ≤ l,

(1.3.6)

is considered, where δij denotes the Kronecker-symbol and I is the set of factoris-

able components of F .

For such a class of models equilibrium types are defined in Chapter 2.3, and

sufficient and necessary conditions provided. The tuple (B, I, E) is an equilibrium

of (1.3.3-1.3.5) if and only if

B(1−R0(I, E)) = 0, (1.3.7a)

I − BΘ(I, E) = 0, (1.3.7b)

D(I, E)EI = 0, (1.3.7c)

F̄ (I, E) = 0, (1.3.7d)

hold where

R0(I, E) :=

∫ h

0

β(x(α, I, E), I, E)F(α, I, E)dα (1.3.8)

and

Θ(I, E) :=

∫ h

0

γ(x(α, I, E), I, E)F(α, I, E)dα. (1.3.9)
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For the definition of equilibrium types the possibility of a population birth rate

equal to zero in (1.3.7a) or that some environmental variables vanish in (1.3.7c)

is exploited in view of an implementation in the numerical methods in Chapter 4

that saves computational cost.

In Chapter 2.4 the model is linearized and a characteristic equation

f(λ,B, I, E) = 0 (1.3.10)

derived. The complexity of the characteristic equation is a priori similar than in

the case of the Daphnia model and due to the same discussed reasons. Moreover,

the multidimensional state space and a higher number of stages may increase

the complexity. Then, the use of numerical methods for the linearized stability

analysis is needed.

Finally, in Chapter 2.5 a discussion about how to analyze equilibria and bi-

furcations under one and two parameter variation introduces the definitions used

in the numerical techniques proposed in Chapters 3 and 4. In particular defini-

tions for equilibrium branches, transcritical, saddle-node and Hopf bifurcations

are provided.

The main results concerning modeling and analysis of equilibria, transcriti-

cal and saddle node bifurcations are presented in [76], and in a manuscript in

preparation [75] those results concerning stability analysis, linearization and Hopf

bifurcation.

1.3.2 Chapter 3: pseudospectral methods and structured

populations

In Chapter 3 a new pseudospectral approach for the computation of eigenvalues

of linear VFE/DDE systems is presented. The technique approximates the in-

finitesimal generator of the solution semigroup by decoupling the VFE and the

DDE systems and applying the technique in [12] to the VFE and the one in [11]

to the DDE.

In Chapter 3.2 a linear VFE/DDE system

y(t) = L11yt + L12zt, t ≥ 0,

z′(t) = L21yt + L22zt, t ≥ 0,

(y0, z0) = (φ, ψ) ∈ Y × Z,

(1.3.11)
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is considered, where Y := L1([−τ, 0],Rd1) and Z := C([−τ, 0],Rd2) are Banach

spaces, yt ∈ Y and zt ∈ Z are respectively the histories of y and z at time t, and

L11 : Y → Rd1 , L12 : Z → Rd1 , L21 : Y → Rd2 and L22 : Z → Rd2 are linear and

continuous functionals of the type

Lijϕ :=
k
∑

m=0

Amijϕ(−τm) +
k
∑

m=1

∫ −τm−1

−τm

Bm
ij (θ)ϕ(θ)dθ, (1.3.12)

where Amij ∈ Rdi×dj for m = 0, 1, . . . , k, Bm
ij (θ) : [−τm,−τm−1] → Rdi×dj for

m = 1, . . . , k, 0 =: −τ0 > −τ1 > . . . > −τk−1 > −τk := −τ, for i, j = 1, 2.

The solution operator of (1.3.11) is the linear and bounded operator T (t) :

Y ×Z → Y ×Z defined by the action T (t)(φ, ψ) = (yt, zt). The family {T (t)}t≥0
is a C0-semigroup with infinitesimal generator the linear and unbounded operator

A : D(A) ⊆ Y × Z → Y × Z with action A(φ, ψ) = (φ′, ψ′) and domain

D(A) =
{

(φ, ψ) ∈ Y × Z : (φ′, ψ′) ∈ Y × Z,
φ(0) = L11φ+ L12ψ

ψ′(0) = L21φ+ L22ψ

}

.

By extending the theory presented in [16, Chapter 3] to the case of VFE/DDE sys-

tems, for any (φ, ψ) ∈ D(A) the function (u, v) : t→ (u(t), v(t)) := T (t)(φ, ψ), t ≥
0, is the unique solution of the abstract Cauchy problem

d

dt
(u(t), v(t)) = A(u(t), v(t)), t > 0,

(u(0), v(0)) = (φ, ψ) ∈ D(A),
(1.3.13)

defined on Y × Z. Then, (1.3.11) is equivalent to (1.3.13) in the sense that

(yt, zt) = (u(t), v(t)), and the problem of computing the roots of a characteristic

equation turns into the one of computing the eigenvalues of A.
In Chapter 3.3 the pseudospectral method for approximating the eigenvalues

of A is presented. For M a positive integer, a mesh ΩM := {θ0, θ1, . . . , θM} in

[−τ, 0] is defined. Then, the continuous Banach space Y × Z is approximated

by the space YM × ZM of the discrete functions (Φ,Ψ) defined on the points of

ΩM . Next, the function (PM , QM) ∈ Y ×Z is defined, where PM and QM are the

polynomials of degree at most M uniquely determined by

PM(θ0) = L̄11PM + L̄12QM , (1.3.14a)

PM(θi) = Φi, i = 1, . . . ,M, (1.3.14b)

QM(θi) = Ψi, i = 0, 1, . . . ,M, (1.3.14c)
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for L̄11 and L̄12 approximations of the functionals L11 and L12. Through such

polynomials a linear finite dimensional operator AM : YM ×ZM → YM ×ZM that

approximates A is constructed, which action AM(Φ,Ψ) = (ξ, η) is given by

ξi = P ′M(θi), i = 1, . . . ,M, (1.3.15a)

η0 = L̄21PM + L̄22QM , (1.3.15b)

ηi = Q′M(θi), i = 1, . . . ,M, (1.3.15c)

L̄21 and L̄22 being approximations of the functional L21 and L22 respectively. The

representation of the operator in the canonical basis is a square matrix.

In the second part of Chapter 3.3 the convergence of the approximated eigen-

values to the exact ones is proved analytically. The proof consists of a compar-

ison between the roots of the characteristic equation of the infinite dimensional

problem, and those of the finite dimensional one. First, expressions for both

characteristic equations are provided. Next, the error between both equations is

obtained and bounded. Finally the theorem of convergence is presented and the

convergence of the eigenvalues proved.

In Chapter 3.4 a piecewise variation of the pseudospectral technique is intro-

duced, which speeds up the method in the case of discrete or multiple distributed

delays. The necessary numerical implementations for developing algorithms de-

scribing the piecewise variant are presented, and the resulting algorithms validated

by computing eigenvalues for toy models, obtaining results consistent with those

in [9, 11, 12].

In Chapter 3.5 the technique is combined with an ODE solver [49] and with

numerical integration [79, Chapter 12] for an extension to realistic structured pop-

ulation models. The extension is implemented in the numerical computation of the

eigenvalues of the linearized Daphnia model, considering the linearization in [45]

and the rates and parameters in [62]. The obtained eigenvalues for the trivial and

the positive equilibrium are consistent with the boundaries of linearized stability

computed in [31] and with the stability properties discussed in [33] (see Figure

1.1 for the positive equilibrium). Finally, schemes of the developed algorithms are

presented in the Appendix 3.A.

The main results of this chapter are also published in [10]. Tentative directions

for a future research are the application of the methods to epidemiological models

of the type [71, 72], and the adaptation of the pseudospectral technique to delay
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Figure 1.1: Existence (dashed) and stability (continuous) boundaries for the positive equi-

librium of the Daphnia model in the (µ,K)-parameter plane, µ being the mortality rate and

K the carrying capacity, computed with the method and the ingredients proposed in [31] for

a1 = 0.5. Rightmost and upper eigenvalues in C for the positive equilibrium for the points

a = (7.5058 × 10−2, 0.15), b = (7.5058 × 10−2, 2.3785 × 10−1), c = (7.5058 × 10−2, 0.4),

d = (2.4385 × 10−1, 0.5), e = (2.4385 × 10−1, 8.8726 × 10−1) and f = (2.4385 × 10−1, 1.2).

For a and d the positive equilibrium is stable, for b and e is in the stability boundary, and for c

and f is unstable.
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models such as [1, 53, 54, 55].

1.3.3 Chapter 4: continuation of equilibria and

bifurcations

The last chapter of the thesis is devoted to the numerical continuation of equi-

librium branches and bifurcation curves under parameter variation for models of
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the class presented in Chapter 2.

In Chapter 4.2 some classical numerical methods are reviewed, in particular

a curve continuation method [2], a Quasi-Newton method for solving nonlinear

equations [60], and a method for the detection of events such as switches during the

solution of ODE (1.3.1-1.3.2) or bifurcations during the equilibrium continuation

(see e.g. [65, Chapter 10]).

In Chapter 4.3 a new technique for the curve continuation of equilibrium

branches in stability diagrams is presented. For an initial point (B0, I0, E0, p0)

such that (B0, I0, E0) satisfies (1.3.7), first we check which components of the

point vanish and determine the type of equilibrium before starting the contin-

uation. Then, a map H : D(H) ⊂ Rs+n+2 → Rs+n+1 is defined exploiting the

linear structures in (1.3.7). The conditions for an equilibrium y = (B, I, E) under

dependence of a parameter p are then given via

H(y, p) = 0. (1.3.16)

The simplification in (1.3.16) with respect to (1.3.7) for several equilibrium types

leads to independence of some components of (y, p) on the one hand, and violations

of maximum rank conditions that the curve continuation problem should satisfy

on the other hand. The formulation of an alternative curve continuation problem

Ĥ(ŷ, p) = 0 (1.3.17)

is then presented, for Ĥ : D(Ĥ) ⊂ Rr+1 → Rr and û = (ŷ, p) ∈ D(Ĥ) that are

in general lower dimensional (r ≤ s + n + 1). This leads to a well-defined curve

continuation problem. The idea of the method now is to apply curve continuation

to solve (1.3.17) and extend the solution to approximate (1.3.16).

In the second part of Chapter 4.3 new test functions for the detection of

bifurcation points are introduced. While continuing (1.3.17), each time that a new

point is computed it is necessary to evaluate test functions φ : D(φ) ⊂ Rr+1 → R

to detect if a bifurcation has occurred. The method consist of checking if the

evaluation of φ changes its sign, and if so apply a Quasi-Newton method to

Ĥ(ŷ, p) = 0,

φ(ŷ, p) = 0
(1.3.18)

to obtain the bifurcation point. New test functions φ are presented for transcrit-

ical and saddle-node bifurcations, while for Hopf are discussed in terms of the

numerical methods presented in Chapter 3.
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Figure 1.2: Equilibria and bifurcations under ρ-parameter variation, ρ being the productivity,

for the predator-prey-resource model [34] (upper panels). Unstable equilibrium without preda-

tors (dotted) and stable (dashed). Unstable equilibrium with the three levels (dotted-dashed)

and stable (continuous). Transcritical bifurcation at ρ = 8.8569× 10−7 and ρ = 2.5360× 10−5,

saddle-node at ρ = 8.8489 × 10−6. E1 is the resource concentration and E2 the predator. Bi-

furcation curves in the (µ, ρ)-parameter plane µ being the mortality of the prey (lower panel).

Transcritical bifurcations (dotted and dashed) and saddle-node (continuous). In region (1) there

is an unstable equilibrium with only the resource, an unstable one with consumer-resource and

a stable one with the three levels. In region (2) there is an unstable equilibrium with only

resource, a stable one with consumer-resource and two equilibrium states with the three levels

(one stable and the other unstable). In region (3) there is an unstable equilibrium with only

resource and a stable one with consumer-resource. In region (4) there is a stable equilibrium

with only resource.
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tion curves in parameter planes. For transcritical bifurcations the equations that

determine the curves are presented in terms of the branches that intersect. Next,

for saddle-node the dimension of the equilibrium branch is extended by incor-

porating dependence on a second parameter, the resulting function is combined

with a classical test function for saddle-nodes (see e.g. [65, Chapter 10]). In the
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last part of the section the main ideas for adapting the technique in [31] for the

computation of Hopf bifurcation curves to the class presented in Chapter 2 are

discussed.

The methods were implemented in the development of routines that were

tested and validated with models from the literature. In Chapter 4.5 equilibrium

curves in stability diagrams and bifurcation curves in stability charts are pre-

sented for a size-structured population of trees competing for light [18], a trophic

chain describing invasion dynamics [34] (see Figure 1.2), and a cannibalistic fish

population [52]. Schemes of the algorithms are presented in the Appendix 4.A.

The main results of this chapter are also presented in [76]. Finally, tentative

directions for a future research are a deep numerical analysis of the methods

for the computation of Hopf bifurcations, and the application of the methods to

epidemiological models of the type [71, 72].
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Formulation and qualitative

analysis of structured population

models

In this chapter a class of physiologically structured population models (PSPM) is

formulated. The class is constructed as a generalization of the consumer-resource

model in [44]. For such a class, the equilibrium conditions are obtained, and

different types of equilibria defined. Next, the linearized stability is discussed

and a characteristic equation derived. Finally, the ingredients for a qualitative

analysis of the model under one and two parameter variation are introduced.

2.1 Introduction

The objective of this chapter is to generalize the Daphnia model introduced in

Chapter 1.1 and to present the ingredients for a qualitative analysis of the resulting

class of models. The generalization is restricted to a structured population with

a unique state at birth that interacts with an unstructured environment.

The notion of environment was traditionally used to formulate nonlinear struc-

tured population models, see e.g. [41, 69]. In the Daphnia model the environment

is the resource concentration, but if an unstructured top predator is incorporated

additionally, like in [34], the environment consists of two unstructured populations

31
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(the resource and the predator). Similarly occurs in [52] where two resource popu-

lations, one for juveniles and one for adults, are considered. Then it is reasonable

to think about an environment containing several unstructured populations, as-

sume that the processes that occur at the i-level depend on that environment,

and that the environment has intrinsic dynamics that depends on the population.

On the other hand, when considering resources or predators it is not realistic to

assume that the individuals are independent, due processes like competition or

predation-pressure. The dependence among individuals is captured by considering

environmental variables describing interactions [41], see for instance the density

dependent vital rates in fish cannibalism models [20, 21, 52], or [1] for environ-

mental interaction variables in cell populations. The idea of environment is then

the one proposed in [42], i.e. a vector of variables influenced by interactions that

changes with respect to time, and that determines the behavior of the population

at the i-level.

Once the environment is defined, the next step is to determine the i-state space

and its dynamics. The state of an individual or i-state consists of physiological

or physical quantities that can be measured, e.g. age or body size, and that

uniquely determine the relevant information of the individual in form of a vector.

Assuming that the dimension of the i-state ism, the i-state space is a subset of Rm

that contains all the possible states that an individual can reach [69, Chapter 3].

The dynamics at the i-level are given by rates that determine the evolution of the

individuals in the i-state space, as well as their reproduction and mortality (inflow

and outflow). Once the ingredients of the model at the i-level are defined, it is

necessary to build the model at the p-level, by constructing the p-rates integrating

the individual contribution (i-rates) over the i-state space.

At the p-level the Daphnia model was formulated in [44] as a VFE for the

structured population, coupled to a DDE for the dynamics of the resource (the

intrinsic resource dynamics given by an ODE minus a consumption term that

gives rise to the delay). By defining an interaction variable corresponding to the

consumption term, the Daphnia model can be reformulated as a coupled system

of two VFE and one ODE. The incorporation of new unstructured populations

increases the dimension of the ODE and the consideration of new environmental

interactions introduces additional VFE.

After the formulation of the class of models the rest of the chapter is devoted
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to the qualitative analysis. The introduction of the basic reproduction number

facilitates the biological interpretation of steady state conditions (see e.g. [42]).

In these, the linearities and factorizations due to mass action laws are exploited

(see [5, 44]) in view of their implementation in the numerical methods presented in

Chapter 4. Next, the stability discussion follows the principle of linearized stability

[39], and the derivation of a characteristic equation a linearization process similar

to that in [44, 45]. Finally, the discussion about the behavior under parameter

variation extends the ideas for ODE in [65] to our class of models.

2.2 Formulation of a class of structured

population models with delay equations

In this section, and also in [76], a class of physiologically structured population

models is formulated. First the environment and its history are defined, then the

dynamics at the i-level, next the dynamics at the p-level, and finally I consider

a particular case in which a factorization of the right hand side at the p-level is

possible, allowing an alternative equilibrium analysis that is implemented later in

the numerical methods presented in Chapter 4.

2.2.1 The environment: interaction variables and

unstructured populations

Let u(t) ∈ Rr be the value of a function u at time t. The history of u at time t is

defined through ut : [a, 0]→ Rr, where a < 0 and ut(θ) is given by the translation

ut(θ) = u(t+ θ).

The history of a function is commonly used in functional differential equations

(see e.g. [59, Chapter 2]), and in particular in DDE (see e.g. [48, Chapter 1] and

[77, Chapter 3]).

In this thesis an (s + n)-dimensional unstructured environment E := (I, E)

is assumed, where I := (I1, . . . , Is) is a vector of interactions, which purpose is

to capture feedback and dependences among individuals, such as food consump-

tion, competition or predation, and E := (E1, . . . , En) a vector of unstructured
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populations that have intrinsic dynamics, for instance resources or unstructured

predators. I(t) denotes the value of I at time t, which is given by an explicit

expression, and E(t) the value of E at time t, which is given implicitly as the

solution of a system of ODE as shown later in Chapter 2.2.3. E(t) := (I(t), E(t))

is the value of the environment at time t. Finally, It, Et and Et := (It, Et) denote

the histories of I, E and E respectively.

2.2.2 The individual dynamics as nonlinear ordinary

differential equations

A population structured by m continuous physiological characteristics is assumed.

Such characteristics are for instance the age, the body length or the width of an

individual, which take values in intervals of R. Higher dimensional characteristics

can be expressed as several one-dimensional ones by considering each component

separately. Then, the state of an individual is uniquely determined by a vector

x ∈ Rm where each component corresponds to the value of a characteristic. The

state at birth is assumed to be unique and denoted with x0. Finally, the estate

space Ω ∈ Rm of all possible i-states is assumed to be connected.

Now, following the same process than in Chapter 1.1, x(α, ϕ) denotes the i-

state of an individual that at age α has experienced a history ϕ during its life,

and F(α, ϕ) its survival probability. Assuming that an individual is still alive at

age α and has experienced a history ϕ during its life, then its i-state at age τ , i.e.

x̄(τ) := x̄(τ ;α, ϕ), for 0 ≤ τ ≤ α is determined by the solution of

d

dτ
x̄(τ) = g(x̄(τ), ϕ(−α + τ)), 0 ≤ τ ≤ α,

x̄(0) = x0,
(2.2.1)

where g : D(g) → Rm is the development rate and D(g) denotes the domain of

g. In a similar way the survival probability at age τ , F̄(τ) := F̄(τ ;α, ϕ), with
0 ≤ τ ≤ α is given by the solution of

d

dτ
F̄(τ) = −µ(x̄(τ), ϕ(−α + τ))F̄(τ), 0 ≤ τ ≤ α,

F̄(0) = 1,
(2.2.2)

where the mortality rate µ : D(µ)→ R is a positive function. The i-state and the

survival probability at age α are x(α, ϕ) := x̄(α;α, ϕ) and F(α, ϕ) := F̄(α;α, ϕ).
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Next let x(α, Et) and F(α, Et) be respectively the i-state and the survival probabil-

ity of an individual that at time t has age α and has experienced an environmental

history Et during its life. Denoting with β(x, y) the reproduction rate and with

γ(x, y) the impact rate, with β : D(β)→ R nonnegative and γ : D(γ)→ Rs, the

reproduction rate of an individual that at time t has i-state x(α, Et) is denoted

with β(x(α, Et), E(t)), and the impact rate that generates with γ(x(α, Et), E(t)).
During its life an individual can experience different periods or stages, for

instance in the Daphnia model juvenile and adult periods. When it switches from

a stage to other, the rates that determine its behavior may experiment abrupt

changes or discontinuities, due to this g, µ, β and γ should be considered as

piecewise smooth functions. In [31] and [44] the authors assumed C1 but in this

thesis smooth means as needed as for numerical purposes in Chapters 3 and 4.

The switches between stages are defined following Step 4 of the modeling process

in [61, Section 3.1], for which it is necessary to assume:

• that the number of stages that an individual can experience is k,

• that continuous functionals di : Ω×Rs+n → R for i = 1, . . . , k−1 exist, such

that for E given and under certain regularity conditions (see Definitions 9.1

and 9.2, Theorem 9.4 and Proposition 9.8 in [19, Chapter 2.9]), the (m−1)-

manifolds implicitly defined by di(x, E(t)) = 0 partition Ω at each time t in

regions where g, µ, β and γ are smooth,

• that the trajectories of the individuals along the i-state space satisfy the

following transversality condition: whenever an individual switches its stage

at time t and age τ , it exists i ∈ {1, . . . , k − 1} such that for all ǫ > 0

di(x(τ − ǫ, Et), E(t− ǫ)) < 0,

di(x(τ + ǫ, Et), E(t+ ǫ)) > 0.

Then g, µ, β and γ are piecewise smooth, and for an individual that at time t

has age α, has experienced an environmental history Et, and is in the k-th stage

of his life, there are k− 1 switching points τ1(α, Et), . . . , τk−1(α, Et) determined by

the solution in τ of

di(x̄(τ), Et(−α + τ)) = 0 (2.2.3)
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for i = 1, . . . , k − 1. Finally, assuming that the switches satisfy τ1(α, Et) <

τ2(α, Et) < . . . < τk−1(α, Et), then g(x, y) can be piecewise formulated as

g(x, y) :=



























































g1(x, y) if di(x, y) ≤ 0, i = 1, . . . , k − 1,

g2(x, y) if

{

d1(x, y) > 0,

di(x, y) ≤ 0, i = 2, . . . , k − 1,
...

gk−1(x, y) if

{

di(x, y) > 0, i = 1, . . . , k − 2,

dk−1(x, y) ≤ 0,

gk(x, y) if di(x, y) > 0, i = 1, . . . , k − 1,

(2.2.4)

and similarly for µ, β and γ.

2.2.3 The population dynamics as a coupled system of

Volterra functional and ordinary differential

equations

Using a similar notation that the one for the Daphnia model, B(t) denotes again

the population birth rate at time t, which is one-dimensional. The number of

individuals of the structured population at time t can be obtained by integrating

the density function over the i-state space, i.e.

N(t) :=

∫ h

0

F(α, Et)B(t− α)dα. (2.2.5)

Following the same approach than in Chapter 1.1, B(t) is given by integrating

with respect to α the individual contribution to the birth rate

B(t) =

∫ h

0

β(x(α, Et), E(t))F(α, Et)B(t− α)dα, (2.2.6)

and similarly I(t) by integrating the individual contribution to the impact rate

I(t) =

∫ h

0

γ(x(α, Et), E(t))F(α, Et)B(t− α)dα. (2.2.7)
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A necessary remark is that the uniqueness of the state at birth implies that all the

individuals that were born at the same time have the same i-state x(α, Et) during
their lives, as a consequence they experiment the same development, mortality

and reproduction, and cause the same impact. Due to this, their trajectories in

the i-state space are curves that can be parametrized with respect to the age for

any fixed time, and so, it is possible to integrate over the i-state space with re-

spect to α, for α ∈ [0, h] and h the maximum age that an individual can reach.

In many models and due to modeling purposes h := ∞ (see e.g. the structured

metapopulation model in [39, Section 5.2]). Here due to numerical and computa-

tional purposes h is assumed to be finite, but large enough to capture the whole

population.

The value of E at time t is implicitly given as the solution of the ODE system

d

dt
E(t) = F (E(t)), (2.2.8)

where F : D(F )→ Rn.

Concluding the formulation, the dynamics at the p-level is determined by the

system (2.2.6-2.2.8) with E = (I, E), and the initial conditions

B(t) = χ(t), t ∈ [−h, 0], χ ∈ X := L1([−h, 0],R),
I(t) = φ(t), t ∈ [−h, 0], φ ∈ Y := L1([−h, 0],Rs),

E(t) = ψ(t), t ∈ [−h, 0], ψ ∈ Z := C([−h, 0],Rn).

(2.2.9)

2.2.4 The analytical formalism

An ODE is a particular type of DDE in which the delay is equal to zero, then

(2.2.6-2.2.8) can be interpreted as a VFE/DDE system. Moreover, in many struc-

tured population models and due to analytical reasons (see a bit further down) the

right hand side of (2.2.7) can be directly plugged in (2.2.8), resulting in a reduced

dimensional system of VFE/DDE where the delay in the DDE is not zero (see

e.g. the population consumption term in the right side of (1.1.6) for the Daphnia

model). The analytical formalism applied in this thesis is the same as the one for

VFE/DDE, then first (2.2.6-2.2.8) is reformulated as a system of the form

(y, z′)(t) = G(yt, zt) (2.2.10)
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by defining y := (B, I) and z := E. Well-posedness and linear stability theory are

established in [39, 40], see also the analysis of sufficient conditions for consumer

resource models in [44, 47]. However, as G acts on a product of an L1- space and

a space of continuous functions, if the right hand side of (2.2.6-2.2.8) has I(t)

dependence it can not be reproduced by defining such an operator and letting

it act on (Bt, It, Et), because pointwise evaluation in L1 is not defined. More

precisely, it is not possible to evaluate F (E(t)) and the rates β(x(α, Et), E(t)) and
γ(x(α, Et), E(t)) with respect to their second arguments. However, the analytical

formalism do apply if γ has a hierarchical structure in which some components

are independent of I as formalized in [41, Section 6], see also particular instances

of such a hierarchical γ in (3.56-3.59) in [39] and in [52, Section 4]. Along this

thesis γ is assumed to have such a hierarchical structure in order to apply the

analytical formalism.

2.2.5 Factorisable right hand sides

As a particular case, let F (E) in (2.2.8) be such that

Fi(E) := Gi(E)Ei, i ∈ I, (2.2.11)

where I ⊆ N := {1, . . . , n}, N being the set of components of F and I the set

of its factorisable components (note that I = ∅ is possible). In many models

due to mass action assumptions F admits such a factorization, for instance its

second component in the three trophic model [34], or its unique component in the

Daphnia model with logistic resource evolution [31]. This factorization, allows

to transform the model into simpler ones with reduced dimension, for which it

is easier to compute equilibria and bifurcations saving computational cost (see

Chapter 4 of this thesis and [76]). With this purpose a new notation is introduced

for isolating the components of a vector that have index in a certain set: suppose

that

u := (u1, . . . , ur)
T ,

J := {j1, . . . , jk} ⊆ {1, . . . , r}, with j1 < . . . < jk,

are given, then let

uJ := (uj1 , . . . , ujk)
T .
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Now let l, with 0 ≤ l ≤ n, denote the number of components of F that admit a

factorization of the type (2.2.11). This means that

F (E) :=
( D(E)EI

F̄ (E)

)

,
I := {1, . . . , l},
Dij(E) := δijGi(E), 1 ≤ i, j ≤ l,

(2.2.12)

where δij denotes the Kronecker-symbol, which implies that D is diagonal, and

G(E) = (G1(E), . . . , Gl(E))T ∈ Rl and F̄ (E) ∈ Rn−l

are given model ingredients (F is defined in an obvious way if l = 0 or l = n). The

assumption of an order for the factorisable components is without loss of generality

and was done for introducing a clearer notation in the algorithms presented in

Chapter 4 and not for computational purposes.

2.3 Equilibrium types and conditions

An equilibrium state is a time independent vector (B, I, E) that solves (2.2.6-

2.2.8), with E := (I, E). From a mathematical point of view B, I and E can

be negative, in order to define test functions for the detection of bifurcations in

Chapter 4, but from a biological point of view only the nonnegative values of B,

I and E make sense for interpreting the results and obtain conclusions, so at the

end only the nonnegative equilibria are accepted. At equilibrium the following

sets and quantities stay invariant:

• the i-state space and its partition in stages,

• the number of individuals of age α given by n(α) := F(α, E)B, for α ∈ [0, h],

• the total number of individuals of the population defined by (2.2.5).

In conclusion, (B, I, E) is an equilibrium if and only if

B(1−R0(I, E)) = 0, (2.3.1a)

I − BΘ(I, E) = 0, (2.3.1b)

D(I, E)EI = 0, (2.3.1c)

F̄ (I, E) = 0, (2.3.1d)
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Table 2.3.1: types of equilibrium states for the model (2.2.6-2.2.8), definitions considering

which components of (B, I, E) vanish, and necessary and sufficient conditions for their existence.

type definition necessary and sufficient conditions

trivial
B = 0

E = 0
F̄ (0, 0) = 0

(B,K)-trivial B = 0

E K-trivial

∃ K and E K-trivial s.th.
{

Gi(0, E) = 0 ∀i ∈ I \ K
F̄ (0, E) = 0

B-trivial
B = 0

Ei 6= 0 ∀i ∈ I

∃ E, Ei 6= 0 ∀i ∈ I, s.th.
{

G(0, E) = 0

F̄ (0, E) = 0

E-trivial
B 6= 0

E = 0

∃ J and I J -trivial s.th.


























R0(I, 0) = 1

Θi(I, 0) = 0 ∀i ∈ J
IiΘj(I,0)

IjΘi(I,0)
= 1 ∀i, j ∈ S \ J

F̄ (I, 0) = 0

K-trivial B 6= 0

E K-trivial

∃ K, J , E K-trivial and I J -trivial s.th.


































R0(I, E) = 1

Θi(I, E) = 0 ∀i ∈ J
IiΘj(I,E)

IjΘi(I,E)
= 1 ∀i, j ∈ S \ J

Gi(I, E) = 0 ∀i ∈ I \ K
F̄ (I, E) = 0

nontrivial
B 6= 0

Ei 6= 0 ∀i ∈ I

∃E,Ei 6= 0 ∀i ∈ I, J and I J -trivial s.th.


































R0(I, E) = 1

Θi(I, E) = 0 ∀i ∈ J
IiΘj(I,E)

IjΘi(I,E)
= 1 ∀i, j ∈ S \ J

G(I, E) = 0

F̄ (I, E) = 0
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hold where R0(I, E) is the basic reproduction number defined by

R0(I, E) :=

∫ h

0

β(x(α, I, E), I, E)F(α, I, E)dα (2.3.2)

and Θ(I, E) is called in this thesis the p-interaction variable, and is defined by

Θ(I, E) :=

∫ h

0

γ(x(α, I, E), I, E)F(α, I, E)dα. (2.3.3)

Note here the use of (I, E) instead of E in the notation.

The system (2.3.1) can have more than one solution, for B = 0 or B 6= 0

in (2.3.1a), and for Ei = 0 or Ei 6= 0 in (2.3.1c) for i ∈ I. This motivates the

definition of K-trivial and J -trivial vectors used in the equilibrium analysis.

Definition 1 given a set K ⊆ I, with ∅ ( K ( N , a vector E is K-trivial if and
only if

Ei

{

= 0, ∀i ∈ K,
6= 0, ∀i ∈ I \ K.

(2.3.4)

Definition 2 Let S := {1, . . . , s} be the set of components of I, then given a set

J ⊆ S, with ∅ ⊂ J ( S, a vector I is J -trivial if and only if

Ii

{

= 0, ∀i ∈ J ,
6= 0, ∀i ∈ S \ J .

(2.3.5)

In this research only the six types of equilibrium states presented in Table 2.3.1

are considered, disregarding other possible equilibria. The K-triviality and the

J -triviality are implemented in their definitions, as well as in their necessary and

sufficient conditions. Looking at Table 2.3.1 the reader should take into account

that the purpose of this thesis is not to obtain biological conclusions from models

but to provide numerical methods and tools that mathematicians and biologists

can use for that purpose. Then, the definition of types of equilibrium states in

Table 2.3.1 has not a biological motivation but a computational one. More pre-

cisely, the introduction of the K-triviality is motivated by the implementation of

a dimension reduction in the numerical methods in Chapter 4. Such a reduc-

tion permits a simplification in the equilibrium conditions, in the test functions

for detecting bifurcations and in the systems that determine them, reducing the

complexity of the algorithms and the computational cost, see also [76].
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2.4 Linearized stability analysis

The definition of stability in this thesis follows the one proposed in [77] for DDE,

that follows the one in [59]. First, let ‖·‖ be a norm in the product spaceX×Y ×Z,
for X, Y and Z as defined in (2.2.9). Second, let (B(t, χ), I(t, φ), E(t, ψ)) denote

the solution of (2.2.6-2.2.8) at time t considering initial conditions (χ, φ, ψ), and

(Bt(χ), It(φ), Et(ψ)) the solution in the interval [t − h, t]. At this point stability

can be defined.

Definition 3 Assuming that (B, I, E) is an equilibrium of (2.2.6-2.2.8), then:

• (B, I, E) is stable if for any ǫ > 0, there exists δ := δ(ǫ) > 0 such that

(χ, φ, ψ) ∈ X × Y × Z and ‖(χ, φ, ψ) − (B, I, E)‖ < δ implies that for all

t ≥ 0 ‖(Bt(χ), It(φ), Et(ψ))− (B, I, E)‖ < ǫ holds,

• (B, I, E) is asymptotically stable if it is stable and if there exists σ > 0 such

that whenever (χ, φ, ψ) ∈ X × Y × Z and ‖(χ, φ, ψ) − (B, I, E)‖ < σ, it

holds that (B(t, χ), I(t, φ), E(t, ψ))→ (B, I, E) as t→∞,

• (B, I, E) is unstable if it is not stable.

In the case of nonlinear systems of VFE/DDE, the local behavior of solutions

near an hyperbolic equilibrium is qualitatively determined by their behavior in the

approximated linear system. The process for determining linear stability follows

the same steps as in the ODE case (see e.g. [58, 74] for ODE): linearization about

the equilibrium of interest, derivation of a characteristic equation, analysis of the

characteristic equation and application of the principle of linearized stability (see

Theorem 1).

Theorem 1 (principle of linearized stability) an equilibrium state is locally

asymptotically stable if all the roots of the characteristic equation have negative

real part, and unstable if at least one root has positive real part.

The principle of linearized stability was proved in [39] for VFE and straight for-

ward for VFE/DDE systems like (2.2.10) (see also [48] for the DDE case).

In this section first the linearization of (2.2.6-2.2.8) around an equilibrium

is carried out following the same steps than in [44, 45]. Next, exponential trial
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solutions are considered to derive an analytical expression for the characteristic

equation. Taking into account that the dynamical system is infinite dimensional

and that the complexity of the model persists (and increases as it is shown later) in

its linearization, the resulting characteristic equation has infinitely many solutions

that can not be found analytically. Due to this, the discussion of the linearized

stability properties of equilibria for the class of models (2.2.6-2.2.8), as well as

the bifurcation analysis under one and two parameter variation presented in the

following section, needs the development and implementation of new numerical

methods. Such methods are presented in Chapters 3 and 4 of this thesis and also

in [10, 76].

2.4.1 Linearization of the model

Notation

Let ϕ := (φ, ψ), with φ and ψ as in (2.2.9). The derivative of the i-state x with

respect to the second argument at the equilibrium is denoted with

Dϕx(α, E) := (Dφx(α, E), Dψx(α, E)),

where the element in the i-th row and j-th column of Dφx(α, E) is

Dφjxi(α, E) :=
∂

∂φj
xi(α, φ, ψ)

∣

∣

∣

∣

(φ,ψ)=(I,E)

i = 1, . . . ,m,

j = 1, . . . , s,

and the one of Dψx(α, E)

Dψj
xi(α, E) : =

∂

∂ψj
xi(α, φ, ψ)

∣

∣

∣

∣

(φ,ψ)=(I,E)

i = 1, . . . ,m,

j = 1, . . . , n.

A similar notation is used for the derivative with respect to the second argument

of the survival probability F , but in that case m = 1. Moreover, F(α) := F(α, E)
denotes the survival probability of an individual of age α at equilibrium.

Now consider the i-rates g, µ, β and γ, and let y := (z, w). With g(τ) :=

g(x̄(τ), E) the i-development rate at equilibrium is denoted, x̄(τ) := x̄(τ ;α, E)
being as defined in Chapter 2.2.2. The derivatives of g with respect to its first

and second arguments at equilibrium are respectively denoted by

gx(τ), gy(τ) := (gz(τ), gw(τ)),
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and the elements in the i-th row and j-th column of gx(τ), gz(τ) and gw(τ) are

respectively given by the expressions

gx(ij)(τ) :=
∂

∂xj
gi(x, z, w)

∣

∣

∣

∣

(x,z,w)=(x̄(τ),I,E)

i, j = 1, . . . ,m,

gz(ij)(τ) :=
∂

∂zj
gi(x, z, w)

∣

∣

∣

∣

(x,z,w)=(x̄(τ),I,E)

i = 1, . . . ,m,

j = 1, . . . , s,

and

gw(ij)(τ) :=
∂

∂wj
gi(x, z, w)

∣

∣

∣

∣

(x,z,w)=(x̄(τ),I,E)

i = 1, . . . ,m,

j = 1, . . . , n.

A similar notation is used for µ with m = 1. In an analogous way, the i-impact

rate at equilibrium is denoted with γ(α) := γ(x(α, E), E) and its derivatives with

respect to its first and second arguments at equilibrium with

γx(α), γy(α) := (γz(α), γw(α))

respectively. The elements in the i-th row and j-th column of γx(α), γz(α) and

γw(α) are given by

γx(ij)(α) :=
∂

∂xj
γi(x, z, w)

∣

∣

∣

∣

(x,z,w)=(x(α,E),I,E)

i = 1, . . . , s,

j = 1, . . . ,m,

γz(ij)(α) :=
∂

∂zj
γi(x, z, w)

∣

∣

∣

∣

(x,z,w)=(x(α,E),I,E)

i = 1, . . . , s,

j = 1, . . . , s,

and

γw(ij)(α) :=
∂

∂wj
γi(x, z, w)

∣

∣

∣

∣

(x,z,w)=(x(α,E),I,E)

i = 1, . . . , s,

j = 1, . . . , n.

For the i-reproduction rate β the notation is similar with s = 1.

Next, the derivative of F at equilibrium is

Fy(E) := (Fz(E), Fw(E)),
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where the element in the i-th row and j-th column of Fz(E) is

Fz(ij)(E) =
∂

∂zj
Fi(z, w)

∣

∣

∣

∣

(z,w)=(I,E)

i = 1, . . . , n,

j = 1, . . . , s,

and the one in Fw(E)

Fw(ij)(E) =
∂

∂wj
Fi(z, w)

∣

∣

∣

∣

(z,w)=(I,E)

i = 1, . . . , n,

j = 1, . . . , n.

The rest of the notation is related to the switches between stages. Let τ̄i :=

τi(α, E) denote the age at which an individual switches from stage i to stage i+1

at equilibrium and

Dϕτi(α, E) := (Dφτi(α, E), Dψτi(α, E))

its derivative with respect to the second argument at equilibrium, for i = 1, . . . , k−
1. The j-th components of Dφτi(α, E) and Dψτi(α, E) are respectively given by

Dφjτi(α, E) :=
∂

∂φj
τi(α, φ, ψ)

∣

∣

∣

∣

(α,φ,ψ)=(α,I,E)

i = 1, . . . , k − 1,

j = 1, . . . , s,

and

Dψj
τi(α, E) :=

∂

∂ψj
τi(α, φ, ψ)

∣

∣

∣

∣

(α,φ,ψ)=(α,I,E)

i = 1, . . . , k − 1,

j = 1, . . . , n.

The switching points are defined as the solution of (2.2.3) in terms of a state

x̄(τ ;α, E), then when defining x(α, E) := x̄(α, α, E), an analogous definition should

be done for the switches i.e. τi(E) := τi(τi, E), and Dϕτi(E) := Dϕτi(τi, E). The

evaluations of the i-rates at the switching points at equilibrium are denoted with

g−i := gi(x̄(τ̄i), E), g+i := gi+1(x̄(τ̄i), E), i = 1, . . . , k − 1,

for g as in (2.2.4), and similarly for µ, β and γ. Finally, the derivatives of the

discontinuity functionals di with respect to their first and second arguments at

the switches τ̄i for i = 1, . . . , k − 1, and at equilibrium are denoted with

dx(τ̄i), dy(τ̄i) := (dz(τ̄i), dw(τ̄i)),
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where the j-th components of dx(τ̄i), dz(τ̄i) and dw(τ̄i) are respectively

dx(j)(τ̄i) :=
∂

∂xj
di(x, z, w)

∣

∣

∣

∣

(x,z,w)=(x̄(τ̄i),I,E)

j = 1, . . . ,m,

dz(j)(τ̄i) :=
∂

∂zj
di(x, z, w)

∣

∣

∣

∣

(x,z,w)=(x̄(τ̄i),I,E)

j = 1, . . . , s,

and

dw(j)(τ̄i) :=
∂

∂wj
di(x, z, w)

∣

∣

∣

∣

(x,z,w)=(x̄(τ̄i),I,E)

j = 1, . . . , n.

Linearization of the model at the population level

Let b(t), u(t) and v(t) be small perturbations of B, I and E respectively defined

by

b(t) := B(t)− B, u(t) := I(t)− I, v(t) := E(t)− E,

and let ǫ(t) := (u(t), v(t))T . The system obtained by linearizing (2.2.6-2.2.8)

around (B, I, E) is

b(t) =

∫ h

0

β(α)F(α)bt(−α)dα +B

∫ h

0

F(α)βx(α)Dϕx(α, E)ǫtdα + Ab(t)

+B

∫ h

0

β(α)DϕF(α, E)ǫtdα +B

(∫ h

0

F(α)βy(α)dα
)

ǫ(t), (2.4.1a)

u(t) =

∫ h

0

γ(α)F(α)bt(−α)dα +B

∫ h

0

F(α)γx(α)Dϕx(α, E)ǫtdα + Au(t)

+B

∫ h

0

γ(α)DϕF(α, E)ǫtdα +B

(∫ h

0

F(α)γy(α)dα
)

ǫ(t), (2.4.1b)

d

dt
v(t) = Fy(E)ǫ(t). (2.4.1c)

where Ab(t) and Au(t) correspond to additional terms due to the switches between

stages, and are equal to zero in models with a unique stage.
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The following steps of the linearizing process consist of obtaining expressions

for Ab(t) and Au(t), and for the derivatives of the i-state and the survival proba-

bility with respect to the second argument, i.e. for Dϕx(α, E)ǫt and DϕF(α, E)ǫt.

Additional terms due to discontinuities

For the case in which k > 1, additional terms appear due to the state dependent

switches. Consider the operator

Ii(ϕ) :=
∫ τi+1(ϕ)

τi(ϕ)

A(α)dα,

and its derivative at the equilibrium

DIi(E)ϕ := A−i+1Dϕτi+1(E)ϕ− A+
i Dϕτi(E)ϕ,

where

A−i+1 := lim
α↑τ̄i+1

A(α), A+
i := lim

α↓τ̄i
A(α)

for i = 1, . . . , k − 1. Assuming τ0(ϕ) := 0 and τk(ϕ) := h, then

D

(∫ h

0

A(α)dα

)

ϕ =
k−1
∑

i=0

DIi(E)ϕ =
k−1
∑

i=1

(A−i − A+
i )Dϕτi(E)ϕ.

Finally for A(α) := Bβ(α)F(α) and ϕ := Et, the additional terms due to discon-

tinuities in (2.4.1a) are

Ab(t) := B

k−1
∑

i=1

(β−i − β+
i )F(τ̄i)Dϕτi(E)ǫt, (2.4.2)

and in (2.4.1b) for A(α) := Bγ(α)F(α) and again ϕ := Et

Au(t) := B

k−1
∑

i=1

(γ−i − γ+i )F(τ̄i)Dϕτi(E)ǫt. (2.4.3)
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Derivation of Dϕτi(E)ǫt
First, (2.2.3) with τ ↑ τi(α, Et) is considered and linearized around the equilibrium

to obtain

dx(τ̄i)[g
−
i Dϕτi(α, E)ǫt +Dϕx̄(τ̄i;α, E)ǫt] + dy(τ̄i)ǫt(−α + τ̄i) = 0.

Next, for α = τ̄i

dx(τ̄i)[g
−
i Dϕτi(E)ǫt +Dϕx(τ̄i, E)ǫt] + dy(τ̄i)ǫ(t) = 0.

Finally, denoting with

fx(τ̄i) := [dx(τ̄i)g
−
i ]
−1dx(τ̄i), fy(τ̄i) := [dx(τ̄i)g

−
i ]
−1dy(τ̄i),

where dx(τ̄i)g
−
i is scalar while dx(τ̄i) and dy(τ̄i) are row vectors, the expression

Dϕτi(E)ǫt := −fy(τ̄i)ǫ(t)− fx(τ̄i)Dϕx(τ̄i, E)ǫt (2.4.4)

is obtained.

Derivation of Dϕx(α, E)ǫt
Assuming that g in (2.2.1) is piecewise defined as (2.2.4), then the i-state x̄(τ) is

given by the solution of

d

dτ
x̄(τ) = g1(x̄(τ), ϕ(−α + τ)), 0 < τ ≤ τ1(α, ϕ),

x̄(0) = x0,

in the first stage, and by the solution of

d

dτ
x̄(τ) = gi(x̄(τ), ϕ(−α + τ)), τi−1(α, ϕ) < τ ≤ τi(α, ϕ),

x̄(τi−1(α, ϕ)) = x̄−(τi−1(α, ϕ)),

in the i-th stage for i = 2, . . . , k and τk(α, ϕ) = h. The initial value x̄−(τi−1(α, ϕ))

is the solution obtained at the previous stage at τ = τi−1(α, ϕ). Integrating the

above systems, expressions for the i-state at age τ are

x̄(τ) = x0 +

∫ τ

0

g1(x̄(σ), ϕ(−α + σ))dσ
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for τ in the first stage, and

x̄(τ) = x̄−(τi−1(α, ϕ)) +

∫ τ

τi−1(α,ϕ)

gi(x̄(σ), ϕ(−α + σ))dσ

for τ in the i-th stage. Denoting with η(τ) := Dϕx̄(τ ;α, E)ϕ and differentiating

the above expressions with respect to ϕ at the equilibrium, then

η(τ) =

∫ τ

0

gx(σ)η(σ) + gy(σ)ϕ(−α + σ)dσ

for τ in the first stage, and

η(τ) =(g−i−1 − g+i−1)Dϕτi−1(α, E)ϕ+ η−i−1

+

∫ τ

τ̄i−1

gx(σ)η(σ) + gy(σ)ϕ(−α + σ)dσ

for τ in the i-th stage for i = 2, . . . , k. For simplicity in the notation the subindex

of the intervals in gx and gy are omitted. Differentiating again η(τ) can be ex-

pressed as the solution of the initial value problem

d

dτ
η(τ) = gx(τ)η(τ) + gy(τ)ϕ(−α + τ), 0 < τ ≤ τ̄1, (2.4.5)

η(0) = 0,

for τ in the first stage, and by the solution of

d

dτ
η(τ) = gx(τ)η(τ) + gy(τ)ϕ(−α + τ), τ̄i−1 < τ ≤ τ̄i, (2.4.6)

η(τ̄i−1) = (g−i−1 − g+i−1)Dϕτi−1(α, E)ϕ+ η−i−1,

for τ in the i-th stage and i = 2 . . . , k.

In the Daphnia model the i-state is determined by the body size of the in-

dividual which is one dimensional, and so are the initial value problems (2.4.5)

and (2.4.6). Due to this the authors of [44] applied a one dimensional variation

of constants formula to express the solutions of the non homogeneous problems

in terms of the solutions of the homogeneous ones. Here an m-dimensional i-state

space is assumed, and so (2.4.5) and (2.4.6) are linear systems of m ODE for
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which it can be assumed that Φ(τ) is a fundamental matrix of solutions of the

homogeneous system
d

dτ
η(τ) = gx(τ)η(τ),

satisfying Φ(0) = Im with Im the identity matrix of dimension m (see e.g. [6,

Chapter 7]). Then, applying the variation of constants formula for linear systems,

the solution of (2.4.5) is

η(τ) = Φ(τ)

∫ τ

0

Φ−1(σ)gy(σ)ϕ(−α + σ)dσ,

and the one of (2.4.6)

η(τ) = Φ(τ)

[

Φ−1(τ̄i−1)

(

(g−i−1 − g+i−1)Dϕτi−1(α, E)ϕ+ η−i−1

)

+

∫ τ

τ̄i−1

Φ−1(σ)gy(σ)ϕ(−α + σ)dσ

]

,

for i = 2, . . . , k, where Dϕτi−1(α, E)ϕ is given by (2.4.4).

Looking at the above expressions one can see that the solution in each stage

depends on the solution in the previous stages and in the evaluation of the i-rates

at the switches. With the motivation of providing a more readable expression

for Dϕx(α, E)ǫt (and for DϕF(α, E)ǫt a bit later), let me here define for i, j ∈
{1, . . . , k} the elements

Hij :=















∏i−1
n=j+1(Im + Φ−1(τ̄n)(g

+
n − g−n )fx(τ̄n)Φ(τ̄n)) if j < i− 1,

Im if j = i− 1,

0 otherwise,

Jij := HijΦ
−1(τ̄j)(g

+
j − g−j )fy(τ̄j),

and

Kij := HijΦ
−1(τ̄j)(g

+
j − g−j )fx(τ̄j)Φ(τ̄j),

and use the notation

Lij(α, σ) := Φ(α)KijΦ
−1(σ)gy(σ),

and

M(α, σ) := Φ(α)Φ−1(σ)gy(σ).
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Then, as Dϕx(α, E)ǫt := Dϕx̄(α;α, E)ǫt, for α in the i-th stage

Dϕx(α, E)ǫt :=
∫ α

0

M(α, σ)ǫt(−α + σ)dσ

+ Φ(α)
i
∑

j=1

(

Jijǫ(t) +KijΦ
−1(α)

∫ τ̄j

0

M(α, σ)ǫt(−α + σ)dσ

)

. (2.4.7)

Derivation of DϕF(α, E)ǫt
Proceeding similarly than with Dϕx(α, E)ǫt, let µ in (2.2.2) be positive and piece-

wise defined, then F̄(τ) is given by the solution of

d

dτ
F̄(τ) = −µ1(x̄(τ), ϕ(−α + τ))F̄(τ), 0 < τ ≤ τ1(α, ϕ),

F̄(0) = 1,

for τ in the first stage, and by the solution of

d

dτ
F̄(τ) = −µi(x̄(τ), ϕ(−α + τ))F̄(τ), τi−1(α, ϕ) < τ ≤ τi(α, ϕ),

F̄(τi−1(α, ϕ)) = F̄−(τi−1(α, ϕ)),
for τ in the i-th stage for i = 2, . . . , k. The solutions of the above initial value

problems are

F̄(τ) = e−
∫ τ
0 µ1(x̄(σ),ϕ(−α+σ))dσ

for τ in the first stage, and

F̄(τ) = F̄−(τi−1(α, ϕ))e−
∫ τ
τi−1(α,ϕ) µi(x̄(σ),ϕ(−α+σ))dσ

for τ in the i-th stage and i = 2, . . . , k. Now let ζ(τ) := DϕF̄(τ ;α, E)ϕ, differen-
tiating the above expressions with respect to ϕ at the equilibrium, then

ζ(τ) =

(

−
∫ τ

0

µx(σ)η(σ) + µy(σ)ϕ(−α + σ)dσ

)

F̄(τ)

for τ in the first stage, and

ζ(τ) =

(

− (µ−i−1 − µ+
i−1)Dϕτi−1(α, E)ϕ+

ζ−i−1
F̄(τ̄i−1)

−
∫ τ

τ̄i−1

µx(σ)η(σ) + µy(σ)ϕ(−α + σ)dσ

)

F̄(τ)
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for τ in the i-th stage and i = 2, . . . , k. Considering that Dϕτi−1(α, E)ϕ is given

by (2.4.4) and that DϕF(α, E)ǫt := DϕF̄(α;α, E)ǫt then

DϕF(α, E)ǫt :=
(

−
∫ α

0

µx(σ)Dϕx(σ, E)ǫt + µy(σ)ǫt(−α + σ)dσ

+
k−1
∑

i=1

H(α− τ̄i)(µ
−
i − µ+

i )

[

fy(τ̄i)ǫ(t) + fx(τ̄i)Dϕx(τ̄i, E)ǫt
])

F(α), (2.4.8)

where Dϕx(σ, E)ǫt and Dϕx(τ̄i, E)ǫt are obtained with (2.4.7), and H(α − τ̄i) are

heavyside functions for i = 1, . . . , k − 1. Combining (2.4.7) with (2.4.8) then

DϕF(α, E)ǫt = F(α)
[

−
∫ α

0

µx(σ)

(∫ σ

0

M(σ, θ)ǫt(−α + θ)dθ

+ Φ(σ)

j
∑

m=1

(

KjmΦ
−1(σ)

∫ τ̄m

0

M(σ, θ)ǫt(−α + θ)dθ + Jjmǫ(t)

))

+ µy(σ)ǫt(−α + σ)dσ +
k−1
∑

i=1

H(α− τ̄i)(µ
−
i − µ+

i )

(

fy(τ̄i)ǫ(t)

+ fx(τ̄i)

(∫ τ̄i

0

M(τ̄i, σ)ǫt(−α + σ)dσ + Φ(τ̄i)
i
∑

m=1

(

Jimǫ(t)

+KimΦ
−1(τ̄i)

∫ τ̄m

0

M(τ̄i, σ)ǫy(−α + σ)dσ

)))]

. (2.4.9)

The linearized model

Let M{a, b} and m{a, b} denote respectively the maximum and minimum values

of {a, b}. By combining (2.4.1-2.4.4) with (2.4.7) and (2.4.9), and by changing

the limits of integration, the linearized system of (2.2.6-2.2.8) for k life stages is

b(t) =

∫ h

0

β(α)F(α)bt(−α)dα +B

(∫ h

0

F(α)βy(α)dα
)

ǫ(t)

+B

∫ h

0

[ ∫ h

α

F(σ)
(

βx(σ)M(σ, σ − α)− β(σ)

(∫ σ

σ−α

µx(θ)M(θ, σ − α)dθ

+ µy(σ − α)

))

dσ

]

ǫt(−α)dα + Ab1(t), (2.4.10a)
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u(t) =

∫ h

0

γ(α)F(α)bt(−α)dα +B

(∫ h

0

F(α)γy(α)dα
)

ǫ(t)

+ B

∫ h

0

[ ∫ h

α

F(σ)
(

γx(σ)M(σ, σ − α)− γ(σ)

(∫ σ

σ−α

µx(θ)M(θ, σ − α)dθ

+ µy(σ − α)

))

dσ

]

ǫt(−α)dα + Au1(t), (2.4.10b)

d

dt
v(t) = Fy(E)ǫ(t). (2.4.10c)

In (2.4.10) Ab1(t) and Au1(t) correspond to the extra terms due to switches

between stages, which vanish for k = 1. Denoting now with

Ĵi :=
i
∑

j=1

Jij,

for Jij as defined before, for k > 1 the extra terms due to discontinuities are given

by

Ab1(t) := B
k−1
∑

i=1

(β+
i − β−i )F(τ̄i)

(

fy(τ̄i)ǫ(t) + fx(τ̄i)

∫ τ̄i

0

M(τ̄i, τ̄i − α)ǫt(−α)dα
)

+B
k
∑

i=2

[ i−1
∑

j=1

∫ τ̄i

τ̄i−1−τ̄j

∫ m{τ̄i,τ̄j+α}

M{τ̄i−1,α}

(

F(σ)βx(σ)Lij(σ, σ − α)

+ β(σ)F(σ)(µ−j − µ+
j )fx(τ̄j)M(τ̄jσ − α)

)

dσǫt(−α)dα

+

∫ τ̄i

τ̄i−1

F(α)βx(α)Φ(α)dαĴiǫ(t)

−
∫ τ̄i

τ̄i−1

β(α)F(α)
(∫ α

τ̄i−1

µx(σ)Φ(σ)dσĴi −
i−1
∑

j=1

(µ−j − µ+
j )fy(τ̄j)

)

dαǫ(t)

−
i
∑

j=1

∫ τ̄i

τ̄i−1−τ̄j

∫ m{τ̄i,τ̄j+α}

M{τ̄i−1,α}

β(σ)F(σ)
∫ σ

τi−1

µx(θ)Lij(θ, σ − α)dθdσǫt(−α)dα
]

+ Ab2(t),
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and by

Au1(t) := B
k−1
∑

i=1

(γ+i − γ−i )F(τ̄i)
(

fy(τ̄i)ǫ(t) + fx(τ̄i)

∫ τ̄i

0

M(τ̄i, τ̄i − α)ǫt(−α)dα
)

+B
k
∑

i=2

[ i−1
∑

j=1

∫ τ̄i

τ̄i−1−τ̄j

∫ m{τ̄i,τ̄j+α}

M{τ̄i−1,α}

(

F(σ)γx(σ)Lij(σ, σ − α)

+ γ(σ)F(σ)(µ−j − µ+
j )fx(τ̄j)M(τ̄j, σ − α)

)

dσǫt(−α)dα

+

∫ τ̄i

τ̄i−1

F(α)γx(α)Φ(α)dαĴiǫ(t)

−
∫ τ̄i

τ̄i−1

γ(α)F(α)
(∫ α

τ̄i−1

µx(σ)Φ(σ)dσĴi −
i−1
∑

j=1

(µ−j − µ+
j )fy(τ̄j)

)

dαǫ(t)

−
i
∑

j=1

∫ τ̄i

τ̄i−1−τ̄j

∫ m{τ̄i,τ̄j+α}

M{τ̄i−1,α}

γ(σ)F(σ)
∫ σ

τi−1

µx(θ)Lij(θ, σ − α)dθdσǫt(−α)dα
]

+ Au2(t).

In the above expressions Ab2(t) and Au2(t) vanish if k = 2 and for k > 2 are given

by

Ab2(t) := B
k
∑

i=2

[ ∫ τ̄i

τ̄i−1

β(α)F(α)
( i−1
∑

j=1

(µ−j − µ+
j )fx(τ̄j)Φ(τ̄j)Ĵj

)

dαǫ(t)

−
i−1
∑

j=1

(∫ τ̄i

τ̄i−1

β(α)F(α)
∫ τ̄j

τ̄j−1

µx(σ)Φ(σ)dσdαĴjǫ(t)

+

j
∑

m=1

∫ τ̄i

τ̄i−1−τ̄m

∫ m{τ̄i,τ̄m+α}

M{τ̄i−1,α}

β(σ)F(σ)
(∫ τ̄j

τ̄j−1

µx(θ)Ljm(θ, σ − α)dθ

− (µ−j − µ+
j )fx(τ̄j)Ljm(τ̄j, σ − α)

)

dσǫt(−α)dα
)]

+B

k−1
∑

i=1

(β+
i

− β−i )F(τ̄i)fx(τ̄i)Φ(τ̄i)
i
∑

j=1

(

Jijǫ(t) +KijΦ
−1(τ̄i)

∫ τ̄i

τ̄i−τ̄j

M(τ̄i, τ̄i − α)ǫt(−α)dα
)

,
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and by

Au2(t) := B
k
∑

i=2

[ ∫ τ̄i

τ̄i−1

γ(α)F(α)
( i−1
∑

j=1

(µ−j − µ+
j )fx(τ̄j)Φ(τ̄j)Ĵj

)

dαǫ(t)

−
i−1
∑

j=1

(∫ τ̄i

τ̄i−1

γ(α)F(α)
∫ τ̄j

τ̄j−1

µx(σ)Φ(σ)dσdαĴjǫ(t)

+

j
∑

m=1

∫ τ̄i

τ̄i−1−τ̄m

∫ m{τ̄i,τ̄m+α}

M{τ̄i−1,α}

γ(σ)F(σ)
(∫ τ̄j

τj−1

µx(θ)Ljm(θ, σ − α)dθ

− (µ−j − µ+
j )fx(τ̄j)Ljm(τ̄j, σ − α)

)

dσǫt(−α)dα
)]

+B

k−1
∑

i=1

(γ+i

− γ−i )F(τ̄i)fx(τ̄i)Φ(τ̄i)
i
∑

j=1

(

Jijǫ(t) +KijΦ
−1(τ̄i)

∫ τ̄i

τ̄i−τ̄j

M(τ̄i, τ̄i − α)ǫt(−α)dα
)

.

2.4.2 Derivation of the characteristic equation

After linearizing the model (2.2.6-2.2.8), the next step for analyzing linear stability

is to derive a characteristic equation by considering exponential trial solutions of

(2.4.10) of the form

(b(t), u(t), v(t))T = eλt(B, I, E)T ,

for (B, I, E)T an equilibrium state and λ ∈ C. Assuming that at least a nontrivial

solution (b(t), u(t), v(t))T 6= 0 exists, then it is possible to define a function

f(λ,B, I, E) :=

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣





1

Is
λIn



−















M11(λ,B, I, E) M12(λ,B, I, E)

M21(λ,B, I, E) M22(λ,B, I, E)

M31(λ,B, I, E) M32(λ,B, I, E)















∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

where the entries Mij(λ,B, I, E) for i = 1, 2, 3 and j = 1, 2 are defined a bit

further down in this section, and conclude that the characteristic equation is

f(λ,B, I, E) = 0. (2.4.11)
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The way of determining the linearized stability of an equilibrium state of (2.2.6-

2.2.8) is to solve in λ (2.4.11) fixing (B, I, E), select its rightmost solution and

apply the principle of linearized stability (see Theorem 1).

In the function f introduced above, the matrices inside the determinant are

square with dimension 1 + s + n. In the first matrix Is and In are the identity

matrices of dimensions s and n respectively, and the blanks correspond to zero

components. In the second matrix the terms in the first column correspond to

the perturbations of the equilibrium with respect to the first component, and the

second column to the perturbations with respect to the rest of the components.

The expressions for the entries in the second matrix for a model with k stages are

M11(λ,B, I, E) :=

∫ h

0

β(α)F(α)e−λαdα,

M12(λ,B, I, E) := B

∫ h

0

F(α)βy(α)dα +B

∫ h

0

[ ∫ h

α

F(σ)
(

βx(σ)M(σ, σ − α)

− β(σ)

(∫ σ

σ−α

µx(θ)M(θ, σ − α)dθ + µy(σ − α)

))

dσ

]

e−λαdα + A12(λ,B, I, E),

M21(λ,B, I, E) :=

∫ h

0

γ(α)F(α)e−λαdα,

M22(λ,B, I, E) := B

∫ h

0

F(α)γy(α)dα +B

∫ h

0

(∫ h

α

F(σ)
(

γx(σ)M(σ, σ − α)

− γ(σ)

(∫ σ

σ−α

µx(θ)M(θ, σ − α)dθ + µy(σ − α)

))

dσ

)

e−λαdα + A22(λ,B, I, E),

M31(λ,B, I, E) := 0,

M32(λ,B, I, E) := Fy(I, E).

The terms A12(λ,B, I, E) and A22(λ,B, I, E) corresponding to the additional

components due to discontinuities vanish for k = 1, and for k > 1 are given
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by

A12(λ,B, I, E) = B
k−1
∑

i=1

(β+
i − β−i )F(τ̄i)

(

fy(τ̄i) + fx(τ̄i)

∫ τ̄i

0

M(τ̄i, τ̄i − α)e−λαdα

)

+B
k
∑

i=2

[ i−1
∑

j=1

∫ τ̄i

τ̄i−1−τ̄j

∫ m{τ̄i,τ̄j+α}

M{τ̄i−1,α}

(

F(σ)βx(σ)Lij(σ, σ − α) + β(σ)F(σ)(µ−j

− µ+
j )fx(τ̄j)M(τ̄j, σ − α)

)

dσe−λαdα +

∫ τ̄i

τ̄i−1

F(α)βx(α)Φ(α)dαĴi

−
∫ τ̄i

τ̄i−1

β(α)F(α)
(∫ α

τ̄i−1

µx(σ)Φ(σ)dσĴi −
i−1
∑

j=1

(µ−j − µ+
j )fy(τ̄j)

)

dα

−
i
∑

j=1

∫ τ̄i

τ̄i−1−τ̄j

∫ m{τ̄i,τ̄j+α}

M{τ̄i−1,α}

β(σ)F(σ)
∫ σ

τ̄i−1

µx(θ)Lij(θ, σ − α)dθdσe−λαdα

]

+ Â12(λ,B, I, E),

and by

A22(λ,B, I, E) = B

k−1
∑

i=1

(γ+i − γ−i )F(τ̄i)
(

fy(τ̄i) + fx(τ̄i)

∫ τ̄i

0

M(τ̄i, τ̄i − α)e−λαdα

)

+B

k
∑

i=2

[ i−1
∑

j=1

∫ τ̄i

τ̄i−1−τ̄j

∫ m{τ̄i,τ̄j+α}

M{τ̄i−1,α}

(

F(σ)γx(σ)Lij(σ, σ − α) + γ(σ)F(σ)(µ−j

− µ+
j )fx(τ̄j)M(τ̄j, σ − α)

)

dσe−λαdα +

∫ τ̄i

τ̄i−1

F(α)γx(α)Φ(α)dαĴi

−
∫ τ̄i

τ̄i−1

γ(α)F(α)
(∫ α

τ̄i−1

µx(σ)Φ(σ)dσĴi −
i−1
∑

j=1

(µ−j − µ+
j )fy(τ̄j)

)

dα

−
i
∑

j=1

∫ τ̄i

τ̄i−1−τ̄j

∫ m{τ̄i,τ̄j+α}

M{τ̄i−1,α}

γ(σ)F(σ)
∫ σ

τ̄i−1

µx(θ)Lij(θ, σ − α)dθdσe−λαdα

]

+ Â22(λ,B, I, E).

Finally, the terms Â12(λ,B, I, E) and Â22(λ,B, I, E) in the above expressions
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vanish if k = 2 and for k > 2 are given by

Â12(λ,B, I, E) = B
k
∑

i=2

[ ∫ τ̄i

τ̄i−1

β(α)F(α)
( i−1
∑

j=1

(µ−j − µ+
j )fx(τ̄j)Φ(τ̄j)Ĵj

)

dα

−
i−1
∑

j=1

(∫ τ̄i

τ̄i−1

β(α)F(α)
∫ τ̄j

τ̄j−1

µx(σ)Φ(σ)dσdαĴj

+

j
∑

m=1

∫ τ̄i

τ̄i−1−τ̄m

∫ m{τ̄i,τ̄m+α}

M{τ̄i−1,α}

β(σ)F(σ)
(∫ τ̄j

τ̄j−1

µx(θ)Ljm(θ, σ − α)dθ

− (µ−j − µ+
j )fx(τ̄j)Ljm(τ̄j, σ − α)

)

dσe−λαdα

)]

+B
k−1
∑

i=1

(β+
i − β−i )F(τ̄i)fx(τ̄i)Φ(τ̄i)

i
∑

j=1

(

Jij

+KijΦ
−1(τ̄i)

∫ τ̄i

τ̄i−τ̄j

M(τ̄i, τ̄i − α)e−λαdα

)

,

and

Â22(λ,B, I, E) = B
k
∑

i=2

[ ∫ τ̄i

τ̄i−1

γ(α)F(α)
( i−1
∑

j=1

(µ−j − µ+
j )fx(τ̄j)Φ(τ̄j)Ĵj

)

dα

−
i−1
∑

j=1

(∫ τ̄i

τ̄i−1

γ(α)F(α)
∫ τ̄j

τ̄j−1

µx(σ)Φ(σ)dσdαĴj

+

j
∑

m=1

∫ τ̄i

τ̄i−1−τ̄m

∫ m{τ̄i,τ̄m+α}

M{τ̄i−1,α}

γ(σ)F(σ)
(∫ τ̄j

τ̄j−1

µx(θ)Ljm(θ, σ − α)dθ

− (µ−j − µ+
j )fx(τ̄j)Ljm(τ̄j, σ − α)

)

dσe−λαdα

)]

+B

k−1
∑

i=1

(γ+i − γ−i )F(τ̄i)fx(τ̄i)Φ(τ̄i)
i
∑

j=1

(

Jij

+KijΦ
−1(τ̄i)

∫ τ̄i

τ̄i−τ̄j

M(τ̄i, τ̄i − α)e−λαdα

)

.
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2.5 Behavior of the dynamics of the model

under parameter variation

The purpose of this section is to introduce ingredients for the construction of bifur-

cation diagrams and charts, which facilitate the stability analysis. The analytical

formalism introduced in this section is implemented in the techniques presented

in Chapter 4.

2.5.1 Equilibrium branches and bifurcation points in

stability diagrams

Let p be a parameter on which some of the ingredients of the model depend.

Under p-variation an equilibrium branch is a tuple (B, I, E, p) such that for p

fixed (B, I, E) satisfies (2.3.1). Assuming certain regularity conditions in the

left hand side of (2.3.1) (see e.g. [2, Chapter 1] and [19, Chapter 2.9]), by the

implicit function theorem an equilibrium branch defines a curve in the equilibrium-

parameter space. For each equilibrium type presented in Table 2.3.1 a type of

branch is defined in Chapter 4.3.1.

The change in the qualitative behavior of a dynamical system under parameter

variation is called a bifurcation (see e.g. [65, Chapter 2]). Assuming p-variation,

along this thesis the term bifurcation point is used to denote the point where an

equilibrium curve intersects a bifurcation. In this section the classical notions

of transcritical, saddle-node, and Hopf bifurcation (see e.g. [58, Chapter 2], [65,

Chapter 2] and [74, Chapter 4]) are adapted to define bifurcation points for our

model.

Equilibrium branches and bifurcation points can be represented in bifurcation

diagrams (or stability diagrams), which are pictures that show the qualitative be-

havior of dynamical systems under one parameter variation (see e.g. [58, Chapter

2.1]).

Transcritical bifurcation points

In bifurcation theory a transcritical bifurcation point is a point where two equilib-

rium branches, one trivial and one nontrivial, intersect transversally and exchange
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their stability properties (see e.g. [58, Chapter 2]). Assuming the nonnegativity

of the equilibrium branches due to biological reasons, the negative part of the

nontrivial branch is neglected. At a transcritical bifurcation a real eigenvalue of

the characteristic equation crosses the imaginary axis. Assuming that the eigen-

value is the rightmost one, i.e. the one that determines the stability, two types

of transcritical bifurcations are considered: supercritical in which the nontrivial

branch is stable and subcritical in which it is unstable.

In Chapter 2.3 different equilibrium types were presented in terms of the van-

ishing components of (B, I, E). The idea now follows the one proposed in [5]

for describing the critical case in invasion models. Then, considering branches de-

fined through equilibrium types, we isolate a component of (B,E) (the I-triviality

comes from the B-triviality by (2.3.1b)) and define transcritical bifurcations with

respect to that component. An additional assumption is that the qualitative be-

havior, triviality or positivity with respect to other components does not change.

As in the case of equilibrium types, here the motivation for the definitions of types

of transcritical bifurcations is computational rather than biological.

Definition 4 Under p-variation a B-transcritical bifurcation point in a point

where respectively a B-trivial, a (B,K)-trivial, or a (B,E)-trivial branch inter-

sects transversally a nontrivial, a K-trivial, or a E-trivial branch exchanging their

stability properties.

Definition 5 Assume that i ∈ K and let K′ := K\{i}. Under p-variation an Ei-

transcritical bifurcation point is a point where respectively a (B,K)-trivial branch
or a K-trivial branch intersect transversally a (B,K′)-trivial branch or a K′-trivial
branch exchanging their stability properties.

From a biological point of view the B-transcritical bifurcation can be interpreted

as the existence boundary for the structured population under one parameter

variation (see e.g. [31]). Types ofB-transcritical bifurcations, as well as definitions

and necessary and sufficient conditions for their existence are included in Table

2.5.1. In the case of models for invasive populations the Ei-transcritical bifurcation

can be interpreted as the invasion boundary for the environmental component Ei
(see e.g. [34]). The two types of Ei-transcritical bifurcations, their definitions and

necessary and sufficient conditions for their existence are included in Table 2.5.2.
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Table 2.5.1: B-transcritical bifurcations for the model (2.2.6-2.2.8): definitions considering

which branches intersect, and necessary and sufficient conditions for their existence.

definition necessary and sufficient conditions

trivial and E-trivial ∃ J s.th.















R0(0, 0, p) = 1

Θi(0, 0, p) = 0 ∀i ∈ J
F̄ (0, 0, p) = 0

(B,K)-trivial and K-trivial

∃ K, J and E K-trivial s.th.






















R0(0, E, p) = 1

Θi(0, E, p) = 0 ∀i ∈ J
Gi(0, E, p) = 0 ∀i ∈ I \ K
F̄ (0, E, p) = 0

B-trivial and nontrivial

∃ J and E, Ei 6= 0 ∀i ∈ I, s.th.






















R0(0, E, p) = 1

Θi(0, E, p) = 0 ∀i ∈ J
G(0, E, p) = 0

F̄ (0, E, p) = 0

Saddle-Node bifurcation points

For the definition of a fold bifurcation point an equilibrium branch (B, I, E, p) and

a hyperplane Rs+n+1 × {p0} in the equilibrium-parameter space are considered.

Definition 6 Under p-variation a fold bifurcation point (B0, I0, E0, p0) is a point

where an equilibrium branch (B, I, E, p) changes its orientation with respect to p

as well as its stability properties. Moreover, at the fold bifurcation point a solution

λ of the characteristic equation (2.4.11), with λ ∈ R, crosses the imaginary axis

with positive speed.

When a fold bifurcation occurs, to one side of the hyperplane Rs+n+1 × {p0}
there are locally two equilibrium states, satisfying that the stable manifold of one

of them is one dimension higher than the one of the other. Both equilibrium

states belong to the same branch, which changes its stability properties at the

bifurcation point (see Theorem 1 in [74, Chapter 4.2]). In the hyperplane there
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Table 2.5.2: Ei-transcritical bifurcations for the model (2.2.6-2.2.8): definitions considering

which branches intersect, and necessary and sufficient conditions for their existence.

definition necessary and sufficient conditions

(B,K)-trivial and (B,K′)-trivial
∃ K, K′ andE K-trivial s.th.
{

Gi(0, E, p) = 0 ∀i ∈ I \ K′

F̄ (0, E, p) = 0

K-trivial and K′-trivial

∃ K, K′, J , E K-trivial and I J -trivial

s.th.



































R0(I, E, p) = 1

Θi(I, E, p) = 0 ∀i ∈ J
IiΘj(I,E,p)

IjΘi(I,E,p)
= 1 ∀i, j ∈ S \ J

Gi(I, E, p) = 0, ∀i ∈ I \ K′

F̄ (I, E, p) = 0

is only an equilibrium state. Finally, to the other side of the hyperplane there

is no equilibrium. A more interesting particular case is the so called saddle-node

bifurcation in which the crossing eigenvalue λ is the rightmost root of (2.4.11),

i.e. the one that determines the stability. In that case for the side in which there

are locally two equilibrium states, one is stable, the other unstable and exchange

stability at the bifurcation point. In many models (see e.g. [34]) fold bifurcations

are indeed saddle-nodes. Along this thesis both names will be used to denote this

type of bifurcation.

Hopf bifurcation points

Definition 7 Under p-variation a Hopf bifurcation point is a point (B0, I0, E0, p0)

where a periodic orbit is created as an equilibrium branch (B, I, E, p) changes

its stability properties. Moreover, at a Hopf bifurcation point the characteristic

equation (2.4.11) has a unique conjugate pair of roots crossing the imaginary axis

with positive speed.

A particular interesting case is when the pair of conjugate roots is the rightmost

one, and so the Hopf bifurcation corresponds to a stability boundary (see [10]

and [31] for the Daphnia model). For a more general and deep read in Hopf
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bifurcations, including the Hopf bifurcation theorem, the reader should refer to

e.g. [74, Chapter 4] for ODE, [48, Chapter 10] for DDE and [39] for VFE.

2.5.2 Bifurcation curves in parameter planes

Now let q := (q1, q2), where q1 and q2 are parameters, and assume that some of the

ingredients of the model depend on q. Codimension 1 bifurcations projected in

the (q1, q2)-parameter plane define curves that partition the plane into regions in

which the behavior of the dynamics does not change. Moreover, for a path in the

(q1, q2)-parameter plane crossing one of these curves transversally, a bifurcation

occurs at the intersection point (see e.g. [65] for a more deep read in bifurcation

theory). The idea is to construct bifurcation charts (or stability charts), which are

pictures that show bifurcation curves in parameter planes and regions of existence

and stability of equilibria or periodic orbits (see e.g. [48, Chapter 11.2] and [65,

Chapter 10]). In particular in this thesis transcritical, saddle-node and Hopf

bifurcation curves are considered.

The construction of the bifurcation curves is carried out by extending the

notion of equilibrium branches to two parameter variation. Then, for each type

of bifurcation defined above, assume that a function φ : D(φ) ⊂ Rs+n+3 → R

exists such that for (B, I, E) an equilibrium state φ(B, I, E, q) = 0 defines a

bifurcation condition. Under q-variation a bifurcation curve is defined through

a tuple (B, I, E, q) such that φ(B, I, E, q) = 0, and for q fixed (B, I, E) satisfies

the equilibrium conditions (2.3.1). The assumption of equilibrium conditions is

without loss of generality, as for the three types of bifurcations defined above an

equilibrium state exists. In Chapter 4 functions φ for each type of bifurcation are

discussed.

Assuming certain regularity conditions (see again [2, Chapter 1] and [19, Chap-

ter 2.9]), by the implicit function theorem a bifurcation curve indeed defines a

curve in the equilibrium parameter space. Then, by projecting the bifurcations

into the (q1, q2)-parameter plane bifurcation charts are obtained (see e.g. [31, 76])

from which biological conclusions can be derived such as existence and stability

regions for equilibria, coexistence regions or invasion and persistence regions.
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Pseudospectral methods for delay

equations and applications to

structured population models

In this chapter a pseudospectral method for computing the eigenvalues of systems

of VFE/DDE is presented. First, the motivation for such a numerical method

and the connection with the class presented in Chapter 2 is introduced. Then,

the analytical ingredients are presented, in particular an abstract Cauchy problem

is derived from the VFE/DDE system. Next, the numerical method is introduced,

where the idea is to approximate with a finite dimensional operator the infinite

dimensional operator of the abstract Cauchy problem. The spectral convergence

of the eigenvalues is rigorously proved. Then, numerical implementations are

incorporated and a experimental validation is carried out with toy models. Fi-

nally, the pseudospectral technique is adapted for computing the eigenvalues of

linearized structured population models like (2.4.10), and implemented in the

Daphnia model.

3.1 Introduction

In Chapter 2.4 a characteristic equation (2.4.11) for the linearized model (2.4.10)

was presented. By the principle of linearized stability (see [39] for VFE and

65
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[48] for DDE) the solutions of the characteristic equation determine the stability

properties of equilibrium states. Moreover, the bifurcation types considered in

Chapter 2.5 are defined in terms of roots of (2.4.11) that cross the imaginary axis

with positive speed under parameter variation. The main difficulty in the quali-

tative analysis arises from the complexity of the characteristic equation (2.4.11),

which has infinitely many solutions that can not be obtained analytically. This

motivates:

• the development of a numerical method for computing solutions of charac-

teristic equations of linear VFE/DDE systems,

• the extension of the method to solve (2.4.11),

• the implementation of the technique for the linearized stability analysis of

models of the class presented in Chapter 2.2.

In this chapter (and also in [10]) a pseudospectral technique (see e.g. [79]) is

presented in view of a later implementation for stability and bifurcation analysis

in structured population models. The method consists of defining an abstract

Cauchy problem (infinite dimensional) associated to a linear VFE/DDE system

by considering the infinitesimal generator of the solution operators semigroup (see

[50] for general one-parameter semigroups, [48] for DDE and [39] for VFE/DDE).

Then, approximate the infinitesimal generator operator of the infinite dimensional

system by a finite dimensional operator, which representation in the canonical

basis is a square matrix, extending the technique proposed in [11] for DDE and in

[12] for VFE to coupled systems. Finally, compute the eigenvalues of that matrix

which approximate the exact spectrum of the infinite dimensional system. In [16,

Chapter 3] the authors presented the theoretical formalism for DDE. In particular,

Proposition 3.4 states that the spectrum of the infinitesimal generator operator

contains only eigenvalues that are solutions of the characteristic equation, and that

every right half plane contains finitely many of them. For a more deep read about

this class of pseudospectral methods I refer to the literature, more precisely to

[11, 12, 16] for linear DDE and VFE with discrete and distributed delays, to [9, 10]

for coupled systems of VFE/DDE with applications in structured populations, to

[7, 15] for applications in epidemiology, and to [8] for a more recent approach in

nonlinear systems.
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When passing from general linear VFE/DDE to realistic models, for instance

to structured population models, the difficulty increases from a numerical and a

computational point of view, and the problem becomes a challenge. This is due

to the complexity of the linearized model (2.4.10), in particular distributed delay

terms given by integrals with inner integrals, state dependent limits of integration

and nonlinear i-rates depending on the i-state given as the solution of a nonlinear

system of ODE (2.2.1). Moreover, and due to convergence reasons, the quadrature

rule of the Runge-Kutta method for solving the ODE system is different that the

one of the pseudospectral method for approximating the infinitesimal generator

operator. Then, extra numerical implementations are needed while dealing with

realistic models (see [10] and Chapters 3.4 and 3.5 of this thesis).

The resulting method was implemented in the development of MATLAB rou-

tines (see algorithms in the Appendix 3.A), that were used to compute the eigen-

values of the Daphnia model. Then, the eigenvalues were used to determine sta-

bility of equilibria and detect bifurcations. The results presented in this chapter

are consistent with those in [31], in particular:

• for a trivial equilibrium crossing the stability boundary a real eigenvalue

crosses the imaginary axis with positive speed and a transcritical bifurcation

occurs,

• for a positive equilibrium crossing the stability boundary a complex pair of

conjugate eigenvalues crosses the imaginary axis with positive speed and a

Hopf bifurcation occurs.

Along the following chapter (φ, ψ) denotes the functions (φ, ψ) : [−τ, 0] →
Rd1+d2 such that (φ(θ), ψ(θ)) is the column vector of the d1 components of φ(θ)

followed by the d2 components of ψ(θ). Moreover Rd1+d2 is Rd1 × Rd2 .

3.2 From a delay system to an abstract Cauchy

problem

In this section a general class of linear VFE/DDE systems formulated by
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y(t) = L11yt + L12zt, t ≥ 0,

z′(t) = L21yt + L22zt, t ≥ 0,

(y0, z0) = (φ, ψ) ∈ Y × Z,

(3.2.1)

is considered, where:

• Y := L1([−τ, 0],Rd1) and Z := C([−τ, 0],Rd2) are Banach spaces equipped

with the norms

‖φ‖Y :=

∫ 0

−τ

|φ(θ)|dθ, ‖ψ‖Z := max
θ∈[−τ,0]

|ψ(θ)|,

with | · | denoting any norm in either Rd1 or Rd2 ,

• yt ∈ Y and zt ∈ Z are respectively the histories of y and z at time t, defined

through the translations

yt(θ) := y(t+ θ), zt(θ) := z(t+ θ), θ ∈ [−τ, 0],

• L11 : Y → Rd1 , L12 : Z → Rd1 , L21 : Y → Rd2 and L22 : Z → Rd2 are linear

and continuous functionals of the type

Lijϕ :=
k
∑

m=0

Amijϕ(−τm) +
k
∑

m=1

∫ −τm−1

−τm

Bm
ij (θ)ϕ(θ)dθ, (3.2.2)

where Amij ∈ Rdi×dj for m = 0, 1, . . . , k, Bm
ij (θ) : [−τm,−τm−1] → Rdi×dj for

m = 1, . . . , k, 0 =: −τ0 > −τ1 > . . . > −τk−1 > −τk := −τ, for i, j = 1, 2.

From now on Y × Z will be the product space equipped with the norm

‖(φ, ψ)‖Y×Z := ‖φ‖Y + ‖ψ‖Z ,

which is a Banach space.

In [16, Chapter 3] the authors proposed to use the semigroup approach to

derive an abstract Cauchy problem associated to a system of DDE. Here a similar

approach is followed for the case of VFE/DDE, for which a strongly continuous

semigroup and its infinitesimal generator operator are defined (see e.g. [50] for

general semigroup theory, [48] for DDE and [39] for VFE/DDE).
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Definition 8 Let (B, ‖ · ‖B) be a Banach space. A family {T (t)}t≥0 of linear

and bounded operators T : B → B is called a strongly continuous semigroup

(C0-semigroup) if it satisfies:

• T (0) = I,

• T (t+ s) = T (t)T (s) for all t, s ≥ 0,

• for any ϕ ∈ B, ‖T (t)ϕ− ϕ‖B → 0 as t ↓ 0.

Definition 9 Let {T (t)}t≥0 be a C0-semigroup of linear and bounded operators

on B. The operator A : D(A) ⊆ B → B defined by the domain

D(A) :=
{

ϕ ∈ B : ∃ lim
h↓0

T (h)ϕ− ϕ

h
∈ B

}

and the action

Aϕ = lim
h↓0

T (h)ϕ− ϕ

h

is called the infinitesimal generator of {T (t)}t≥0.

The solution operator of (3.2.1), denoted also with T (t) for t ≥ 0, is the linear

and bounded operator T (t) : Y × Z → Y × Z defined by the action

T (t)(φ, ψ) = (yt, zt).

It is not difficult to prove that the family {T (t)}t≥0 is a C0-semigroup (see Propo-

sition 3.1 in [16, Chapter 3] for DDE) with infinitesimal generator the linear and

unbounded operator A : D(A) ⊆ Y × Z → Y × Z with action

A(φ, ψ) = (φ′, ψ′)

and domain

D(A) =
{

(φ, ψ) ∈ Y × Z : (φ′, ψ′) ∈ Y × Z,
φ(0) = L11φ+ L12ψ

ψ′(0) = L21φ+ L22ψ

}

(see Proposition 3.2 in [16, Chapter 3] for DDE). Finally, extending Theorem 3.1

in [16, Chapter 3] to the case of VFE/DDE systems, it is possible to conclude

that for any (φ, ψ) ∈ D(A) the function

(u, v) : t→ (u(t), v(t)) := T (t)(φ, ψ), t ≥ 0,
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is the unique solution of the abstract Cauchy problem

d

dt
(u(t), v(t)) = A(u(t), v(t)), t > 0,

(u(0), v(0)) = (φ, ψ) ∈ D(A),
(3.2.3)

defined on Y ×Z. Then, (3.2.1) is equivalent to (3.2.3) in the sense that (yt, zt) =

(u(t), v(t)).

Once (3.2.3) is constructed, the interest now is in the spectrum σ(A) of A. As
A is the infinitesimal generator operator of a compact C0-semigroup, its spectrum

is point spectrum and has the following properties (see e.g. [16, 39, 50]):

• every λ ∈ σ(A) has finite algebraic multiplicity,

• every right half-plane in C contains at most finitely many eigenvalues of A,

• the spectrum of A consists of the zeros of the characteristic equation.

Then, the problem of obtaining the roots of a characteristic equation is analogous

to the problem of computing the eigenvalues of A, and the one of determining sta-

bility and detecting bifurcations turns to the problem of computing the rightmost

eigenvalue of the infinitesimal generator operator.

3.3 The pseudospectral technique

The idea now is to extend the infinitesimal generator approach in [16, Chapter

5] for DDE (see also [11]) and in [12] for VFE to coupled systems of VFE/DDE.

A first approach was presented in [9] where the authors followed the technique

in [12]. The approach presented in this section (and also in [10]) decouples the

VFE and the DDE systems and combines both techniques ([11] for the DDE and

[12] for VFE). This approach was done in view of an adaptation of the technique

to approximate nonlinear systems of VFE/DDE (infinite dimensional) assuming

linearity with respect to yt, with nonlinear systems of ODE (finite dimensional)

see [8]. The method presented in this section consists of discretizing the Banach

space Y × Z and the infinitesimal generator operator A, obtaining a discrete

operator AM which eigenvalues approximate the spectrum σ(A). In the first part

of the section the method based on polynomial interpolation is presented. Then
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in the second part the convergence of the eigenvalues of the operator AM to those

of A is proved analytically.

3.3.1 Reducing infinite dimensional to finite dimensional

systems

For M a positive integer, let

ΩM := {θ0, θ1, . . . , θM}

be a mesh of points in [−τ, 0] satisfying

0 := θ0 > θ1 > . . . > θM−1 > θM := −τ.

The continuous Banach space Y × Z is approximated by the space YM × ZM of

the discrete functions defined on the points of ΩM by choosing

YM := (Rd1)ΩM\{0} ∼= Rd1M

and

ZM := (Rd2)ΩM ∼= Rd2(M+1).

An element in YM × ZM is denoted by (Φ,Ψ) where

Φ := (Φ1, . . . ,ΦM) ∈ YM , Ψ := (Ψ0,Ψ1, . . . ,ΨM) ∈ ZM .

Let L̄11, L̄12, L̄21 and L̄22 be approximations of the functional L11, L12, L21

and L22 respectively. These approximations are due to the fact that it is not

always possible to compute the exact functionals, for instance in (3.2.2) due to

the integral terms. Now, given (Φ,Ψ) ∈ YM × ZM , let (PM , QM) ∈ Y × Z, where

PM : [−τ, 0]→ Rd1 and QM : [−τ, 0]→ Rd2 are the polynomials of degree at most

M uniquely determined by

PM(θ0) = L̄11PM + L̄12QM , (3.3.1a)

PM(θi) = Φi, i = 1, . . . ,M, (3.3.1b)

QM(θi) = Ψi, i = 0, 1, . . . ,M. (3.3.1c)
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Through such polynomials a linear finite dimensional operator that approximates

A is constructed. The operator AM : YM × ZM → YM × ZM has action

AM(Φ,Ψ) = (ξ, η) (3.3.2)

given by

ξi = P ′M(θi), i = 1, . . . ,M, (3.3.3a)

η0 = L̄21PM + L̄22QM , (3.3.3b)

ηi = Q′M(θi), i = 1, . . . ,M. (3.3.3c)

The linearity of AM easily follows from the linearity of interpolation, differ-

entiation, (3.3.1a) and (3.3.3b). In this way AM mimics both the action of A
through (3.3.3), and its domain through the boundary condition (3.3.1a) and

(3.3.3b). Later on, with abuse of notation, AM is also used to denote the matrix

in R(d1M+d2(M+1))×(d1M+d2(M+1)) representing the above operator in the canonical

basis.

From now on the term continuous is used to denote the exact problem in

infinite dimension and the term discrete for the approximated problem in finite

dimension.

3.3.2 Convergence analysis

The convergence analysis of the approximated eigenvalues to the exact ones is

based on the comparison between the characteristic equation of the discrete prob-

lem and the one of the continuous problem. The analysis is a natural extension

of the work developed in [11, 12] to linear VFE/DDE systems of the type (3.2.1).

Here the same structure than in [11, 12] is followed (see also [16, Chapters 5.3

and 5.4]), merging the problem from R to C: first, expressions for the continuous

and the discrete characteristic equations are given; second, an upper bound for

the error between the characteristic equations is obtained; third, the theorem of

convergence for the eigenvalues is presented.

Continuous and discrete characteristic equations

Let λ ∈ C and (φ, ψ) ∈ D(A) \ {0, 0} be such that

A(φ, ψ) = λ(φ, ψ),
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i.e.,

(φ′, ψ′)(θ) = λ(φ, ψ)(θ), θ ∈ [−τ, 0],
(φ, ψ′)(0) = (L11φ+ L12ψ, L21φ+ L22ψ).

Since the general solution of the initial value problem

(φ′, ψ′)(θ) = λ(φ, ψ)(θ), θ ∈ [−τ, 0],
(φ, ψ)(0) = (ū, v̄) ∈ Cd1+d2 ,

(3.3.4)

is (φ, ψ) = eλ·(ū, v̄), then λ is in the spectrum σ(A) if and only if there exists

(ū, v̄) ∈ Cd1+d2 \ {0, 0} such that

ū = L11(e
λ·ū) + L12(e

λ·v̄),

λv̄ = L21(e
λ·ū) + L22(e

λ·v̄).

Accordingly, we define a linear operator Â(λ) : Cd1+d2 → Cd1+d2 which action is

given by

Â(λ)(ū, v̄) := (L11(e
λ·ū) + L12(e

λ·v̄), L21(e
λ·ū) + L22(e

λ·v̄)),

and a so called characteristic function

f(λ) := det

((

Id1
λId2

)

− Â(λ)
)

,

where Id1 and Id2 are the identity matrices of respective dimensions d1 and d2,

and the blanks correspond to zero components. Then the continuous characteristic

equation is

f(λ) = 0, (3.3.5)

and it can be concluded that λ ∈ σ(A) if and only if (3.3.5) holds.

The discrete problem is treated in a similar way. Let λ ∈ C and (Φ,Ψ) ∈
YM × ZM \ {0, 0} be such that

AM(Φ,Ψ) = λ(Φ,Ψ),

i.e.,
P ′M(θi) = λΦi, i = 1, . . . ,M,

L̄21PM + L̄22QM = λΨ0,

Q′M(θi) = λΨi, i = 1, . . . ,M.

(3.3.6)
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By combining (3.3.1) with (3.3.6)

PM(θ0) = L̄11PM + L̄12QM ,

P ′M(θi) = λPM(θi), i = 1, . . . ,M,

λQM(θ0) = L̄21PM + L̄22QM ,

Q′M(θi) = λQM(θi), i = 1, . . . ,M,

is obtained. At this point the collocation polynomial is defined.

Definition 10 given (ū, v̄) ∈ Cd1+d2, the collocation polynomial (pM , qM) of the

initial value problem (3.3.4) relevant to the nodes θ1, . . . , θM , is given by the poly-

nomials pM(·) := pM(·;λ, (ū, v̄)) and qM(·) := qM(·;λ, (ū, v̄)) uniquely determined

by

pM(θ0) = ū,

p′M(θi) = λpM(θi), i = 1, . . . ,M,

qM(θ0) = v̄,

q′M(θi) = λqM(θi), i = 1, . . . ,M.

In conclusion, λ is an eigenvalue of the operator AM if and only if the collocation

polynomial (pM , qM) is equal to the polynomial (PM , QM), that is if and only if

ū = L̄11(pM) + L̄12(qM),

λv̄ = L̄21(pM) + L̄22(qM).

Similarly than in the continuous case, a linear operator ÂM(λ) : Cd1+d2 → Cd1+d2

given by the action

ÂM(λ)(ū, v̄) := (L̄11(pM) + L̄12(qM), L̄21(pM) + L̄22(qM))

is defined, which corresponding characteristic function is

fM(λ) := det

((

Id1
λId2

)

− ÂM(λ)

)

.

Then, the discrete characteristic equation is

fM(λ) = 0 (3.3.7)

and λ is an eigenvalue of the operator AM if and only if (3.3.7) holds.
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Error of the collocation polynomial

Once the expressions for the characteristic equations are given, the next step is to

provide an upper bound for the error of the collocation polynomial with respect

to the exact solution of the initial value problem (3.3.4). During the convergence

proof of the lemma that contains the result (Lemma 1), the following corollary of

the Banach perturbation lemma (see e.g. [63, Chapter 10]) is used.

Corollary 1 Let A : Y × Z → Y × Z be a linear and bounded operator, and

{AM}M≥0 where AM : Y × Z → Y × Z for all M ≥ 0 be a sequence of linear and

bounded operators converging in norm to A. If A admits a bounded inverse A−1,

then for sufficiently large M , AM admits a bounded inverse A−1M and

‖A−1M ‖ ≤ 2‖A−1‖

holds.

Moreover, in order to apply interpolation results [64] during the proof (of Lemma

1), it is necessary to define a mesh of Chebyshev extremal nodes.

Definition 11 LetM ∈ N, the Chebyshev extremal nodes on [−τ, 0] are the points
given by

θi =
τ

2

(

cos
(

i
π

M

)

− 1
)

, i = 0, 1, . . . ,M.

Assumption 1 The discrete space YM×ZM is defined for the mesh ΩM of M+1

Chebyshev extremal nodes.

Now let B(λ, ρ) be the closed ball in C of center λ and radius ρ. The following

lemma contains the collocation result.

Lemma 1 Let λ∗ ∈ C and ρ0 > 0. Under Assumption 1 there exists M0 ∈
N such that, for all M > M0, all λ ∈ B(λ∗, ρ0) and all (ū, v̄) ∈ Cd1+d2, the

collocation polynomial (pM , qM) of (3.3.4) given by Definition 10 exists and is

unique. Moreover, it holds that

‖(pM(·;λ, (ū, v̄)), qM(·;λ, (ū, v̄)))− eλ·(ū, v̄)‖Y×Z ≤
C0√
M

(

C1

M

)M

|(ū, v̄)|,

where C0 and C1 are constants independent of M .
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Proof: Consider the integral Volterra operator Kλ : Y × Z → Y × Z with action

(Kλ(φ, ψ))(θ) = λ

∫ θ

0

(φ(s), ψ(s))ds, θ ∈ [−τ, 0],

for λ ∈ C, and the Lagrange interpolation operator LM−1 : Y × Z → Y × Z

relevant to the nodes θ1, . . . , θM with action

LM−1(φ, ψ) = (LM−1φ,LM−1ψ),

for LM−1φ and LM−1ψ the M − 1 degree polynomials uniquely determined by

LM−1φ(θi) = φ(θi), i = 1, . . . ,M,

LM−1ψ(θi) = ψ(θi), i = 1, . . . ,M.

Both operators are linear and bounded. Then, the initial value problem (3.3.4)

can be written as the functional equation

(φ, ψ) = (ū, v̄) +Kλ(φ, ψ) (3.3.8)

in Y × Z, and its collocation polynomial as

(pM , qM) = (ū, v̄) +KλLM−1(pM , qM), (3.3.9)

where (ū, v̄) ∈ Y × Z is the function of constant value (ū, v̄) ∈ Cd1+d2 . By

subtracting (3.3.8) from (3.3.9), denoting with eM := (pM , qM)− (φ, ψ) and with

I := IY×Z , the error of the collocation polynomial is given by

eM = KλLM−1eM +Kλ(LM−1 − I)(φ, ψ). (3.3.10)

The operator I−Kλ admits a bounded inverse (see e.g. [63]), however the operator

KλLM−1 does not converge in norm to the operator Kλ, and so it is not possible

to apply Corollary 1 to prove that the operator I − KλLM−1 admits a bounded

inverse for M large. On the other hand, as Kλ and LM−1 are linear and bounded,

the solutions of (3.3.10) are functions eM = KλêM , where êM is a solution of

êM = LM−1KλêM + (LM−1 − I)(φ, ψ).
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Now it is necessary to prove that the operator I − LM−1Kλ is invertible. As Kλ

is an integral operator, then KλêM is absolutely continuous in [−τ, 0] → Cd1+d2 ,

and by Theorem 1 in [64] it holds that

‖(LM−1 − I)Kλ‖ → 0 as M →∞,

where ‖ · ‖ := ‖ · ‖Y×Z←Y×Z is the operator induced norm. By applying Corollary

1, it exists M0 > 0 such that ∀M > M0 the operator I − LM−1Kλ is invertible

and

‖(I − LM−1Kλ)
−1‖ ≤ 2‖(I −Kλ)

−1‖.
Then,

eM = Kλ(I − LM−1Kλ)
−1(LM−1 − I)(φ, ψ),

and

‖eM‖Y×Z ≤ 2‖Kλ‖‖(I −Kλ)
−1‖‖(LM−1 − I)(φ, ψ)‖Y×Z . (3.3.11)

The next step is to give upper bounds for the terms in the right hand side of

(3.3.11). First, the bound for ‖Kλ‖ is given by

‖Kλ‖ = sup
(φ,ψ)∈Y×Z\{0,0}

‖Kλ(φ, ψ)‖Y×Z
‖(φ, ψ)‖Y×Z

= sup
(φ,ψ)∈Y×Z\{0,0}

‖λ
∫ ·

0
φ(s)ds‖Y + ‖λ

∫ ·

0
ψ(s)ds‖Z

‖φ‖Y + ‖ψ‖Z

≤ |λ| sup
(φ,ψ)∈Y×Z\{0,0}

∫ 0

−τ
|
∫ θ

0
φ(s)ds|dθ +maxθ∈[−τ,0] |

∫ θ

0
ψ(s)ds|

‖φ‖Y + ‖ψ‖Z

≤ |λ| sup
(φ,ψ)∈Y×Z\{0,0}

∫ 0

−τ

(

∫ 0

θ
|φ(s)|ds

)

dθ +maxθ∈[−τ,0]
∫ 0

θ
|ψ(s)|ds

‖φ‖Y + ‖ψ‖Z

≤ |λ| sup
(φ,ψ)∈Y×Z\{0,0}

τ
∫ 0

−τ
|φ(s)|ds+ τ maxs∈[−τ,0] |ψ(s)|

‖φ‖Y + ‖ψ‖Z
= |λ|τ.

For the bound of ‖(I − Kλ)
−1‖, as I − Kλ is invertible, for all (φ, ψ) ∈ Y × Z

there exists a unique (ξ, η) such that

(I −Kλ)(ξ, η) = (φ, ψ), (3.3.12)

and then

‖(I −Kλ)
−1(φ, ψ)‖Y×Z = ‖(ξ, η)‖Y×Z .
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The equality (3.3.12) satisfies componentwise for θ ∈ [−τ, 0]

|ξ(θ)| = |φ(θ) + λ

∫ θ

0

ξ(s)ds|,

|η(θ)| = |ψ(θ) + λ

∫ θ

0

η(s)ds|,

and for σ ∈ [−τ, 0]
∫ 0

σ

|ξ(θ)|dθ =
∫ 0

σ

∣

∣

∣

∣

φ(θ) + λ

∫ θ

0

ξ(s)ds

∣

∣

∣

∣

dθ

≤
∫ 0

σ

|φ(θ)|dθ + |λ|
∫ 0

σ

(∫ 0

θ

|ξ(s)|ds
)

dθ, (3.3.13)

max
θ∈[σ,0]

|η(θ)| = max
θ∈[σ,0]

∣

∣

∣

∣

ψ(θ) + λ

∫ θ

0

η(s)ds

∣

∣

∣

∣

≤ max
θ∈[σ,0]

|ψ(θ)|+ |λ|
∫ 0

σ

max
θ∈[s,0]

|η(θ)|ds. (3.3.14)

Applying Gronwall lemma (see e.g. [78]) to (3.3.13) and (3.3.14) and considering

σ = −τ , it holds that

‖(ξ, η)‖Y×Z = e|λ|τ‖(φ, ψ)‖Y×Z ,

and

‖(I −Kλ)
−1‖ = sup

(φ,ψ)∈Y×Z\{0,0}

‖(I −Kλ)
−1(φ, ψ)‖Y×Z

‖(φ, ψ)‖Y×Z
= e|λ|τ .

Finally, the bound of ‖(LM−1 − I)(φ, ψ)‖Y×Z corresponds to the bound of the

error of interpolating (φ, ψ) at the nodes θ1, . . . , θM in ΩM . Applying the Cauchy

reminder for polynomial interpolation (see e.g. [29]), for any θ ∈ [−τ, 0] there
exists δ ∈ (−τ, 0) such that

(LM−1 − I)(φ, ψ)(θ) = −(φ(M), ψ(M))(δ)

M !

M
∏

i=1

(θ − θi).
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As (φ, ψ) = eλ·(ū, v̄), it can be concluded that

‖(LM−1 − I)(φ, ψ)‖Y×Z ≤
|λ|MτM
M !

max
δ∈(−τ,0)

|eλδ(ū, v̄)|

=
|λ|MτM
M !

max{1, e−ℜ(λ)τ}|(ū, v̄)|,

where ℜ(λ) denotes the real part of λ. By considering the previous error bounds

‖eM‖Y×Z ≤
2e|λ|τ (|λ|τ)M+1

M !
max{1, e−ℜ(λ)τ}|(ū, v̄)|

holds, and as λ ∈ B(λ∗, ρ0) then

|λ| = |λ− λ∗ + λ∗| ≤ |λ− λ∗|+ |λ∗| ≤ ρ0 + |λ∗|

and

‖eM‖Y×Z ≤
2e(ρ0+|λ

∗|)τ ((ρ0 + |λ∗|)τ)M+1

M !
max{1, e−(ℜ(λ∗)−ρ0)τ}|(ū, v̄)|.

Finally considering Stirling’s formula

M ! ≥
√
2πM

(

M

e

)M

,

and denoting by C0 := C0(λ
∗, ρ0), where

C0(λ
∗, ρ0) =

√
2π

π
(ρ0 + |λ∗|)τe(ρ0+|λ

∗|)τ max{1, e−(ℜ(λ∗)−ρ0)τ},

and by C1 := C1(λ
∗, ρ0), where

C1(λ
∗, ρ0) = (ρ0 + |λ∗|)τe,

it can be concluded that

‖eM‖Y×Z ≤
C0√
M

(

C1

M

)M

|(ū, v̄)| → 0 as M →∞. �
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Error between the discrete and the continuous characteristic equations

The next step in the convergence analysis is to give an upper bound for the

error between the discrete and the continuous characteristic equations, which is

generated due to:

• the difference between the exponential solution and the collocation polyno-

mial (collocation error),

• the difference between the exact functionals Lij and the approximated ones

L̄ij for i, j = 1, 2.

For simplicity here, let L denote the operator L : Y × Z → Cd1+d2 with action

L(φ, ψ) = (L11φ+ L12ψ,L21φ+ L22ψ),

and L̄ the operator L̄ : Y × Z → Cd1+d2 , with action

L̄(φ, ψ) = (L̄11φ+ L̄12ψ, L̄21φ+ L̄22ψ).

Assumption 2 The operator L̄ is bounded.

The following lemma contains the result concerning the error between the discrete

and the continuous characteristic equations.

Lemma 2 Let λ∗ ∈ C and ρ0 > 0. Under Assumptions 1 and 2, there exists

M0 ∈ N such that for all M ≥M0 and all λ ∈ B(λ∗, ρ0) it holds that

|f(λ)− fM(λ)| ≤ C2

(

1√
M

(

C1

M

)M

+ ǫ

)

,

where

ǫ := sup

λ ∈ B(λ∗, ρ0)

(ū, v̄) ∈ Cd1+d2 \ {0, 0}

|Leλ·(ū, v̄)− L̄eλ·(ū, v̄)|
|(ū, v̄)| ,

and C1 and C2 are constants independent of M .
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Proof: since det(A) is C1 with respect to A, it is Lipschitz and there exists a

positive constant k(λ) such that

|f(λ)− fM(λ)| ≤ k(λ)‖ÂM(λ)− Â(λ)‖.

Defining the operator Ā(λ) : Cd1+d2 → Cd1+d2 with action

Ā(λ)(ū, v̄) = L̄eλ·(ū, v̄),

it follows that

|f(λ)− fM(λ)| ≤ k(λ) sup
(ū,v̄)∈Cd1+d2\{0,0}

|(ÂM(λ)− Â(λ))(ū, v̄)|
|(ū, v̄)|

≤ k(λ) sup
(ū,v̄)∈Cd1+d2\{0,0}

|(ÂM(λ)− ĀM(λ))(ū, v̄)|
(ū, v̄)|

+ k(λ) sup
(ū,v̄)∈Cd1+d2\{0,0}

|(ĀM(λ)− Â(λ))(ū, v̄)|
|(ū, v̄)|

= k(λ) sup
(ū,v̄)∈Cd1+d2\{0,0}

|L̄eM |+ |L̄eλ·(ū, v̄)− Leλ·(ū, v̄)|
|(ū, v̄)|

≤
(

sup
λ∈B(λ∗,ρ0)

k(λ)

)(

‖L̄‖ C0√
M

(

C1

M

)M

+ ǫ

)

≤ C2

(

1√
M

(

C1

M

)M

+ ǫ

)

,

where

C2 := C2(λ
∗, ρ0) =

(

sup
λ∈B(λ∗,ρ0)

k(λ)

)

max{1, ‖L̄‖C0}

is independent of M . �

Theorem of convergence

After proving that the error between the discrete and the continuous character-

istic equations is bounded and obtaining an upper bound, the next step in the

convergence analysis is to state the theorem for the convergence of the eigenvalues,

for which the following lemma is needed.
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Lemma 3 If the function f(λ) has a zero λ∗ ∈ C with multiplicity ν, then there

exists ρ0 := ρ0(λ
∗) > 0 such that

|f(λ)| > C3|λ− λ∗|ν ,
for λ ∈ B(λ∗, ρ0) \ {λ∗}, where C3 := C3(λ

∗, ρ0).

Proof: Considering the Taylor expansion of f(λ), i.e.

f(λ) =
f (ν)(λ∗)

ν!
(λ− λ∗)ν +

f (ν+1)(ξ)

(ν + 1)!
(λ− λ∗)ν+1,

where the first ν terms vanish due to the multiplicity of the zero λ∗, then

|f(λ)| =
∣

∣

∣

∣

f (ν)(λ∗)

ν!
−
(

−f
(ν+1)(ξ)

(ν + 1)!
(λ− λ∗)

) ∣

∣

∣

∣

|λ− λ∗|ν

≥
(∣

∣

∣

∣

f (ν)(λ∗)

ν!

∣

∣

∣

∣

−
∣

∣

∣

∣

f (ν+1)(ξ)

(ν + 1)!
(λ− λ∗)

∣

∣

∣

∣

)

|λ− λ∗|ν ,

and there exists ρ0 := ρ0(λ
∗) such that for all λ ∈ B(λ∗, ρ0) \ {λ∗}

∣

∣

∣

∣

f (ν+1)(ξ)

(ν + 1)!
(λ− λ∗)

∣

∣

∣

∣

≤ sup
ξ∈B(λ∗,ρ0)

∣

∣

∣

∣

f (ν+1)(ξ)

(ν + 1)!
ρ0

∣

∣

∣

∣

<

∣

∣

∣

∣

f (ν)(λ∗)

ν!

∣

∣

∣

∣

,

and

|f(λ)| > C3|λ− λ∗|ν

for

C3 := C3(λ
∗, ρ0) =

(

∣

∣

∣

∣

f (ν)(λ∗)

ν!

∣

∣

∣

∣

− sup
ξ∈B(λ∗,ρ0)

∣

∣

∣

∣

f (ν+1)(ξ)

(ν + 1)!
ρ0

∣

∣

∣

∣

)

. �

Now it is possible to present the main result, i.e. the theorem that states the

convergence of the eigenvalues of the discrete operator AM to the exact ones of

A.
Theorem 2 Let λ∗ ∈ C be a zero of f(λ) with multiplicity ν. Under Assumptions

1 and 2, there exist ρ0 > 0 and M0 ∈ N such that for all M ≥ M0 and for

sufficiently small

ǫ := sup

λ ∈ B(λ∗, ρ0)

(ū, v̄) ∈ Cd1+d2 \ {0, 0}

|Leλ·(ū, v̄)− L̄eλ·(ū, v̄)|
|(ū, v̄)| ,
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there exist λi zeros on fM(λ), for i = 1, . . . , ν, counted with multiplicities, satis-

fying

max
1≤i≤ν

|λ∗ − λi| <
(

C2

C3

) 1
ν

(

ǫ+
1√
M

(

C1

M

)M
) 1

ν

,

with C1, C2 and C3 constants independent of M .

Proof: By Lemma 3 it holds that

|f(λ)| > C3|λ− λ∗|ν ,

for λ ∈ B(λ∗, ρ0) \ {λ∗}, and by Lemma 2 that for all M ≥M0 and λ ∈ B(λ∗, ρ0)

|f(λ)− fM(λ)| ≤ C2

(

ǫ+
1√
M

(

C1

M

)M
)

.

Then, ρM can be defined as

ρM :=

(

C2

C3

) 1
ν

(

ǫ+
1√
M

(

C1

M

)M
) 1

ν

,

and by assuming that ρM ≤ ρ0 and considering

∂B(λ∗, ρM) := {λ ∈ B(λ∗, ρ0) : |λ− λ∗| = ρM},

it holds that

|f(λ)| > C3ρM
ν ≥ |f(λ)− fM(λ)|, λ ∈ ∂B(λ∗, ρM).

Applying Rouche’s theorem (see e.g. [26]), it can be concluded that fM(λ) has ν

zeros λi, i = 1, . . . , ν (taking into account multiplicities) inside B(λ∗, ρM), which

means

max
1≤i≤ν

|λ∗ − λi| < ρM . �

If the functionals L11, L12, L21 and L22 are computed exactly, then ǫ = 0 and

the method has spectral accuracy (see [79, Chapter 4]). To conclude this section

it remains to prove that the roots of the discrete characteristic equation indeed

converge to roots of the continuous characteristic equation.
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Proposition 1 Let {ΩMi
}i≥1 be a sequence of meshes on the interval [−τ, 0] such

that Mi → ∞ for i → ∞. If λi → λ∗ for i → ∞, where λi is a root of fMi
(λ),

then λ∗ is a root of f(λ).

Proof: as λi is a root of fMi
(λ), it holds that

|f(λ∗)| = |f(λ∗)− fMi
(λi)| ≤ |f(λ∗)− f(λi)|+ |f(λi)− fMi

(λi)|.

Then,

lim
λi→λ∗

|f(λ∗)− f(λi)| = 0,

and by Lemma 2

|f(λi)− fMi
(λi)| ≤ C2

(

ǫ+
1√
Mi

(

C1

Mi

)Mi

)

→ C2ǫ as i→∞

holds. In conclusion λ∗ is a zero of f(λ). �

3.4 Numerical implementation

In this section the numerical details to obtain the operator AM are included. The

process followed here is the same as in [16, Chapter 7] for DDE. First, a piece-

wise method is presented as an extension of the technique introduced in Chapter

3.3.1, considering systems with several discrete and distributed delays. Then, the

Chebyshev differentiation matrix and the Clenshaw-Curtis quadrature rule are

reviewed in the context of the pseudospectral method. Finally, the technique is

tested with toy models and the obtained results compared with those from the

literature.

3.4.1 The piecewise pseudospectral method

Let −τm for m = 0, 1, . . . , k be points in [−τ, 0] satisfying

0 =: −τ0 > −τ1 > . . . > −τk := −τ,

and let the operators L11, L12, L21 and L22 be as defined in Chapter 3.2. In

order to evaluate the discrete delays in (3.2.2) and to give a good approxima-

tion to the distributed delay terms, it is very convenient that the points −τm
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for m = 0, 1, . . . , k belong to the mesh ΩM (see [16, Chapters 5.1 and 5.2] for

DDE). This motivates the construction of a piecewise version of the technique

introduced in Chapter 3.3.1: first, a piecewise mesh ΩM of Chebyshev extremal

nodes and the discrete space YM × ZM should be defined; then, the function

(PM , QM) ∈ Y ×Z is obtained using Lagrange interpolation; next, differentiating

the function (PM , QM) ∈ Y × Z at the nodes of the mesh and considering the

boundary condition of A, expressions for the entries of the discrete operator AM

are obtained.

Piecewise discretization

First, the interval [−τ, 0] is divided in subintervals [−τm,−τm−1] for m = 1, . . . , k

satisfying

[−τ, 0] := [−τk,−τk−1] ∪ . . . ∪ [−τ1,−τ0].
Then, for m = 1, . . . , k let Mm be positive integers and

Ωm
Mm

:= {θm0 , θm1 , . . . , θmMm
}

meshes of Chebyshev extremal nodes in the intervals [−τm,−τm−1], satisfying

θmi =
τm − τm−1

2
cos

(

iπ

Mm

)

− τm + τm−1
2

, i = 0, 1, . . . ,Mm,

and

θmMm
= θm+1

0 , m = 1, . . . , k − 1.

By considering the union of the meshes ΩMm
for m = 1, . . . , k, a piecewise mesh

ΩM := ∪km=1Ω
m
Mm

= {θ10, θ11, . . . , θ1M1
, θ21, . . . , θ

2
M2
, . . . , θk1 , . . . , θ

k
Mk
} (3.4.1)

is constructed, which satisfies

0 := θ10 > θ11 > . . . > θ1M1
> θ21 > . . . > θ2M2

> . . . > θk1 > . . . > θkMk
:= −τ.

Then, the discrete space YM ×ZM is defined as in Chapter 3.3.1, and its elements

(Φ,Ψ) ∈ YM × ZM are

Φ := (Φ1
1, . . . ,Φ

1
M1
,Φ2

1, . . . ,Φ
2
M2
, . . . ,Φk

1, . . . ,Φ
k
Mk

) ∈ YM ,

and

Ψ := (Ψ1
0,Ψ

1
1, . . . ,Ψ

1
M1
,Ψ2

1, . . . ,Ψ
2
M2
, . . . ,Ψk

1, . . . ,Ψ
k
Mk

) ∈ ZM .
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Piecewise interpolation

In Chapter 3.3.1 (PM , QM) was defined by the polynomials PM and QM uniquely

determined by (3.3.1). Here (PM , QM) ∈ Y ×Z has to be redefined considering a

piecewise mesh ΩM , then

(PM , QM)(θ) :=



























(PM1 , QM1)(θ) if θ ∈ [−τ1, 0],
(PM2 , QM2)(θ) if θ ∈ [−τ2,−τ1],
...

(PMk
, QMk

)(θ) if θ ∈ [−τk,−τk−1],

where PM1 andQM1 are the polynomials of degree at mostM1 uniquely determined

by

PM1(θ
1
0) = L̄11PM + L̄12QM , (3.4.2a)

PM1(θ
1
i ) = Φ1

i , i = 1, . . . ,M1, (3.4.2b)

QM1(θ
1
i ) = Ψ1

i , i = 0, . . . ,M1, (3.4.2c)

and PMm
and QMm

for m = 2, . . . , k the polynomials of degree at most Mm given

by

PMm
(θm0 ) = Φm−1

Mm−1
, (3.4.3a)

PMm
(θmi ) = Φm

i , i = 1, . . . ,Mm, (3.4.3b)

QMm
(θm0 ) = Ψm−1

Mm−1
, (3.4.3c)

QMm
(θmi ) = Ψm

i , i = 1, . . . ,Mm. (3.4.3d)

The construction of the polynomials PMm
and QMm

for m = 1, . . . , k is carried

out using Lagrange interpolation (see e.g. [17]). Now let lmj : [−τ, 0]→ R be the

functions defined throw Lagrange coefficients given by

l1j (θ) =







0, θ /∈ [−τ1, 0],
∏

i 6=j, i∈{0,1,...,M1}
θ−θ1i
θ1j−θ

1
i

, θ ∈ [−τ1, 0],

for j = 0, 1, . . . ,M1 and by

lmj (θ) =







0, θ /∈ [−τm,−τm−1),
∏

i 6=j, i∈{0,1,...,Mm}
θ−θmi
θmj −θ

m
i
, θ ∈ [−τm,−τm−1),
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for j = 0, 1, . . . ,Mm and m = 2, . . . , k. The above functions satisfy

l1j (θ
1
i ) = δij, i, j ∈ {0, 1, . . . ,M1},

lmj (θ
m
i ) = δij, i ∈ {1, . . . ,Mm}, j ∈ {0, 1, . . . ,Mm},

(3.4.4)

for m = 2, . . . , k and δij the Kronecker delta. Then PM and QM are given by

PM(θ) = l10(θ)Id1(L̄11PM + L̄12QM)

+

M1
∑

j=1

l1j (θ)Id1Φ
1
j +

k
∑

m=2

Mm
∑

j=0

lmj (θ)Id1Φ
m
j (3.4.5)

and

QM(θ) =
k
∑

m=1

Mm
∑

j=0

lmj (θ)Id2Ψ
m
j , (3.4.6)

where Φm
0 := Φm−1

Mm−1
and Ψm

0 := Ψm−1
Mm−1

for m = 2, . . . , k. Finally from (3.4.5),

and by linearity in (PM , QM), L̄11 and L̄12 (the latter can be assumed from the

linearity in L11 and L12) it is possible to derive the expression

PM(θ10) =(Id1 − L̄11l
1
0Id1)

−1

( M1
∑

j=1

L̄11l
1
j Id1Φ

1
j +

M1
∑

j=0

L̄12l
1
j Id2Ψ

1
j

+
k
∑

m=2

( Mm
∑

j=0

L̄11l
m
j Id1Φ

m
j + L̄12l

m
j Id2Ψ

m
j

))

. (3.4.7)

Differentiation of (PM , QM)

The next step in the derivation of the operator AM is to give an analytical expres-

sion to the function (P ′M , Q
′
M) ∈ Y ×Z by differentiating (3.4.5-3.4.6). The reader

should take into account that in (3.4.5) the term L̄11PM + L̄12QM is equal to the

right hand side of (3.4.7) which is a constant value. The obtained expressions for

the derivatives of PM and QM are

P ′M(θ) = l10
′
(θ)Id1(Id1 − L̄11l

1
0Id1)

−1

[ M1
∑

j=1

L̄11l
1
j Id1Φ

1
j +

M1
∑

i=0

L̄12l
1
j Id2Ψ

1
j+

k
∑

m=2

( Mm
∑

j=0

L̄11l
m
j Id1Φ

m
j + L̄12l

m
j Id2Ψ

m
j

)]

+

M1
∑

j=1

l1j
′
(θ)Id1Φ

1
j +

k
∑

m=2

Mm
∑

j=0

lmj
′(θ)Id1Φ

m
j
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and

Q′M(θ) =
k
∑

m=1

Mm
∑

j=0

lmj
′(θ)Id2Ψ

m
j .

Construction of AM

By extending (3.3.3) to the piecewise case, the action (3.3.2) of the operator AM

is given by

ξ1i = P ′M(θ1i ), i = 1, . . . ,M1, (3.4.8a)

η10 = L̄21PM + L̄22QM , (3.4.8b)

η1i = Q′M(θ1i ), i = 1, . . . ,M1, (3.4.8c)

and by

ξmi = P ′M(θmi ), i = 1, . . . ,Mm, (3.4.9a)

ηmi = Q′M(θmi ), i = 1, . . . ,Mm, (3.4.9b)

for m = 2, . . . , k. By incorporating (3.4.5-3.4.6) into (3.4.8b) and again taking

into account that L̄11PM + L̄12QM is equal to the right hand side of (3.4.7), then

η10 =L̄21l
1
0Id1(Id1 − L̄11l

1
0Id1)

−1

( M1
∑

j=1

L̄11l
1
j Id1Φ

1
j

+

M1
∑

j=0

L̄12l
1
j Id2Ψ

1
j +

k
∑

m=2

( Mm
∑

j=0

L̄11l
m
j Id1Φ

m
j + L̄12l

m
j Id2Ψ

m
j

))

+

M1
∑

j=1

L̄21l
1
j Id1Φ

1
j +

k
∑

m=2

( Mm
∑

j=0

L̄21l
m
j Id1Φ

m
j

)

+
k
∑

m=1

( Mm
∑

j=0

L̄22l
m
j Id2Ψ

m
j

)

.

The representation of the operator AM : YM × ZM → YM × ZM in the canonical

basis is a matrix in R(d1M+d2(M+1))×(d1M+d2(M+1)) where

M :=
k
∑

m=1

Mm.

The scheme of the matrix corresponds to Figure 3.1, and its entries are:
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Figure 3.1: Scheme of the matrix in R(d1M+d2(M+1))×(d1M+d2(M+1)) corresponding to the

representation of the operator AM : YM × ZM → YM × ZM in the canonical basis.

A11
M A12

M . . . A1k
M A21

M A22
M . . . A2k

M

A32
M

. . .

A3k
M

A41
M A42

M . . . A4k
M A51

M A52
M . . . A5k

M

A61
M

A62
M

. . .

A6k
M

• the d1M1 × d1M1 matrix A11
M where

(a11M)ij :=























l10
′
(θ1i )Id1(Id1 − L̄11l

1
0Id1)

−1L̄11l
1
j Id1 + l1j

′
(θ1i )Id1 , if j 6=M1,

l10
′
(θ1i )Id1(Id1 − L̄11l

1
0Id1)

−1(L̄11l
1
j Id1 + L̄11l

2
0Id1)

+l1j
′
(θ1i )Id1 , if j =M1,

for i, j = 1, . . . ,M1 and each element is a d1 × d1 matrix,

• the d1M1 × d1Mm matrices A1m
M for m = 2, . . . , k where

(a1mM )ij :=























l10
′
(θ1i )Id1(Id1 − L̄11l

1
0Id1)

−1(L̄11l
m
j Id1

+L̄11l
m+1
0 Id1), if m 6= k and j =Mm,

l10
′
(θ1i )Id1(Id1 − L̄11l

1
0Id1)

−1L̄11l
m
j Id1 , elsewhere,
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for i = 1, . . . ,M1, j = 1, . . . ,Mm and each element is a d1 × d1 matrix,

• the d1M1 × d2(M1 + 1) matrix A21
M where

(a21M)ij :=















l10
′
(θ1i )Id1(Id1 − L̄11l

1
0Id1)

−1L̄12l
1
j Id2 , if j 6=M1,

l10
′
(θ1i )Id1(Id1 − L̄11l

1
0Id1)

−1(L̄12l
1
j Id2 + L̄12l

2
0Id2), if j =M1,

for i = 1, . . . ,M1, j = 0, 1, . . . ,M1 and each element is a d1 × d2 matrix,

• the d1M1 × d2Mm matrices A2m
M for m = 2, . . . , k where

(a2mM )ij :=























l10
′
(θ1i )Id1(Id1 − L̄11l

1
0Id1)

−1(L̄12l
m
j Id2

+L̄12l
m+1
0 Id2), if m 6= k and j =Mm,

l10
′
(θ1i )Id1(Id1 − L̄11l

1
0Id1)

−1L̄12l
m
j Id2 , elsewhere,

for i = 1, . . . ,M1, j = 1, . . . ,Mm and each element is a d1 × d2 matrix,

• the d1Mm × d1(Mm + 1) matrices A3m
M for m = 2, . . . , k where

(a3mM )ij := lmj
′(θmi )Id1 ,

for i = 1, . . . ,Mm, j = 0, 1, . . . ,Mm and each element is a d1 × d1 matrix,

• the d2 × d1Mm matrices A4m
M for m = 1, . . . , k where

(a4mM )j :=























L̄21l
1
0Id1(Id1 − L̄11l

1
0Id1)

−1(L̄11l
m
j Id1+ if m 6= k

L̄11l
m+1
0 Id1) + L̄21l

m
j Id1 + L̄21l

m+1
0 Id1 , and j =Mm,

L̄21l
1
0Id1(Id1 − L̄11l

1
0Id1)

−1L̄11l
m
j Id1 + L̄21l

m
j Id1 , elsewhere,

for j = 1, . . . ,Mm and each element is a d2 × d1 matrix,

• the d2 × d2(M1 + 1) matrix A51
M where

(a51M)j :=























L̄21l
1
0Id1(Id1 − L̄11l

1
0Id1)

−1L̄12l
1
j Id2 + L̄22l

1
j Id2 , if j 6=M1,

L̄21l
1
0Id1(Id1 − L̄11l

1
0Id1)

−1(L̄12l
1
j Id2 + L̄12l

2
0Id2)

+L̄22l
1
j Id2 + L̄22l

2
0Id2 , if j =M1,
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for j = 0, 1, . . . ,M1 and each element is a d2 × d2 matrix,

• the d2 × d2(Mm) matrices A5m
M for m = 2, . . . , k where

(a5mM )j :=























L̄21l
1
0Id1(Id1 − L̄11l

1
0Id1)

−1(L̄12l
m
j Id2 if m 6= k

+L̄12l
m+1
0 Id2) + L̄22l

m
j Id2 + L̄22l

m+1
0 Id2 , and j =Mm,

L̄21l
1
0Id1(Id1 − L̄11l

1
0Id1)

−1L̄12l
m
j Id2 + L̄22l

m
j Id2 , elsewhere,

for j = 1, . . . ,Mm and each element is a d2 × d2 matrix,

• the d2Mm × d2(Mm + 1) matrices A6m
M for m = 1, . . . , k where

(a6mM )ij := lmj
′(θmi )Id2 ,

for i = 1, . . . ,Mm, j = 0, 1, . . . ,Mm and each element is a d2 × d2 matrix.

3.4.2 Chebyshev differentiation matrix

The elements lmj
′(θmi ) for i = 1, . . . ,Mm, j = 0, 1, . . . ,Mm and m = 1, . . . , k

in the entries of AM are the derivatives of the Lagrange coefficients evaluated

at the nodes (3.4.1). The mesh (3.4.1) is defined as the union of meshes ΩMm
of

Chebyshev extremal nodes form = 1, . . . , k, then lmj
′(θmi ) are entries of Chebyshev

differentiation matrices.

Definition 12 Let Mm be a positive integer and ΩMm
= {θm0 , . . . , θmMm

} a mesh

of Chebyshev extremal nodes. The Chebyshev differentiation matrix is the (Mm+

1)× (Mm + 1) matrix

Dm
Mm

:=







lm0
′(θm0 ) . . . lmMm

′(θm0 )
...

. . .
...

lm0
′(θmMm

) . . . lmMm

′(θmMm
)







of derivatives of Lagrange coefficients evaluated at the Chebyshev extremal nodes.

The Lagrange coefficients are invariant under translations, then Dm
Mm

is inde-

pendent of the interval. For {θ0, . . . , θMm
} the mesh of Mm Chebyshev extremal



Q2 4F _/.0^]/_.;\-YZ 1.\b]^/ a]- ^.ZY` .l0Y\[]3/

nodes in the interval [−1, 1], the entries of the Chebyshev differentiation matrix

(see Theorem 7 in [79, Chapter 6]) are:

lm0
′(θm0 ) =

2M2
m + 1

6
, lmMm

′(θmMm
) = −2M2

m + 1

6
,

lmj
′(θmi ) =

−θi
2(1− (θi)2)

, j = i, i = 1, . . . ,Mm − 1,

lmj
′(θmi ) =

ci
cj

(−1)i+j
θi − θj

, j 6= i, i, j = 0, 1, . . . ,Mm,

where

ci =

{

2 if i = 0,Mm,

1 otherwise.

3.4.3 Clenshaw-Curtis quadrature rule

The elements L̄ijl
m
n Idj in AM are the approximations of Lijl

m
n Idj for i, j = 1, 2,

m = 1, . . . , k, and n = 0, 1, . . . ,Mm, given by

Lijl
1
nIdj := A0

ijl
1
n(θ

1
0)Idj + A1

ijl
1
n(θ

1
M1

)Idj +

∫ 0

−τ1

B1
ij(θ)l

1
n(θ)Idjdθ, (3.4.10)

and by

Lijl
m
n Idj := Amij l

m
n (θ

m
Mm

)Idj +

∫ −τm−1

−τm

Bm
ij (θ)l

m
n (θ)Idjdθ, (3.4.11)

for m = 2, . . . , k. The approximation comes from the implementation of a quadra-

ture rule to solve numerically the integral terms in (3.4.10) and (3.4.11). The

elements lmn (θ) are the Lagrange coefficients of interpolant polynomials of discrete

functions defined on meshes of Chebyshev extremal nodes, which satisfy (3.4.4).

Then, a natural choice for approximating the integrals is to use the Clenshaw-

Curtis quadrature rule (see e.g. [79, Chapter 12]). For a given mesh ΩMm
of

Chebyshev extremal nodes in the interval [−τm,−τm−1], then
∫ −τm−1

−τm

Bm
ij (θ)l

m
n (θ)Idjdθ ≈

τm − τm−1
2

Mm
∑

l=0

wMm,lB
m
ij (θ

m
l )l

m
n (θ

m
l )Idj ,
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where wMm,l for l = 0, . . . ,Mm are the weight of the quadrature rule. By consid-

ering a variation of (3.4.4) in which the properties are satisfied for i = 0 for all

m, then it holds that

Mm
∑

l=0

wMm,lB
m
ij (θ

m
l )l

m
n (θ

m
l )Idj = wMm,nB

m
ij (θ

m
n )Idj .

In conclusion, the elements L̄ijl
m
n Idj in AM for i, j = 1, 2, m = 1, . . . , k, and

n = 0, 1, . . . ,Mm are given by

L̄ijl
1
nIdj := A0

ijl
1
n(θ

1
0)Idj + A1

ijl
1
n(θ

1
M1

)Idj +
τ1
2
ωM1,nB

1
ij(θ

1
n)Idj ,

and by

L̄ijl
m
n Idj := Amij l

m
n (θ

m
Mm

)Idj +
τm − τm−1

2
ωMm,nB

m
ij (θ

m
n )Idj ,

for m = 2, . . . , k.

3.4.4 Validation of the numerical method with toy

models

The proposed pseudospectral technique and the numerical implementations were

incorporated in the development of MATLAB routines (see Appendix 3.A). With

the purpose of validating the numerical method, here some tests in toy models

are presented. The validation consists of a comparison between the eigenvalues

computed with the method presented in this thesis, which was first presented in

[10], and the ones computed with the technique proposed in [9].

A linear DDE

The first example is the linear DDE with constant coefficients

z′(t) = 2z(t)− ez(t− 1), (3.4.12)

which rightmost eigenvalue is λ = 1 with multiplicity ν = 2. The ingredients for

implementing the numerical method to the problem (3.4.12) are given in Table

3.4.1. Figure 3.2 shows the rightmost eigenvalues with nonnegative imaginary

part of AM (left), as well as the error of convergence of the rightmost eigenvalue
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Table 3.4.1: Ingredients of the linear VFE/DDE system corresponding to the example (3.4.12).

types ingredients and values

dimensions d1 = 0, d2 = 1

delay intervals k = 1, τ = 1

discrete delay terms A0
11 = 0, A0

12 = 0, A0
21 = 0, A0

22 = 2,

A1
11 = 0, A1

12 = 0, A1
21 = 0 , A1

22 = −e
distributed delay terms B1

11(θ) = 0, B1
12(θ) = 0, B1

21(θ) = 0, B1
22(θ) = 0

Figure 3.2: Computed eigenvalues in C with nonnegative imaginary part (left: • for the

method in this work and ◦ for the method in [9]) and error of the rightmost eigenvalue (right:

• for the method in this work and ◦ for the method in [9]) for the problem (3.4.12).

@D @c9 9x<M@ DE9 λ = 1 (right). The spectral convergence of the method can be

appreciated in the figure, where the error decays until reaching half the machine

precision, due to the double multiplicity of λ = 1, at a low number of nodes

M = 10.

A simple system of VFE/DDE

The second example is the system of VFE/DDE with constant coefficients, discrete

and distributed delays given by

y(t) = y(t− 1) + (3− 2e)

∫ 0

−1

y(t+ θ)dθ +

∫ 0

−1

z(t+ θ)dθ,

z′(t) = 2

∫ 0

−1

y(t+ θ)dθ +

∫ 0

−1

z(t+ θ)dθ.

(3.4.13)
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Table 3.4.2: Ingredients of the linear VFE/DDE system corresponding to the example (3.4.13).

types ingredients and values

dimensions d1 = 1, d2 = 1

delay intervals k = 1, τ = 1

discrete delay terms A0
11 = 0, A0

12 = 0, A0
21 = 0, A0

22 = 0,

A1
11 = 1, A1

12 = 0, A1
21 = 0 , A1

22 = 0

distributed delay terms B1
11(θ) = (3− 2e), B1

12(θ) = 1, B1
21(θ) = 2,

B1
22(θ) = 1

Figure 3.3: Computed eigenvalues in C with nonnegative imaginary part (left: • for the

method in this work and ◦ for the method in [9]) and error of the rightmost root eigenvalues

λ = 1 and λ = 2πi (right: • and × for the method in this work and ◦ and ∗ for the method in

[9]).

/D:B@iDEG Dh @c9 Mc<I<M@9IiG@iM 9KB<@iDE <GGDMi<@9H @D q4F5FT4r <I9 λ = 1 (right-

most eigenvalue), and λ = ±2kπi, k > 0. The ingredients for implementing the

numerical method to the problem (3.4.13) are given in Table 3.4.2. Figure 3.3

shows the rightmost and upper part of the spectrum of AM (left), as well as the

error of convergence of the rightmost eigenvalues to the exact ones λ1 = 1 and

λ2 = 2πi (right). Again it is possible to appreciate spectral convergence up to

reaching machine precision for a low number of nodes.
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Table 3.4.3: Ingredients of the linear VFE/DDE system corresponding to the linearization of

the simplified Daphnia model (3.4.14).

types ingredients and values

dimensions d1 = 1, d2 = 1

delay intervals k = 2, τ1 = τ̄ , τ2 = h

discrete delay terms A0
11 = 0, A0

12 = βB(h− τ̄), A0
21 = 0,

A0
22 = r

(

1− 2E
K

)

− γB(h− τ̄),

A1
11 = 0, A1

12 = 0, A1
21 = 0 , A1

22 = 0,

A2
11 = 0, A2

12 = 0, A2
21 = 0 , A2

22 = 0

distributed delay terms B1
11(θ) = 0, B1

12(θ) = 0, B1
21(θ) = 0,

B1
22(θ) = 0, B2

11(θ) = βE, B2
12(θ) = 0,

B2
21(θ) = −γE, B2

22(θ) = 0

parameters β =variable, r = 1, K = 1, γ = 1, τ̄ = 3, h = 4

A simplified Daphnia model

The last example for validating the method is a simplified version of the Daphnia

model (see Chapter 1.1) that was presented in [9]. The authors considered the

VFE/DDE system

B(t) = βE(t)

∫ h

τ̄

B(t− α)dα,

d

dt
E(t) = rE(t)

(

1− E(t)

K

)

− γE(t)

∫ h

τ̄

B(t− α)dα,

(3.4.14)

for β, r,K, γ, τ̄ and h positive constants. The model (3.4.14) has three equilibrium

states:

• trivial (B,E) = (0, 0),

• E-trivial (B,E) = (0, K),

• nontrivial

(B,E) =

(

r

γ(h− τ̄)

(

1− 1

Kβ(h− τ̄)

)

,
1

β(h− τ̄)

)

.
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Figure 3.4: Computed eigenvalues in C with nonnegative imaginary part ( • for the method

in this work and ◦ for the method in [9]). a) trivial with β = 0.5, b) trivial with β = 2, c)

trivial with β = 4, d) E-trivial with β = 0.5, e) E-trivial with β = 1, f) E-trivial with β = 2, g)

nontrivial with β = 2, h) nontrivial with β = 3.0162 and i) nontrivial with β = 4.

nd :iE9<IifiEj q4F5FT5r <gDB@ <E 9KBi:igIiBJ G@<@9s @c9 I9GB:@iEj JDH9: qBGiEj @c9
same notation as in Chapter 2.4.1) is

b(t) = βB(h− τ̄)v(t) + βE

∫ h

τ̄

bt(−α)dα,

d

dt
v(t) =

(

r

(

1− 2
E

K

)

− γB(h− τ̄)

)

v(t)− γE

∫ h

τ̄

bt(−α)dα.
(3.4.15)

In the discussion in [9, Section 5], the authors concluded that the trivial equilib-

rium is always unstable, that the E-trivial is asymptotically stable if

β <
1

K(h− τ̄)
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and unstable otherwise, and that it is necessary to use numerical techniques to

determine the stability (instability) of the nontrivial equilibrium. In particular,

they showed that the nontrivial equilibrium is stable for β < 3.0162, fixing the

other parameters. Figure 3.4 shows the eigenvalues of the linearized Daphnia

model (3.4.15) computed for the ingredients given in Table 3.4.3 and for the three

types of equilibrium states. The eigenvalues obtained with the technique presented

in this chapter are the same as the ones obtained with the method proposed in

[9]. Then, the stability analysis by applying the principle of linearized stability is

similar with both methods.

3.5 Application to structured populations

explained through the Daphnia model

The computation of eigenvalues for realistic models, such as for the class presented

in Chapter 2.2 which linearization is in Chapter 2.4.1, incorporates additional dif-

ficulties that is necessary to consider in the development of the numerical methods.

Such difficulties are due to:

• state dependent limits of integration τi(E) for i = 1, . . . , k − 1,

• functions Bm
ij for i, j = 1, 2, and m = 1, . . . , k, depending on the solution of

nonlinear ODE,

• inner integrals in the functions Bm
ij for i, j = 1, 2, and m = 1, . . . , k,

• different meshes of nodes for the ODE solver (Runge-Kutta) and for the

pseudospectral method (Chebyshev extremal nodes).

Here the Daphnia model is considered formulated as a VFE/DDE, and a numerical

method for computing its eigenvalues is presented. The method can be easily

extended to the general class of VFE/ODE presented in Chapter 2.2, but the

extension is not included here. First, for an equilibrium state (B,E), expressions

for the linearized system about the equilibrium are presented (see also [10, 44, 45]),

as well as expressions for the functionals L11, L12, L21 and L22, and for the matrix

AM . Next, a discussion about how to deal with the mentioned difficulties and the

technical details for avoiding them is presented. Finally, the results obtained by
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implementing the method in the development of MATLAB codes (see Appendix

3.A) are included and compared with the results obtained in [31], where the

authors continued solutions of the characteristic equation in parameter planes.

3.5.1 The linearized Daphnia model

Following a similar linearization process than the one presented in Chapter 2.4.1,

the authors of [10] obtained the expression for the linearized Daphnia model about

an equilibrium state (B,E), see also [44, 45]. Here the expression is presented

with the notation introduced in Chapter 2.4.1, i.e.

b(t) =

∫ h

τ̄1

β(α)F(α)bt(−α)dα +

(

B

∫ h

τ̄1

F(α)βw(α)dα
)

v(t)

+B

∫ h

0

[ ∫ m{h,τ̄1+α}

M{τ̄1,α}

F(σ)
(

µ−1 − µ+
1

g−1
β(σ)M(τ̄1, σ − α)

+

(

g+1
g−1
− 1

)(

βx(σ)M(σ, σ − α)− β(σ)

∫ σ

τ̄1

µx(θ)M(θ, σ − α)dθ

))

dσ

+

∫ h

M{τ̄1,α}

[F(σ)βx(σ)M(σ, σ − α) + β(σ)H(σ, σ − α)]dσ

]

vt(−α)dα

+
Bβ+

1

g−1
F(τ̄1)

∫ τ̄1

0

M(τ̄1, τ̄1 − α)vt(−α)dα, (3.5.1a)

v′(t) = −
∫ h

0

γ(α)F(α)bt(−α)dα +

(

f ′(E)− B

∫ h

0

F(α)γw(α)dα
)

v(t)

− B

∫ h

0

[ ∫ m{h,τ̄1+α}

M{τ̄1,α}

F(σ)
(

µ−1 − µ+
1

g−1
γ(σ)M(τ̄1, σ − α)

+

(

g+1
g−1
− 1

)(

γx(σ)M(σ, σ − α)− γ(σ)

∫ σ

τ̄1

µx(θ)M(θ, σ − α)dθ

))

dσ

+

∫ h

α

[F(σ)γx(σ)M(σ, σ − α) + γ(σ)H(σ, σ − α)]dσ

]

vt(−α)dα

− B
γ+1 − γ−1
g−1

F(τ̄1)
∫ τ̄1

0

M(τ̄1, τ̄1 − α)vt(−α)dα, (3.5.1b)

where

M(α, σ) := e
∫ α
σ
gx(θ)dθgw(σ)
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is obtained with the one dimensional variation of constants formula and

H(α, σ) := −F(α)
(∫ α

σ

µx(θ)M(θ, σ)dθ + µw(σ)

)

.

It is not difficult to prove that the system (3.5.1) of VFE/DDE is analogous to a

system of VFE/ODE that belongs to the class (2.4.10). On the other hand, as a

VFE/ODE is a particular case of VFE/DDE, the method presented here can be

generalized.

3.5.2 The functionals that determine the boundary

condition

The linearized Daphnia model (3.5.1) is a particular instance of (3.2.1) with piece-

wise functionals of the type (3.2.2). In particular d1 = 1, d2 = 1, k = 2, τ1 = τ̄A
and τ2 = h. The elements (one dimensional matrices) Amij for i, j = 1, 2 and

m = 0, 1, 2 that determine the discrete delay terms are A0
11 = 0,

A0
12 = B

∫ h

τ̄1

F(α)βw(α)dα,

A0
21 = 0,

A0
22 = f ′(E)− B

∫ h

0

F(α)γw(α)dα,

A1
11 = 0, A1

12 = 0, A1
21 = 0, A1

22 = 0, A2
11 = 0, A2

12 = 0, A2
21 = 0, and A2

22 = 0.

Next, the functions

B1
ij : [−τ̄1, 0]→ R, B2

ij : [−h,−τ̄1]→ R, i, j = 1, 2,

that determine the distributed delay terms are given by B1
11(θ) = 0,

B1
12(θ) = B

∫ m{h,τ̄1−θ}

τ̄1

F(σ)
[

µ−1 − µ+
1

g−1
β(σ)M(τ̄1, σ + θ)

+

(

g+1
g−1
− 1

)(

βx(σ)M(σ, σ + θ)− β(σ)

∫ σ

τ̄1

µx(ξ)M(ξ, σ + θ)dξ

)]

dσ

+B

∫ h

τ̄1

[F(σ)βx(σ)M(σ, σ + θ) + β(σ)H(σ, σ + θ)]dσ

+
Bβ+

1

g−1
F(τ̄1)M(τ̄1, τ̄1 + θ),
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B1
21(θ) = −γ(−θ)F(−θ),

B1
22(θ) = −B

∫ m{h,τ̄1−θ}

τ̄1

F(σ)
[

µ−1 − µ+
1

g−1
γ(σ)M(τ̄1, σ + θ)

+

(

g+1
g−1
− 1

)(

γx(σ)M(σ, σ + θ)− γ(σ)

∫ σ

τ̄1

µx(ξ)M(ξ, σ + θ)dξ

)]

dσ

− B

∫ h

−θ

[F(σ)γx(σ)M(σ, σ + θ) + γ(σ)H(σ, σ + θ)]dσ

− B
γ+1 − γ−1
g−1

F(τ̄1)M(τ̄1, τ̄1 + θ),

B2
11(θ) = β(−θ)F(−θ),

B2
12(θ) = B

∫ m{h,τ̄1−θ}

−θ

F(σ)
[

µ−1 − µ+
1

g−1
β(σ)M(τ̄1, σ + θ)

+

(

g+1
g−1
− 1

)(

βx(σ)M(σ, σ + θ)− β(σ)

∫ σ

τ̄1

µx(ξ)M(ξ, σ + θ)dξ

)]

dσ

+B

∫ h

−θ

[F(σ)βx(σ)M(σ, σ + θ) + β(σ)H(σ, σ + θ)]dσ,

B2
21(θ) = −γ(−θ)F(−θ),

and by

B2
22(θ) = −B

∫ m{h,τ̄1−θ}

−θ

F(σ)
[

µ−1 − µ+
1

g−1
γ(σ)M(τ̄1, σ + θ)

+

(

g+1
g−1
− 1

)(

γx(σ)M(σ, σ + θ)− γ(σ)

∫ σ

τ̄1

µx(ξ)M(ξ, σ + θ)dξ

)]

dσ

− B

∫ h

−θ

[F(σ)γx(σ)M(σ, σ + θ) + γ(σ)H(σ, σ + θ)]dσ.

With these elements, the functionals L11, L12, L21 and L22 are constructed.
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3.5.3 Construction of the operator that approximates

the infinitesimal generator

Considering the intervals [−τ̄1, 0] for the juvenile period and [−h,−τ̄1] for the

adult period, the operator AM for the Daphnia model is constructed with the

piecewise method described in Chapter 3.4.1 for k = 2. The corresponding meshes

of Chebyshev extremal nodes are:

Ω1
M1

:= {θ10, θ11, . . . , θ1M1
} on [−τ̄1, 0],

where

θ1i =
τ̄1
2
cos

(

πi

M1

)

− τ̄1
2
, i = 0, 1, . . . ,M1,

and

Ω2
M2

:= {θ20, θ21, . . . , θ2M2
} on [−h,−τ̄1],

where θ20 = θ1M1
and

θ2i =
h− τ̄1

2
cos

(

πi

M2

)

− h+ τ̄1
2

, i = 1, . . . ,M2.

The mesh ΩM is constructed by considering the union of the previous meshes,

and the continuous space Y ×Z := L1([−h, 0],R)×C([−h, 0],R) is approximated

by the space YM × ZM ∼= RΩM\{θ
1
0} × RΩM of discrete functions evaluated at ΩM .

The linear finite dimensional operator AM : YM ×ZM → YM ×ZM is represented

in the canonical basis by the square matrix in R(2(M1+M2)+1)×(2(M1+M2)+1)) which

scheme corresponds to Figure 3.5. The entries of the matrix are as in Chapter

3.4.1 for d1 = 1, d2 = 1, k = 2, and L̄11, L̄12, L̄21 and L̄22 the approximations of

the functionals L11, L12, L21 and L22 given in Chapter 3.5.2.

3.5.4 Additional implementations

While constructing the operator AM for the Daphnia model, the main difficulty

arises from the fact that τ̄1 := τA(E) is state dependent and obtained while solving

(1.1.3). Then, the intervals [−τ̄1, 0] and [−h,−τ̄1] are not known before solving

(1.1.3) with an ODE solver, for instance a Runge-Kutta. As a consequence, the

mesh at which a solution for the size x and the survival probability F is known



4F6 301.-[;YZ [1_Z.1.3\Y\[]3 a]- ^Y_b3[Y TU4

Figure 3.5: Scheme of the matrix in R(2(M1+M2)+1)×(2(M1+M2)+1)) corresponding to the rep-

resentation of the operator AM : YM × ZM → YM × ZM in the canonical basis for the Daphnia

model.

A11
M A12

M A21
M A22

M

A32
M

A41
M A42

M A51
M A52

M

A61
M

A62
M

(from solving (1.1.3)), and at which β, g, γ, µ and their derivatives can be eval-

uated, is not the same as the mesh of Chebyshev extremal nodes at which we

need to evaluate them for constructing AM . This motivates the use of an ODE

solver with dense output and event location (see e.g. [57]) for solving (1.1.3). On

the other hand, the distributed delay terms in the functionals Lij for i, j = 1, 2

have inner integrals (with inner integrals) which limits of integration depend on

the mesh of Chebyshev extremal nodes. Additionally, the ingredients inside those

integrals are piecewise defined. These should be taken into account while approxi-

mating the integrals with the Clenshaw-Curtis quadrature rule for computing the

entries of AM . The scheme of the method is as follows:

• compute an equilibrium state (B,E) of (1.1.5-1.1.6), see Algorithms in [31,

Section 3.1],

• solve (1.1.3) for obtaining τ̄1, and a dense solution for the size x and the

survival probability F at the intervals [−τ̄1, 0] and [−h,−τ̄1],

• construct a mesh ΩM , and the operator AM with the implementations in
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Chapter 3.4.

Here a brief introduction to the used ODE solver is included, followed by the

ingredients for computing the integral terms. The schemes of the MATLAB rou-

tines derived from the combination of the presented methods are provided in the

Appendix 3.A.

The DOPRI5 method

The ODE solver known as DOPRI5 is an explicit Runge-Kutta with adaptive step

length and dense output [49, 73]. While solving an ODE system (for instance

(1.1.3)), the adaptive step length permits to control the local and global error of

the solution, while the dense output is used for the detection of special events

(like the maturation at age τ̄1), as well as for giving a continuous approximation

of the solution (x̄(α) and F̄(α) for α ∈ [0, h]) by polynomial interpolation.

Given an initial value problem

x′(t) = f(t, x(t)), t ∈ [t0, tf ],

x(t0) = x0,
(3.5.2)

where f : D(f) ⊆ [t0, tf ]×Rm → Rm is a smooth map, a Runge-Kutta method as

applied to (3.5.2) consists in finding an approximation yn to x(tn) for n = 0, 1, . . .

at a mesh of points {t0, t1, . . . , tf} of [t0, tf ], where tn+1 := tn + hn for hn a step

length. Given y0 = x0, the method can be written as

(kn)i = f(tn + cihn, yn + hn

s
∑

j=1

aij(kn)j), i = 1, . . . , s,

yn+1 = yn + hn

s
∑

j=1

bj(kn)j,

where s is the number of stages of the method. If the matrix A of coefficients aij
is lower triangular, then it exists a hierarchical structure for the elements (kn)i
for i = 1, . . . , s and the method is called explicit.

The DOPRI5 is a Runge-Kutta pair with adaptive step length, using an ex-

plicit Runge-Kutta of 6 stages to advance in the numerical solution of the ODE,

and an explicit Runge-Kutta of 7 stages to control the step length hn at every

iteration in the following way:
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• for yn+1 the approximate solution computed with the 6-stages method and

ŷn+1 the one computed with the 7-stages one, ŷn+1 − yn+1 has to satisfy

componentwise

|ŷin+1 − yin+1| < Toli, T oli = Atoli +max{|yn|, |yn+1|}Rtoli, (3.5.3)

for Atol and Rtol the absolute and relative tolerances of the method,

• if (3.5.3) holds and r < 1 for

r :=

√

√

√

√

1

m

m
∑

i=1

(

ŷin+1 − yin+1

Toli

)2

, (3.5.4)

then the approximated solution yn+1 is accepted, if not it is necessary to

compute yn+1 again with a new step length ĥn given by

ĥn := hnmin

{

cmax,max

{

cmin, c

(

1

r

) 1
q+1
}}

, (3.5.5)

where cmax, cmin and c are constants satisfying cmax > c > cmin (in the

implemented MATLAB codes cmax = 4.0, c = 0.8 and cmin = 0.1), and q is

the order of the method (q = 4 for the DOPRI5).

The Butcher tableau of coefficients aij, bj and ci of the DOPRI5 method is shown

in Figure 3.6.

Runge-Kutta methods can be combined with polynomial interpolation to ob-

tain a continuous approximate solution of (3.5.2) in the interval [t0, tf ]. For

θ ∈ [0, 1], the continuous solution in [tn, tn+1] is given by the function

fn : [0, 1]→ Rm, fn(θ) = yn + hn

s
∑

j=1

bj(θ)(kn)j,

where bj(θ) are polynomials. Then

x(tn + θhn) ≈ fn(θ), θ ∈ [0, 1].

For the DOPRI5 method the polynomials bj(θ) for j = 1, . . . , 6 are given by:

b1(θ) = −
1163

1152
θ4 +

1039

360
θ3 +−1337

480
θ2 + θ,
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Figure 3.6: Butcher tableau for the DOPRI5 method.

0

1
5

1
5

3
10

3
40

9
40

4
5

44
45

−56
15

32
9

8
9

19372
6561

−25360
2187

64448
6561

−212
729

1 9017
3168

−355
33

46732
5247

49
176

− 5103
18656

1 35
384

0 500
1113

125
192

−2187
6784

11
84

35
384

0 500
1113

125
192

−2187
6784

11
84

0

5179
57600

0 7571
16695

393
640

− 92097
339200

187
2100

1
40

b2(θ) = 0,

b3(θ) =
7580

3339
θ4 − 18728

3339
θ3 +

4216

1113
θ2,

b4(θ) = −
415

192
θ4 +

9

2
θ3 − 27

16
θ2,

b5(θ) = −
8991

6784
θ4 +

2673

2120
θ3 − 2187

8480
θ2,

b6(θ) =
187

84
θ4 − 319

105
θ3 +

33

35
θ2.

The dense output is also used to solve event location problems in intervals, like
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finding the time t∗ where x(t∗) = x∗ in [tn, tn+1], knowing that x(tn)−x∗ < 0 and

x(tn+1) − x∗ > 0. For these problems, once a dense solution is given for (3.5.2)

at [tn, tn+1], t
∗ := tn + θ∗ can be found by applying a Quasi-Newton method (for

instance Broyden, see e.g. [60]) to obtain the solution in θ of

x∗ −
(

yn + hn

s
∑

j=1

bj(θ)(kn)j

)

= 0. (3.5.6)

Computation of inner integrals

While developing MATLAB routines, the size x and the survival probability F are

implicitly given as the solution of (1.1.3) and there is no analytical expression for

them. Due to this lack, it is necessary to use a quadrature rule to approximate the

integral terms in A0
ij and B

m
ij for i, j,m = 1, 2. Additional difficulties are that the

limits of integration depend on the Chebyshev extremal nodes, that the intervals

of integration lie inside both intervals [0, τ̄1] and [τ̄1, h] that should be separated,

and that inside of the integrals one can find discontinuities in the terms M(α, σ)

and H(α, σ) at σ = τ̄1. Moreover, inside the integrals there are also inner integral

terms. Then, for convergence reasons it is necessary to implement a piecewise

quadrature rule, and to split the integrals every time that τ̄1 is contained in the

interval of integration. As an example, for the term

I(θ) :=

∫ h

−θ

F(σ)γx(σ)M(σ + θ)dσ

in B1
22(θ), the evaluation at the points of the mesh Ω1 is given by

I(θi) :=

∫ h

−θi

F(σ)γx(σ)M(σ + θi)dσ, i = 0, 1, . . . ,M1.

Splitting the integral considering the switches at σ = τ̄1 and at σ + θi = τ̄1, then

for i = 0, 1, . . . ,M1,

I(θi) :=

∫ τ̄1

−θi

F(σ)γx(σ)M(σ + θi)dσ +

∫ h

τ̄1

F(σ)γx(σ)M(σ + θi)dσ
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if min{h, τ̄1 − θi} = h, and

I(θi) : =

∫ τ̄1

−θi

F(σ)γx(σ)M(σ + θi)dσ +

∫ τ̄1−θi

τ̄1

F(σ)γx(σ)M(σ + θi)dσ

+

∫ h

τ̄1−θi

F(σ)γx(σ)M(σ + θi)dσ

if min{h, τ̄1−θi} = τ̄1−θi. Finally, the Clenshaw-Curtis quadrature rule is applied
to approximate each integral, where the evaluation of the size and the survival

probability is given by the dense output obtained with the DOPRI5 method.

3.5.5 Numerical results

For validating the numerical method and the additional implementations, here

(and also in [10]) the rates and parameters considered are those used in [31],

which are included in Table 3.5.1. The validation is done with respect to two

different criteria:

• stability analysis,

• error analysis.

For the first, the idea is to fix parameter values in the (µ,K)-parameter plane

and compute the eigenvalues of the operator AM for the trivial and the positive

equilibrium. Then, apply the principle of linearized stability and compare the

obtained results with the ones determined by the stability boundaries computed

in [31] applying numerical continuation [2]. For the second, the analysis consists

of testing the numerical convergence of the eigenvalues by considering the different

error sources, i.e. the number of nodes of the pseudospectral method, the number

of nodes of the Clenshaw-Curtis quadrature rule for the approximation of the

inner integrals, and the absolute and relative tolerances of the DOPRI5 method.

Numerical stability analysis

The top panel in Figure 3.7 shows the stability boundary for the trivial equilib-

rium, which is also the existence boundary for the positive equilibrium. In [31]

the authors concluded that below that curve the trivial equilibrium is stable and
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Table 3.5.1: Rates and parameters of the Daphnia model.

rates expressions

intrinsic change

of the resource f(E) = a1E
(

1− E
K

)

growth g(x,E) = γg

(

xm
ξE

1+ξE
− x
)

mortality µ(x,E) = µ

reproduction β(x,E) =







0, xb ≤ x ≤ xA

rm

(

ξE

1+ξE

)

x2, xA ≤ x

ingestion γ(x,E) = νE

(

ξE

1+ξE

)

x2

parameters values

size at birth xb = 0.8

size at maturation xA = 2.5

maximum size xm = 6.0

time constant of growth γg = 0.15

shape parameter

of functional response ξ = 7.0

maximum feeding rate νE = 1.8

maximum reproduction rate rm = 0.1

mortality rate parameter µ = variable

carrying capacity of

the environment K = variable

flow-through rate a1 = 0.5, a1 = 2.0

maximum age h = 70

above it unstable. The computed eigenvalues for the trivial equilibrium and for

several points in the parameter plane are also presented in Figure 3.7. Consid-

ering the rightmost eigenvalues and applying the principle of linearized stability,

it can be concluded that the stability determined by the pseudospectral method
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Figure 3.7: Stability boundary for the trivial equilibrium in the (µ,K)-parameter plane com-

puted with the method proposed in [31] for a1 = 0.5. Rightmost and upper eigenvalues in C for

the trivial equilibrium for the points a = (4.0030×10−2, 0.05), b = (4.0030×10−2, 1.0241×10−1),

c = (4.0030 × 10−2, 0.2), d = (2.3634 × 10−1, 0.2), e = (0.2364 × 10−1, 3.3024 × 10−1) and

f = (2.3634 × 10−1, 0.4). For a and d the trivial equilibrium is stable, for b and e is in the

stability boundary, and for c and f is unstable.

=I9G9E@9H iE @ciG Mc<=@9I iG MDEGiG@9E@ ei@c @c9 G@<gi:i@d gDBEH<Id hDI @c9 @Ii�N
ial equilibrium in [31]. Moreover, in Figure 3.7 it is possible to appreciate how

the rightmost eigenvalue crosses the imaginary axis with positive speed under pa-

rameter variation, when crossing the stability boundary in the (µ,K)-parameter

plane. Finally, it can be concluded that at the stability boundary for the trivial
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Figure 3.8: Existence (dashed) and stability (continuous) boundaries for the positive

equilibrium in the (µ,K)-parameter plane computed with the method proposed in [31] for

a1 = 0.5. Rightmost and upper eigenvalues in C for the positive equilibrium for the points

a = (7.5058 × 10−2, 0.15), b = (7.5058 × 10−2, 2.3785 × 10−1), c = (7.5058 × 10−2, 0.4),

d = (2.4385 × 10−1, 0.5), e = (2.4385 × 10−1, 8.8726 × 10−1) and f = (2.4385 × 10−1, 1.2).

For a and d the positive equilibrium is stable, for b and e is in the stability boundary, and for c

and f is unstable.

9KBi:igIiBJ < @I<EGMIi@iM<: gihBIM<@iDE DMMBIGF
The top panel in Figure 3.8 shows the existence and the stability boundaries

for the positive equilibrium in the (µ,K)-parameter plane for a1 = 0.5. Below the
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Figure 3.9: Stability boundary for the positive equilibrium in the (µ,K)-parameter plane

computed with the method proposed in [31] for a1 = 2.0. See stability properties of a-g in

Figure 3.10.

9xiG@9EM9 gDBEH<Id @c9I9 iG ED =DGi@i�9 9KBi:igIiBJs <gD�9 @c9 9xiG@9EM9 gDBEH<Id
and below the stability boundary the positive equilibrium is stable, and above the

stability boundary unstable. As in the previous case, for the positive equilibrium

and for several points above the existence boundary, the approximated eigenval-

ues computed with the pseudospectral technique are also presented in Figure 3.8.

Once again, the stability determined by the complex conjugate rightmost roots

(by the principle of linearized stability) is consistent with the stability boundary

in [31]. Here also it is possible to appreciate how the rightmost conjugate pair

of eigenvalues cross the imaginary axis with positive speed under parameter vari-

ation, when crossing the stability boundary in the (µ,K)-parameter plane. The

stability boundary for the positive equilibrium corresponds to a Hopf bifurcation.

A more interesting case of study is the stability boundary in the (µ,K)-

parameter plane for the positive equilibrium when a1 = 2, represented in Figures

3.9 and 3.11. Fixing K = 0.22 and varying µ, Figure 3.10 shows how the pos-

itive equilibrium changes its stability, in particular for the points a-g in Figure

3.9, where b, d and f correspond to Hopf bifurcation points. Moreover, in Fig-

ures 3.9 and 3.11 an intersection in the stability boundary can be appreciated,

which generates more complex dynamics as shown in Figure 3.12. In particular,

a Hopf-Hopf bifurcation occurs at the intersection point b in Figure 3.11. Again,
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Figure 3.10: Rightmost upper eigenvalues in C for the positive equilibrium at the points

a = (4.8× 10−2, 0.22), b = (5.27× 10−2, 0.22), c = (5.38× 10−2, 0.22), d = (5.452× 10−2, 0.22),

e = (6× 10−2, 0.22), f = (6.329× 10−2, 0.22) and g = (6.4× 10−2, 0.22) in the parameter plane

in Figure 3.9. For a and e the positive equilibrium is unstable, for b, d and f is in the stability

boundary, and for c and g is stable.
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Figure 3.11: Stability boundary for the positive equilibrium in the (µ,K)-parameter plane

computed with the method proposed in [31] for a1 = 2.0. See stability properties of a-h in

Figure 3.12.

@c9 G@<gi:i@d H9@9IJiE9H gd @c9 Iijc@JDG@ MDEtBj<@9 =<iI Dh IDD@G MDJ=B@9H ei@c
the pseudospectral method proposed in this thesis, is consistent with the stability

regions in the parameter plane obtained in [31].

All the figures in this section were computed with M = 50 nodes for the

pseudospectral method, N = 20 nodes for the Clenshaw-Curtis quadrature for the

inner integrals, and Atol = 10−14 and Rtol = 10−8 absolute and relative tolerances

of the DOPRI5 method.

Numerical error analysis

The error of approximating the eigenvalues of A by computing those of AM is

determined by the accuracy of the different numerical methods, which depend on:

• the number M of Chebyshev extremal nodes in the pseudospectral method,

• the number N of Chebyshev extremal nodes for approximating the integrals

using the Clenshaw-Curtis quadrature rule,

• the absolute Atol and relative Rtol tolerances of the DOPRI5 method.

For the problem of computing the eigenvalues of the Daphnia model a exact

solution of the characteristic equation is not known, but is assumed to be the
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Figure 3.12: Rightmost and upper eigenvalues in C for the positive equilibrium at a = (4.9×
10−2, 1.9415 × 10−1), b = (5.045 × 10−2, 1.9415 × 10−1), c = (5.15 × 10−2, 1.9415 × 10−1),

d = (4.6×10−2, 0.17), e = (4.709×10−2, 0.17), f = (4.74×10−2, 0.17)), g = (4.764×10−2, 0.17)

and h = (5 × 10−2, 0.17) in the parameter plane in Figure 3.11. At b there is a Hopf-Hopf

bifurcation, at e and g Hopf bifurcations.
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Figure 3.13: Error of the rightmost eigenvalue with respect to the number M of Chebyshev

extremal nodes for different number N of nodes of the Clenshaw-Curtis quadrature rule.

Iijc@JDG@ =DGi@i�9 9ij9E�<:B9 MDJ=B@9H hDI M = 500, N = 100, Atol = 10−14 and

Rtol = 10−8. The numerical convergence analysis consists of computing eigenval-

ues varying one of the tolerances and fixing the others, and computing the error

with respect to the exact solution. Then, check the convergence of the error while

the number of Chebyshev extremal nodes increases. The numerical tests presented

here are for the parameters µ = 2.4385× 10−1 and K = 8.8726× 10−1, and for a

positive equilibrium (B,E) = (3.8330× 10−3, 3.5132× 10−1). Figure 3.13 shows

the convergence of the error by increasing the number M of Chebyshev extremal

nodes, for different number N of nodes of the Clenshaw-Curtis quadrature rule.

The method converges spectrally up to M = 20, where it reaches the accuracy

of the tolerances of the Runge-Kutta. Considering the number N of nodes of the

Clenshaw-Curtis quadrature rule, the error obtained for N = 20 is similar to the

one obtained for N = 100, then for 20 nodes the method gives an accurate ap-

proximation of the inner integrals. Figure 3.14 shows the spectral convergence of

the pseudospectral method, where the error decreases while increasing the number

M of Chebyshev extremal nodes up to M = 20 for different absolute tolerances

Atol of the DOPRI5 method. In the figure it is possible to appreciate that the
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Figure 3.14: Error of the rightmost eigenvalue with respect to the number M of Chebyshev

extremal nodes for different absolute tolerances Atol of the DOPRI5 method.

aijBI9 4FT6u Error of the rightmost eigenvalue with respect to the number M of Chebyshev

extremal nodes for different relative tolerances Rtol of the DOPRI5 method.
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absolute tolerance does not affect the error, at least for tolerances greater than

the machine precision, which for MATLAB is 10−16. Finally, Figure 3.15 shows

the convergence of the error for different relative tolerances Rtol of the DOPRI5

method. Comparing Figures 3.13-3.15 it can be concluded that the accuracy of

the eigenvalues depend on the relative tolerance Rtol, as well as on the number

M and N of nodes. With respect to the absolute tolerance Atol, above the ma-

chine precision it does not affect the error, but for tolerances below the machine

precision nothing can be concluded.

3.A Appendix I: Algorithms

This appendix contains the pseudocode schemes of the algorithms and routines

developed in MATLAB, based on the numerical methods and implementations

presented in the chapter. The same pseudocode structure than in [2] is used here.

Each algorithm has a self-contained description, a relation with the numerical

methods in the chapter and comments in order to improve readability.

Algorithm 1: computation of AM for a VFE/DDE

This algorithm constructs the matrix AM that approximates the infinitesimal gen-

erator operator A for a general VFE/DDE system, following the method proposed

in Chapter 3.4.

input comment:

begin

file with model data;

M ; number of Chebyshev extremal nodes

end;

evaluate file with the model data;

for m = 1, . . . , k do

compute Mm proportional to M and the length of [−τm,−τm−1];
M =

∑k

m=1Mm;

compute Chebyshev extremal nodes in first interval [−τ1, 0];
compute Chebyshev differentiation matrix; with Algorithm cheb.m of [79]

compute Clenshaw-Curtis weights wM1,i; with Algorithm clencurt.m of [79]
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compute L̄11l
1
0Id1 , L̄12l

1
0Id2 , L̄21l

1
0Id1 , L̄22l

1
0Id2 ;

compute (a51M)0;

for i = 1, . . . ,M1 do

compute (a21M)i0 and (a61M)i0;

for j = 1, . . . ,M1 do

begin

compute L̄11l
1
j Id1 , L̄12l

1
j Id2 , L̄21l

1
j Id1 and L̄22l

1
j Id2 ;

compute (a41M)j and (a51M)j;

for i = 1, . . . ,M1 do

compute (a11M)ij, (a
21
M)ij and (a61M)ij;

end;

compute A11
M , A21

M , A41
M , A51

M and A61
M ;

for m = 2, . . . , k do

begin

compute Chebyshev extremal nodes in interval [−τm,−τm−1];
compute Chebyshev differentiation matrix; with algorithm cheb.m of [79]

compute Clenshaw-Curtis weights wMm,i; with algorithm clencurt.m of [79]

for i = 1, . . . ,Mm do

compute (a3mM )i0, and (a6mM )i0;

for j = 1, . . . ,Mm do

begin

compute L̄11l
m
j Id1 , L̄12l

m
j Id2 , L̄21l

m
j Id1 and L̄22l

m
j Id2 ;

compute (a4mM )j and (a5mM )j;

for i = 1, . . . ,M1 do

compute (a1mM )ij and (a2mM )ij;

for i = 1, . . . ,Mm do

compute (a3mM )ij and (a6mM )ij;

end

compute A1m
M , A2m

M , A3m
M , A4m

M , A5m
M and A6m

M ;

end

compute AM ;

return AM ;
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Algorithm 2: computation of x(α,E), F(α,E), and τ̄1

This algorithm provides a solution of the ODE system (1.1.3) at a Runge-Kutta

mesh of nodes. Later on this solution will be interpolated to obtain a dense out-

put, with the purpose of computing the size x(α,E) and the survival probability

F(α,E) at a mesh of Chebyshev extremal nodes. The ODE solver corresponds to

the DOPRI5 method described in Chapter 3.5.4. This algorithm in implemented

in the computation of eigenvalues of the Daphnia model.

input comment:

begin

file with model data;

equilibrium (B,E); trivial or positive

end;

start n = 0, tn = 0, yn = [x0, 1], hn = h0, m = 1, N0 = 0; juvenile period

start output variables T (n) = tn, x(n) = yn(1), F(n) = yn(2);

while t < h do

begin DOPRI5 method, f by the r.h.s. of (1.1.3)

compute (kn)i for i = 1, . . . , 7;

compute yn+1 and ŷn+1;

compute ǫn = yn+1 − ŷn+1;

if (3.5.3) holds and r < 1 for r as in (3.5.4) then accept step length

if yn+1(1) ≥ xA then switch

begin

apply Quasi-Newton to (3.5.6) to find θ∗; x∗ = xA, yn = yn(1)

τ̄1 = tn + hnθ
∗, hn+1 = τ̄1 − tn, N0 = n+ 1; N0 position of τ̄1 in T

compute (kn)i for i = 1, . . . , 7;

compute yn+1;

K(n) = [(kn)1, (kn)2, (kn)3, (kn)4, (kn)5, (kn)6];

H(n) = hn;

yn = yn+1, n = n+ 1, T (n) = τ̄1, x(n) = yn(1), F(n) = yn(2);

m = 2; adult

end;

else (yn+1(1) < xA) then

begin
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K(n) = [(kn)1, (kn)2, (kn)3, (kn)4, (kn)5, (kn)6];

H(n) = hn;

yn = yn+1, n = n+ 1, T (n) = tn + hn, x(n) = yn(1) and

F(n) = yn(2);

compute ĥn new step length, hn = ĥn; with (3.5.5)

end;

else ((3.5.3) not hold or r ≥ 1 for r in (3.5.4)) then reject step length

compute ĥn new step length, hn = ĥn; with (3.5.5)

end;

return T , H, x, F , K, N0;

Algorithm 3: computation of Amij for i, j = 1, 2 and m = 0, 1, 2

The scheme of this algorithm shows the procedure for obtaining the elements Amij
while computing the eigenvalues of the Daphnia model (see Chapter 3.5). The

dense output of the DOPRI5 method is implemented for computing the size and

the survival probability at the Chebyshev extremal nodes. The Clenshaw-Curtis

quadrature rule approximates the inner integral terms.

input comment:

begin

file with model data;

equilibrium state (B,E);

output of Algorithm 2: T , H, x, F , K, N0;

τ̄1, h, N ;

end;

compute N + 1 Chebyshev extremal nodes in the intervals [−τ̄1, 0]
and [−h,−τ̄1];

compute Clenshaw-Curtis weights wN,i; with algorithm clencurt.m of [79]

compute x(α,E) at the Chebyshev nodes; using dense output

compute F(α,E) at the Chebyshev nodes; using dense output

compute Amij ; using piecewise Clenshaw-Curtis quadrature

return Amij , i, j = 1, 2, m = 0, 1, 2;
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Algorithm 4: computation of Bm
ij (θ

m
l ) for i, j,m = 1, 2 and l = 0, 1, . . . ,Mm

This algorithm evaluates the functions Bm
ij at the Chebyshev extremal nodes dur-

ing the computation of the eigenvalues of the Daphnia model. As in the previ-

ous algorithm, the dense output of the DOPRI5 method is combined with the

Clenshaw-Curtis quadrature rule. The reader should take into account that the

algorithm is simplified, as only a set of inner integrals (instead of two) are con-

sidered for simplification purposes.

input comment:

begin

file with model data;

equilibrium state (B,E);

output of Algorithm 2: T , H, x, F , K, N0;

N , M1, M2, m, θml , τ̄1, h;

end;

if m = 1 then juvenile

begin

compute x(−θml , E) and F(−θml , E); using dense output

if min{τ̄1 − θml , h} = τ̄1 − θml do

compute N + 1 Chebyshev extremal nodes in the intervals

[−h,−τ̄1 + θml ], [−τ̄1 + θml ,−τ̄1] and [−τ̄1, θml ];
else (min{τ̄1 − θml , h} = h) do

compute N + 1 Chebyshev extremal nodes in the intervals

[−h,−τ̄1], and [−τ̄1, θml ];
compute Clenshaw-Curtis weights wN,i; with algorithm clencurt.m of [79]

compute x(α,E) and F(α,E) at the Chebyshev

extremal nodes; using dense output

compute M(−σ,−σ + θkl ) and H(−σ,−σ + θkl ) at

the Chebyshev extremal nodes; using dense output

compute B1
11(θ

m
l ), B

1
12(θ

m
l ), B

1
21(θ

m
l ) and B

1
22(θ

m
l ); using Clenshaw-Curtis end;

else (m = 2) then adult

begin

compute x(−θml , E) and F(−θml , E); using dense output
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if min{τ̄1 − θml , h} = τ̄1 − θml do

compute N + 1 Chebyshev extremal nodes in the intervals

[−h,−τ̄1 + θml ], [−τ̄1 + θml , θ
m
l ];

else (min{τ̄1 − θml , h} = h) do

compute N + 1 Chebyshev extremal nodes in the interval [−h, θml ];
compute Clenshaw-Curtis weights wN,i; with algorithm clencurt.m of [79]

compute x(α,E) and F(α,E) at the Chebyshev

extremal nodes; using dense output

compute M(−σ,−σ + θkl ) and H(−σ,−σ + θkl ) at

the Chebyshev extremal nodes; using dense output

compute B2
11(θ

m
l ), B

2
12(θ

m
l ), B

2
21(θ

m
l ) and B

2
22(θ

m
l ); using Clenshaw-Curtis

end;

return Bm
ij (θ

m
l ) for i, j = 1, 2;

Algorithm 5: computation of AM for the Daphnia model

This algorithm is an adaptation of Algorithm 1 to the particular case of the

Daphnia model. It uses the outputs of Algorithms 2-4 to obtain the ingredients

to construct L̄11l
m
j , L̄12l

m
j , L̄21l

m
j and L̄22l

m
j for m = 1, 2 and j = 0, . . . ,Mm.

input comment:

begin

file with model data;

equilibrium (B,E);

M ; number of Chebyshev extremal nodes

N ; number of nodes for the Clenshaw-Curtis quadrature rule

end;

compute T , H, x, F , K and N0; with Algorithm 2

compute M1 and M2 proportional to M and the

intervals [−τ̄1, 0] and [−h,−τ̄1]; with τ̄1 = T (N0)

compute M1 + 1 Chebyshev extremal nodes in

[−τ̄1, 0] and M2 + 1 in [−h,−τ̄1];
compute Chebyshev differentiation matrices

D1
M1

and D2
M2

; with algorithm cheb.m of [79]
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compute Clenshaw-Curtis weights

wM1,i and wM2,i; with algorithm clencurt.m of [79]

compute Amij for i, j = 1, 2 and m = 0, 1, 2; with Algorith 3

compute B1
ij(θ

1
0) for i, j = 1, 2; with Algorithm 4

compute L̄11l
1
0, L̄12l

1
0, L̄21l

1
0 and L̄22l

1
0;

compute (a51M)0;

for i = 1, . . . ,M1 do compute the first column of A21
M , and A61

M

compute (a21M)i0, and (a61M)i0;

for j = 1, . . . ,M1 do compute the rest of the elements of

begin A11
M , A21

M , A41
M , A51

M and A61
M

compute B1
11(θ

1
j ), B

1
12(θ

1
j ), B

1
21(θ

1
j ) and B

1
22(θ

1
j ); with Algorithm 4

compute L̄11l
1
j , L̄12l

1
j , L̄21l

1
j and L̄22l

1
j ;

if j =M1 then

begin

compute B2
11(θ

2
0), B

2
12(θ

2
0), B

2
21(θ

2
0) and B

2
22(θ

2
0); with Algorithm 4

compute L̄11l
2
0, L̄12l

2
0, L̄21l

2
0 and L̄2

22l0;

end;

compute (a41M)j and (a51M)j;

for i = 1, . . . ,M1 do

compute (a11M)ij, (a
21
M)ij and (a61M)ij;

end;

compute A11
M , A21

M , A41
M , A51

M and A61
M ;

for i = 1, . . . ,M2 do compute the first column of A32
M , and A62

M

compute (a32M)i0, and (a62M)i0;

for j = 1, . . . ,M2 do compute the rest of the elements of

begin A12
M , A22

M , A32
M , A42

M , A52
M and A62

M

compute B2
11(θ

2
j ), B

2
12(θ

2
j ), B

2
21(θ

2
j ) and B

2
22(θ

2
j ); with Algorithm 4

compute L̄11l
2
j , L̄12l

2
j , L̄21l

2
j and L̄22l

2
j ;

compute (a42M)j and (a52M)j;

for i = 1, . . . ,M1 do

compute (a12M)ij and (a22M)ij;

for i = 1, . . . ,M2 do

compute (a32M)ij and (a62M)ij;
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end;

compute A12
M , A22

M , A32
M , A42

M , A52
M and A62

M ;

compute AM ;

return AM ;
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Numerical continuation of

equilibria and bifurcations in

structured population models

In this chapter numerical methods for the computation of equilibria and bifur-

cations are introduced. In particular, for the class of models in Chapter 2 new

techniques and ideas are presented for continuing equilibria with respect to a

parameter, detecting transcritical, saddle-node and Hopf bifurcations, and com-

puting bifurcation curves in parameter planes. The methods combine curve con-

tinuation, ODE solvers and test functions. The validation of the methods was

carried out with models from the literature for which experimental data are avail-

able, among others for an Eurasian freshwater planktivorous fish Rutilus rutilus

feeding on zooplankton Daphnia magna and predated by perch Perca fluviatilis,

and for a cannibalistic freshwater perch Perca fluviatilis feeding on zooplankton

of Daphnia type. Schemes of the algorithms are included in the Appendix.

4.1 Introduction

The aim of this chapter is to provide new numerical methods for the bifurcation

analysis of structured population models, in particular for the class presented in

Chapter 2. The methods allow the computation of equilibrium branches and the

127
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detection of bifurcation points under one parameter variation and the continu-

ation of bifurcation curves in two parameter planes. Such techniques can be a

tool for biologists and mathematicians to analyze the qualitative and quantitative

behavior of models, and to derive biological conclusions from them.

In [61] the authors presented a numerical method for computing equilibrium

curves under one parameter variation for a general structured population model

formulated with VFE. The method combined curve continuation (see e.g. [2,

Chapter 2]) with an ODE solver, and an initial point of the curve was assumed

to be known. In [31] the authors extended the numerical approach in [61] to

bifurcation analysis under two parameter variation, in particular for computing

existence (transcritical bifurcation) and stability (Hopf bifurcation) boundaries

in planes of parameters for size-structured consumer-resource models formulated

with VFE/DDE. The authors applied the technique to obtain stability charts for

the Daphnia model [44]. Later on the proposed method was used in [81] to analyze

the size-dependent mechanism of energy allocation. Between the two works [31,

61] there is a gap that should be considered: the detection and computation of

bifurcation points during the equilibrium continuation, which was proposed in [61]

as an open problem. For such a task, and following the same procedure than for

ODE, the use of test functions (see e.g. [65, Chapter 10.2]) is convenient.

A natural way of analyzing population models formulated with VFE/ODE

is to fix the parameters and compute equilibrium states, for instance applying a

modified Newton method (see e.g. Broyden in [60]) to solve the system that de-

termines the equilibrium conditions. Next, compute equilibrium branches under

one parameter variation with an adaptation of the technique proposed in [61] for

VFE. Then, construct test functions and use them for the detection and com-

putation of bifurcation points. Finally, use such points as initial values for the

continuation of bifurcations in parameter planes, by extending the methods in

[31] for VFE/DDE.

In this chapter, and also in [76], numerical methods for the computation of

equilibrium curves are presented for the class of models in Chapter 2. Moreover,

test functions for detecting and computing transcritical and saddle-node bifur-

cations are provided. Finally, methods for the computation of bifurcations in

parameter planes are also presented. Additionally, a technique for the detection

and computation of Hopf bifurcations is discussed here, however a more deep
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analysis is scheduled for future research.

The validation of the numerical methods was carried out by developing Python

and MATLAB routines, and by testing them with several models from the liter-

ature, which rates and parameters are derived from experimental data. Here are

included the results for a model of a size structured population of trees competing

for light in a forest [18], a three trophic model describing invasion dynamics [34]

similar to the Daphnia but incorporating an unstructured top predator, and fi-

nally two fish population models [52], one without and one with cannibalism. For

all the models the obtained results are consistent with the data, previous results

and discussions from the literature.

4.2 A summary of classical numerical methods

In this section some classical numerical methods are recalled. First, a continua-

tion method for obtaining an approximate solution of a curve implicitly defined.

Next, a method for solving nonlinear systems of equations. Finally a technique

for detecting events. The numerical methods for computing equilibria and bi-

furcations presented in the following sections are based in a combination of the

methods recalled here.

4.2.1 Curve continuation

Consider a curve implicitly defined by

f(u) = 0, f : D(f) ⊂ RN+1 → RN smooth, (4.2.1)

and a point u0 satisfying

f(u0) = 0, rank(f ′(u0)) = N. (4.2.2)

Here smooth means at least C1 in order to apply the implicit function theorem

(see e.g. [19, Chapter 2]). Numerical continuation methods are techniques to

compute an approximate solution to the curve defined via f−1(0), by obtaining

an oriented sequence of points ui for i = 1, 2, . . ., such that for a given tolerance

tol, ‖f(ui)‖ < tol for all i. The pseudo-arclength continuation is a predictor-

corrector method that computes the approximation ui+1 to the curve from the

approximation ui in two steps:
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• Euler tangent prediction: prediction vi+1 of the point ui+1, considering the

i-th approximation ui, a tangent vector t(f ′(ui)), and a step length ǫ > 0,

vi+1 = ui + ǫt(f ′(ui)), (4.2.3)

• Quasi-Newton correction: assuming that the predicted point vi+1 is close

enough to the curve, correction ui+1 of the prediction vi+1 by applying a

Quasi-Newton method to the problem

f(u) = 0,

〈u− vi+1, t(f
′(ui))〉 = 0,

(4.2.4)

where 〈·, ·〉 denotes the scalar product.

The tangent vector used here is the normalized tangent vector in the positive

direction of the curve induced by the Jacobian matrix of f , defined as the unique

vector t ∈ RN+1 such that

(f ′(ui))t = 0,

‖t‖ = 1,

det

(

f ′(ui)

tT

)

> 0.

(4.2.5)

Given a continuation problem (4.2.1) and an initial point u0 satisfying (4.2.2),

the process for computing its approximate solution consists of:

• applying curve continuation from u0 to obtain the points u+1 , u
+
2 , . . . , in the

positive direction of the curve, using the normalized tangent vector in the

positive direction,

• applying curve continuation from u0 to obtain the points u−1 , u
−
2 , . . . , in the

negative direction of the curve, using the normalized tangent vector in the

negative direction defined in a similar way than (4.2.5) but with negative

determinant.

For a more deep background in curve continuation methods and implementations

the reader should consider [2] and [65, Chapter 10].
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4.2.2 The Broyden method

One of the numerical problems presented during the equilibrium and bifurcation

analysis, which takes place for instance in the correction step (4.2.4) of the curve

continuation, is to find the solution x∗ of a nonlinear system of equations

f(x) = 0, (4.2.6)

taking into account that in general it is not possible to provide an explicit expres-

sion for such a solution. In this research the selected method for this purpose is

the Broyden method, which is of the Quasi-Newton class (see e.g. [60, Chapter 7]).

Quasi-Newton methods provide an approximate solution to (4.2.6) by applying

an iterative process of the form

xn+1 = xn − B−1n f(xn)

starting from an initial x0 near enough to the solution x∗ in order to guarantee

convergence. For the Newton method Bn := f ′(xn) is the Jacobian (see e.g.

[60, Chapter 5]), while for Quasi-Newton methods it is an approximation to the

Jacobian that is cheaper to compute and speeds up the method. The price to

pay is a loose in the order of convergence, that is not quadratic anymore. The

Broyden method, which has superlinear convergence, starts with a first Newton

iteration, i.e. B0 = f ′(x0), and then in the following iterations approximates the

Jacobian by defining

Bn+1 := Bn +
f(xn+1)s

T

sT s

where s = (xn+1 − xn).

4.2.3 Event location functions

While continuing equilibrium curves under one parameter variation it is necessary

to detect and compute bifurcation points. Similarly, while solving the system of

ODE (2.2.1-2.2.2) for computing the i-state and the survival probability of an

individual, it is necessary to detect and compute the switches between stages.

Then, functions for locating events are needed, which in the case of bifurcations

are called test functions (see e.g. [65, Chapter 10.2]), and in the case of switches
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between stages I will call them switch functions, and are given by the functionals

di introduced in Chapter 2.2.2.

An event location function f : D(f) ⊂ RN → R is a smooth scalar function

that has regular zeros at points which have events associated. The purpose of

these functions is to detect when such events occur while computing the solution

x := x(p) ∈ D(f) of a problem with parameter dependence, that in the case of

solving ODE p is time and in the case of curve continuation problems can be

the arc-length parameter. At each step of the approximation of x by a sequence

x0, x1, . . . , first it is necessary to check if

f(xn)f(xn+1) < 0

holds, for xn and xn+1 the approximations of the solution at the n-th and at

the (n + 1)-th step respectively. If this is the case, then compute the point x∗

that satisfies f(x∗) = 0. For the problem of computing bifurcation points while

continuing equilibrium curves, the bifurcation can be obtained by applying a

Quasi-Newton method to the system that implicitly defines the equilibrium curve

coupled to the test function. For the problem of detecting a switch while solving

an ODE Cauchy problem, the switch can be found by applying a Quasi-Newton

method to the switch function, assuming that the solution x(p) of the ODE at

the interval [pn, pn+1] is known (in the DOPRI5 is provided by the dense output,

see Chapter 3.5.4). The regularity condition of the zeros is imposed to avoid

problems while applying the Quasi-Newton method, in particular to avoid non-

invertible matrices Bn for n = 0, 1, . . . , in the Broyden method. The selection of

an event location function is problem dependent (for each switch or equilibrium

and bifurcation) and it is possible in most of the cases to choose one that only

has regular zeros.

4.3 Numerical stability analysis under one

parameter variation for structured

population models

In this section numerical methods for computing equilibrium branches and bifur-

cation points under one parameter variation are presented, as well as techniques
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for determining linearized stability (or instability) of equilibria. The obtained

curves and points can be plotted in bifurcation diagrams, from where biological

conclusions are derived (see Chapter 4.5). Motivated by the convenience of defin-

ing curve continuation problems with only regular points, the linearities in the

particular case formulated in Section 2.2.5 are exploited here in the definition of

new equilibrium conditions for each type of branch. Reduced dimensional con-

tinuation problems and alternative test functions for transcritical bifurcations are

derived from such conditions and implemented in the methods. The outline of

the section is the following: first the equilibrium conditions as well as the curve

continuation problems are presented; second, test functions for the detection of

transcritical, saddle-node and Hopf bifurcations are introduced, in particular the

last one also determines the linearized stability (instability) of the equilibrium of

interest; finally, methods for the computation of bifurcations are proposed.

4.3.1 Continuation of equilibrium branches using

dimension reduction

Consider an equilibrium branch (B, I, E, p), such that for p fixed (B, I, E) satisfies

the equilibrium conditions (2.3.1). By extending the left hand side of (2.3.1) to

p-dependence, a curve continuation problem of the form (4.2.1-4.2.2) is defined,

where u := (B, I, E, p), N := s+ n+ 1 and

f(B, I, E, p) :=











B(1−R0(I, E, p))

I − BΘ(I, E, p)

D(I, E, p)EI
F̄ (I, E, p)











, (4.3.1)

assuming that an initial u0 := (B0, I0, E0, p0) is known. Such a point can be found

if one applies for instance a Newton, a Quasi-Newton or a gradient method to find

a solution of (2.3.1) for p fixed (see e.g. [60]).

By applying curve continuation directly to the problem defined through (4.3.1),

it is possible to compute equilibrium branches for the different types of equilibria

defined in Chapter 2.3. However, transcritical bifurcations resulting from the

intersections of such branches are not regular points (see e.g. [65, Chapter 10.2.4]),

then assuming that a transcritical bifurcation was detected and computed, the use
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of second order derivatives is required for starting again the curve continuation,

increasing the computational cost. An alternative way is to take advantage of the

linearities in the equilibrium conditions and by checking which components of u0
vanish, determine the type of equilibrium before starting the continuation. Then,

elaborate equilibrium conditions for the different branches, i.e. define simpler

maps

H : D(H) ⊂ Rs+n+2 → Rs+n+1 (4.3.2)

for each equilibrium type taking into account that some of the equilibrium com-

ponents may vanish and exploiting the linear structures in (4.3.1). Looking at

(4.3.1) and considering the equilibrium type these conditions are straightforward,

but depend strongly on the equilibrium type. The conditions for an equilibrium

y = (B, I, E) under dependence of a parameter p are then given via

H(y, p) = 0, (4.3.3)

see Table 4.3.1 where expressions for the left side of (4.3.3) are provided for the

different types of equilibrium states presented in Chapter 2.3. Is clear from the

first column of the table that the possible vanishing of equilibrium components

leads to independence of these components on the one hand, and violations of

maximum rank conditions that the curve continuation problem should satisfy on

the other hand (the Jacobian matrices of these maps evaluated at u0 in general

do not have maximum rank). The formulation of alternative curve continuation

problems is needed, and can be done through a simple reduction of the dimen-

sion by disregarding the vanishing components. This leads to well-defined curve

continuation problems given by maps

Ĥ : D(Ĥ) ⊂ Rr+1 → Rr (4.3.4)

and tuples û = (ŷ, p) ∈ D(Ĥ) that are in general lower dimensional (r ≤ s+n+1).

The maps (and tuples) satisfy

Ĥ(ŷ, p) = 0 (4.3.5)

and their Jacobian matrices do have maximum rank, see again Table 4.3.1 where

expressions for the left side of (4.3.5) are provided for the different equilibrium

types. The reader should note that with considerable but very convenient abuse

of notation for several functions it is not denoted dependence on components that

are zero.
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Table 4.3.1: Dimension reduction in one parameter continuation. Expressions for H(y, p),

ŷ and Ĥ(ŷ, p) for each equilibrium type, where y := (B, I, E), H(y, p) = 0 are the systems

that define the equilibrium conditions, ŷ the reductions of y and Ĥ(ŷ, p) = 0 the systems with

reduced dimension that determine curve continuation problems.

type H(y, p) ŷ Ĥ(ŷ, p)

trivial











B

I

EI
F̄ (I, E, p)











EN\I F̄ (EN\I , p)

(B,K)−
trivial















B

I

EK
GI\K(I, E, p)

F̄ (I, E, p)















EN\K

(

GI\K(EN\K, p)

F̄ (EN\K, p)

)

B-trivial











B

I

G(I, E, p)

F̄ (I, E, p)











E

(

G(E, p)

F̄ (E, p)

)

E-trivial











1−R0(I, E, p)

I − BΘ(I, E, p)

EI
F̄ (I, E, p)











(B, I, EN\I)





1−R0(I, EN\I , p)

I − BΘ(I, EN\I , p)

F̄ (I, EN\I , p)





K-trivial















1−R0(I, E, p)

I − BΘ(I, E, p)

EK
GI\K(I, E, p)

F̄ (I, E, p)















(B, I, EN\K)











1−R0(I, EN\K, p)

I − BΘ(I, EN\K, p)

GI\K(I, EN\K, p)

F̄ (I, EN\K, p)











nontrivial











1−R0(I, E, p)

I − BΘ(I, E, p)

G(I, E, p)

F̄ (I, E, p)











y H(y, p)

Considering the two sets of conditions (4.3.3) and (4.3.5) along with Table
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4.3.1, the method can be summarized as follows:

• given u0, determine the type of equilibrium by checking which components

of u0 vanish,

• obtain H simplifying (4.3.1),

• reduce the dimension to obtain û0 and Ĥ satisfying rank(Ĥ ′(û0)) = r,

• apply numerical continuation to find an approximate solution to the curve

Ĥ(û) = 0,

• extend the approximate solution to obtain points ui for i = 1, . . . , that

approximate the curve H(u) = 0.

During the numerical continuation an additional complexity arises from the

fact that the terms R0(I, E, p) and Θ(I, E, p) present in Table 4.3.1, as well as

their analogous expressions with reduced dimensions, are integrals which kernels

are given in terms of the solution of a nonlinear ODE system. At each step of the

continuation the integrals have to be computed, for this reason it is necessary to

combine the curve continuation with an ODE solver. The method for computing

the integrals is presented a bit further down.

The validation of the method is carried out in Chapter 4.5, where equilibrium

curves are computed for several models from the literature. Algorithms corre-

sponding to the presented method are provided in the Appendix.

4.3.2 Approximation of integrals via ODE

For simplicity in the notation here I consider the case of a nontrivial equilibrium.

The reader should notice that for systems with reduced dimensions that deter-

mine curve continuation problems for other types of equilibria the technique is

analogous. At each step of the continuation method it is necessary to compute

the integrals

R0(I, E, p) =

∫ h

0

β(x(α, I, E, p), I, E, p)F(α, I, E, p)dα, (4.3.6)
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and

Θ(I, E, p) =

∫ h

0

γ(x(α, I, E, p), I, E, p)F(α, I, E, p)dα, (4.3.7)

where the elements x(α, I, E, p) := x̄(α) and F(α, I, E, p) := F̄(α), are obtained

by solving the ODE system

d

dτ
x̄(τ) = g(x̄(τ), I, E, p), 0 < τ ≤ α, (4.3.8a)

x̄(0) = x0,

d

dτ
F̄(τ) = −µ(x̄(τ), I, E, p)F̄(τ), 0 < τ ≤ α, (4.3.8b)

F̄(0) = 1,

up to τ = α, for x̄(τ) := x̄(τ ;α, I, E, p) and F̄(τ) := F̄(τ ;α, I, E, p). The survival
probability defined via (4.3.8b) is an exponential function, which results in a stiff

system with a solution with rapid variation. Hence its computation with explicit

methods might generate a large global error and a high computational cost (see

e.g. [4, Chapter 2.7]). To avoid this, instead of (4.3.8b) it is convenient to solve

d

dτ
M̄(τ) = −µ(x̄(τ), I, E, p), 0 < τ ≤ α,

M̄(0) = 0,
(4.3.9)

up to τ = α, where M̄(τ) = M̄(τ ;α, I, E, p). Then defineM(α, I, E, p) := M̄(α)

and the survival probability as

F(α, I, E, p) = eM(α,I,E,p). (4.3.10)

In [31] the authors proposed to differentiate the integral equations (4.3.6-4.3.7)

to obtain a system of ODE that can be solved in parallel with (4.3.8). This tech-

nique is analogous to solve (4.3.8) with an explicit Runge-Kutta and then use the

same quadrature rule for the numerical integration of (4.3.6-4.3.7), but speeds

up the computations. Here, following the idea in [31], the technique consists of

differentiating the integral equations (4.3.6-4.3.7) to obtain a system of ODE, and

solve it in parallel with (4.3.8a-4.3.9), taking into account that the survival prob-

ability is given by (4.3.10). So, using the short notation x(α) := x(α, I, E, p),
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M(α) := M(α, I, E, p), r(α) := r(α, I, E, p) and θ(α) := θ(α, I, E, p), then

R0(I, E, p) and Θ(I, E, p) are obtained by solving

d

dα
x(α) = g(x(α), I, E, p), α > 0, (4.3.11a)

x(0) = x0,

d

dα
M(α) = −µ(x(α), I, E, p), α > 0, (4.3.11b)

M(0) = 0,

d

dα
r(α) = β(x(α), I, E, p)eM(α), α > 0, (4.3.11c)

r(0) = 0,

d

dα
θ(α) = γ(x(α), I, E, p)eM(α), α > 0, (4.3.11d)

θ(0) = 0,

up to α = h with a numerical ODE solver with event location, for instance the

DOPRI5 method (see e.g. [49] and Chapter 3.5.4 of this thesis). Finally define

R0(I, E, p) := r(h) and Θ(I, E, p) := θ(h).

The reason for requiring event location is that in Chapter 2.2.2 the rates g,

µ, β and γ are defined piecewise smooth, and the discontinuities are assumed to

occur at α = τ̄i, for τ̄i implicitly given by

di(x(τ̄i, I, E, p), I, E, p) = 0 (4.3.12)

for i = 1, . . . , k−1 (note that the left side of (4.3.12) is an event location function).

The detection and computation of such discontinuities while solving (4.3.11) will

guarantee a more accurate solution with less computational cost. The idea then

is while solving (4.3.11) at stage i, for i = 1, . . . , k − 1, evaluate di(x, I, E, p) at

every step to detect if a switch to stage i + 1 has occurred. If so, compute τ̄i by

applying a Quasi-Newton method to (4.3.12) assuming that a dense solution of

(4.3.11) is known. Next, continue solving (4.3.11) in the stage i+1 with the initial

condition given by the solution at τ̄i. Algorithm 2 in the Appendix corresponds

to the described method.
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4.3.3 Detection and computation of bifurcations

While continuing an equilibrium curve with the method described in Chapter

4.3.1, each time that a new point is computed it is necessary to evaluate test

functions to detect if a bifurcation has occurred. Given a continuation problem

defined through (4.3.4-4.3.5), a test function

φ : D(φ) ⊂ Rr+1 → R

is an event location function for bifurcations, i.e. a smooth scalar function that

has regular zeros at bifurcation points (see e.g. [65, Chapter 10.2]). In the rest of

the section test functions for the detection and computation of transcritical and

saddle-node are presented, as well as a method for the detection and computation

of Hopf bifurcations discussed. In the two first cases the method consists of two

steps:

• detection: at each step check whether φ(ûi)φ(ûi+1) < 0 holds,

• computation: Quasi-Newton method applied to solve

Ĥ(ŷ, p) = 0, (4.3.13a)

φ(ŷ, p) = 0, (4.3.13b)

where Ĥ(ŷ, p) is given in Table 4.3.1 for the equilibrium of interest and

φ(ŷ, p) corresponds to the evaluation of the test function.

The regularity condition of the zeros imposed above is to avoid problems while

applying the Quasi-Newton method, more precisely, to avoid Jacobians that are

not invertible.

In the case of the Hopf bifurcation the method consists of computing the eigen-

values of the linearized model presented in Chapter 2.4.1 with the pseudospectral

method presented in Chapter 3. Next, check if the rightmost eigenvalue has

crossed the imaginary axis. Then, compute the bifurcation by finding a pure

imaginary solution of the characteristic equation presented in Chapter 2.4.2.

Once a bifurcation point is computed, the continuation process starts again

from that point.
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Transcritical bifurcations

In [65, Chapter 10.2] the authors proposed a technique to detect and compute

transcritical bifurcation points. As discussed in Chapter 4.3.1, the motivation for

defining reduced systems for the curve continuation comes from the fact that the

technique proposed in [65] applied to the type of models considered in this thesis

has two main disadvantages which increase the computational cost:

• the test function contains derivatives and tangent vectors,

• for f defined through (4.3.1) a transcritical bifurcation is not a regular point

of the curve. Due to this once the bifurcation is detected and computed it

is necessary to calculate high order derivatives to predict the next point in

the continuation process.

Alternative test functions, which expressions are derived from the mapsH in Table

4.3.1, are presented here. In Chapter 2.5.1 types of transcritical bifurcations were

defined in terms of types of intersecting branches. The idea is while continuing a

branch of a certain type, consider the type of branch with which it may intersect.

For both branches maps H are defined in Table 4.3.1. Then, in these two maps

the components 2 to s + 1 are deleted, i.e. the components that are derived

from (2.3.1b), as well as those components that are identical in both maps. The

unique remaining component in the intersecting branch, i.e. not the one of the

continuation, defines the test function. For each type of equilibrium in Table 4.3.1

and each type of transcritical bifurcation, the resulting test functions are:

• detection of B-transcritical bifurcations :

– while continuing a E-trivial, a K-trivial or a nontrivial branch

φ(ŷ, p) = B, (4.3.14)

– while continuing a trivial, a (B,K)-trivial or a B-trivial branch

φ(ŷ, p) = 1−R0(EN\L, p), (4.3.15)

where L is I if the branch is trivial, K if it is (B,K)-trivial and ∅ if it

is B-trivial,
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• detection of Ei-transcritical bifurcations :

– while continuing a K-trivial branch

φ(ŷ, p) = Gi(I, EN\K, p), (4.3.16)

– while continuing a (B,K)-trivial branch

φ(ŷ, p) = Gi(EN\K, p), (4.3.17)

– while continuing a K′-trivial or a (B,K′)-trivial branch

φ(ŷ, p) = Ei. (4.3.18)

The two disadvantages mentioned above do not affect the new approach, as it is

not necessary to compute derivatives and tangent vectors on the one hand, and

the bifurcation point is regular in the equilibrium branch on the other hand. The

test functions are implemented in the algorithms presented in the Appendix.

Saddle-node bifurcations

Let t := t(Ĥ ′(ŷ, p)) denote the tangent vector to the curve (4.3.5) at (ŷ, p), which

is given by the unitary tangent vector defined in Chapter 4.2.1. A commonly used

test function for detecting saddle-node bifurcations is given by

φ(ŷ, p) = det

(

∂Ĥ(ŷ, p)

∂ŷ

)

, (4.3.19)

see e.g. [65, Chapter 10.2.2]. At a saddle-node bifurcation point Ĥ(ŷ, p) has max-

imum rank, and φ given by (4.3.19) vanishes, as a consequence the last component

of t, i.e. tr+1, vanishes as well. Moreover, as defined in Chapter 2.5.1, the branch

(y, p) is tangent to the hyperplane Rs+n+1×{p0} and so is the curve (ŷ, p) to the

hyperplane Rr×{p0}. Then, it can be concluded that tr+1 not only vanishes, but

changes its sign at the bifurcation. The idea is to use tr+1 for the detection, as at

every prediction of the curve continuation it is necessary to compute the tangent

vector anyway. Then, once the bifurcation is detected, compute it applying a

Quasi-Newton method to (4.3.5) coupled to (4.3.19). The detection and compu-

tation of saddle-node bifurcations in implemented in the algorithms included in

the Appendix.
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Hopf bifurcations and stability changes

While continuing a curve given by (4.3.5), for every ûi first it is necessary to

compute the point ui that approximates the equilibrium curve (4.3.3). Then, for

every ui the method consists of computing the approximated eigenvalues of the

linearized model (2.4.10) with an extension of the technique proposed in Chapter

3.5 for the Daphnia model (see also [10]). Finally, the rightmost pair of conjugate

roots is considered and the principle of linearized stability applied.

The proposed technique not only allows the detection of Hopf bifurcations

(see Definition 7 in Chapter 2.5.1), but also permits to determine the stability

properties of equilibrium states, as well as changes in stability due to other types

of bifurcations, such as transcritical or saddle-nodes. The jump between the

Daphnia model, or other examples from the literature to which this technique

was applied (see Chapter 4.5), and the general linearized model (2.4.10) supposes

a challenge from a computational point of view, which is scheduled for future

research. In particular the difficulty is due to the number and complexity of the

distributed delay terms, which increase while increasing the number of stages of

the model, resulting in a more complex linear operator AM .

Once the Hopf-bifurcation is detected, the idea follows the one proposed in [31]

for computing bifurcation curves in parameter planes. Then, the method consists

of computing it directly in the original equilibrium curve by applying a Quasi-

Newton method to the equilibrium conditions (2.3.1) coupled to the characteristic

equation (2.4.11) assuming that λ = ωi. Again, the jump here from the Daphnia

to the general model (2.4.10) is a challenge from a computational point of view, in

particular, the limits of integration in the characteristic equation for k > 2 are not

known in advance, and so it is not possible to solve in parallel the integrals and

the ODE, as proposed in [31] and in Chapter 4.3.2. This difficulty can be handle

by solving first the ODE and then the integrals, as proposed in the pseudospectral

method in Chapter 3, however, a more deep analysis is convenient and scheduled

for the future.

The techniques here discussed were tested with models from the literature,

see validation in Chapter 4.5, and the obtained results are consistent with the

expected ones, in particular stability properties. However, due to the schedule

for future research general algorithms for the detection and computation of Hopf

bifurcations are not provided in the Appendix of this chapter, but the reader can
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have an idea by having a look to the algorithms in the Appendix of Chapter 3

and in [31].

4.4 Continuation of bifurcation curves in

parameter planes for structured population

models

In the first two subsections of this section the ideas presented in Chapter 4.3.1 are

adapted to compute transcritical and saddle-nodes bifurcation curves in parameter

planes. The first assumption is that a bifurcation point (y∗, p∗) was computed

during the equilibrium continuation and that its type is known. By adding a

second parameter the starting point u0 = (y∗, q∗) is obtained. In Chapter 2.5 the

types of bifurcations were defined in terms of the behavior of equilibrium states,

then it is reasonable here to consider equilibrium types while thinking about maps

L : D(L) ⊂ Rs+n+3 → Rs+n+2, (4.4.1)

that induce the conditions for bifurcations under dependence of a vector of pa-

rameters q := (q1, q2) via

L(y, q) = 0, (4.4.2)

and that are derived from the expressions H in Table 4.3.1 as shown a bit further

down. Again, due to the simplicity of the maps H with respect to the map (4.3.1)

through which a general equilibrium curve is defined, a reduction of dimension

is in general needed to avoid the violation of maximum rank conditions. Then,

maps

L̂ : D(L̂) ⊂ Rr+2 → Rr+1 (4.4.3)

with maximum rank are considered for defining curve continuation problems of

the form

L̂(ŷ, q) = 0. (4.4.4)

The idea of the method is to obtain a value û0 to start the continuation by reducing

the dimension of u0, apply curve continuation to solve (4.4.4) and extend the

dimension of the resulting sequence of points to approximate the curve defined by
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(4.4.2). Expressions for the maps L and L̂ are given in the following subsections

for transcritical and saddle-node bifurcations.

In the last subsection of this section a discussion related to the computation

of Hopf bifurcation curves in parameter planes is included. The ideas proposed

here follow the methods presented in [31] for consumer-resource models.

4.4.1 Transcritical bifurcations using dimension

reduction

Transcritical bifurcations are defined in terms of intersecting branches. Then,

the idea for defining curve continuation problems is to consider two equilibrium

branches that under p-variation are defined through systems of the type (4.3.3).

By extending the left side of both systems to q-dependence and couple them,

(4.4.2) is obtained, and next (4.4.4) by reducing (4.4.2). Expressions for L(y, q)

and L̂(y, q) are given in Table 4.4.1 for each type of transcritical bifurcation. The

proposed technique was implemented in the computation of transcritical bifurca-

tions in parameter planes for several models from the literature, see Chapter 4.5.

The corresponding Algorithms are included in the Appendix.

4.4.2 Saddle-node bifurcations

For continuing a saddle-node bifurcation curve first an equilibrium branch given

by (4.3.3) is considered, which associated reduced dimensional system is (4.3.5).

Since for saddle node bifurcations, other than for transcritical bifurcations, it is

only one branch that matters, the dimension reduction in Table 4.3.1 is directly

used. Hence (4.3.5) is extended to q-dependence and

L̂(ŷ, q) :=

(

Ĥ(ŷ, q)

ψ(ŷ, q)

)

(4.4.5)

defined for each equilibrium type in Table 4.3.1, and for ψ as defined below. For

Ĥ : D(Ĥ) ⊂ Rr+2 → Rr, and for (ŷ, q) ∈ D(Ĥ) satisfying Ĥ(ŷ, q) = 0 it holds

that the Jacobian of Ĥ has maximum rank. Then ψ has to be a scalar function

ψ : D(ψ) ⊂ Rr+2 → R such that DL̂(ŷ, q) has maximum rank for all (ŷ, q) ∈ D(L̂)

satisfying (4.4.4).
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Table 4.4.1: Dimension reduction in two parameter continuation: B-transcritical bifurca-

tions (first three) and Ei-transcritical (last two). Expressions for L(y, q), ŷ and L̂(ŷ, q), where

L(y, q) = 0 define bifurcations and L̂(ŷ, p) = 0 curve continuation problems.

branches L(y, q) ŷ L̂(ŷ, q)

trivial

E-trivial















B

1−R0(I, E, q)

I

EI
F̄ (I, E, q)















EN\I

(

1−R0(EN\I , q)

F̄ (EN\I , q)

)

(B,K)-
trivial

K-trivial



















B

1−R0(I, E, q)

I

EK
GI\K(I, E, q)

F̄ (I, E, q)



















EN\K





1−R0(EN\K, q)

GN\K(EN\K, q)

F̄ (EN\K, q)





B-trivial

nontrivial















B

1−R0(I, E, q)

I

G(I, E, q)

F̄ (I, E, q)















E





1−R0(E, q)

G(E, q)

F̄ (E, q)





(B,K)−
trivial

(B,K′)−
trivial















B

I

EK
GI\K′(I, E, q)

F̄ (I, E, q)















EN\K

(

GI\K′(EN\K, q)

F̄ (EN\K, q)

)

K-trivial
K′-trivial















1−R0(I, E, q)

I − BΘ(I, E, q)

EK
GI\K′(I, E, q)

F̄ (I, E, q)















(B, I, EN\K)











1−R0(I, EN\K, q)

I − BΘ(I, EN\K, q)

GI\K′(I, EN\K, q)

F̄ (I, EN\K, q)











Following an analogous technique as for ODE, here ψ is defined with the

bordering technique proposed in [65, Chapter 10.3]. First let v1 and v2 be the
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normalized vectors in Rr satisfying

‖v1‖ = ‖v2‖ = 1,

v1 ∈ Null
(

∂Ĥ(ŷ, q)

∂ŷ

T
)

,

v2 ∈ Null
(

∂Ĥ(ŷ, q)

∂ŷ

)

,

(4.4.6)

where Null refers to the null space. Under one parameter variation a saddle-node

bifurcation point (ŷ∗, p∗) satisfies

rank(DĤ(ŷ∗, p∗)) = r,

det

(

∂Ĥ(ŷ∗, p∗)

∂ŷ

)

= 0,

which implies that the null spaces in (4.4.6) are one dimensional, and v1 and v2
are uniquely determined (see [65, Chapter 10.2.2]). Next ψ(ŷ, q) is defined as the

last component of the vector w ∈ Rr+1 given as the solution of

(

∂Ĥ(ŷ,q)
∂ŷ

v1

v2
T 0

)

w =

(

0

1

)

. (4.4.7)

The technique was implemented in the Algorithms included in the Appendix

and validates with several models from the literature in Chapter 4.5.

4.4.3 Hopf bifurcations

The method discussed here is an extension of the technique proposed in [31] for

consumer-resource models. Despite a more deep analysis is scheduled for future

research, here the main ideas of the method are presented.

While applying curve continuation to compute Hopf bifurcations, the reduction

of the dimension proposed for other types of bifurcations is not implemented,

and so the curve continuation directly applies to the problem defined through

(4.4.2). Assuming that an initial u0 = (B, I, E, q, ωi) was computed during the

one-parameter variation analysis, the function L : D(L) ⊂ Rs+n+4 → Rs+n+3
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in the case of the Hopf bifurcation is defined through the left hand sides of the

equilibrium conditions and the characteristic equation, considering q dependence

on the ingredients of the model and that a solution λ of the characteristic equation

has real part equal to zero and positive imaginary part. The reader should note

here that the characteristic equation is complex, and so while switching from C to

R2 the dimensions of u and L increase with respect to other types of bifurcations.

Then L is given by

L(B, I, E, q, ω) =



















B(1−R0(I, E, q))

I − BΘ(I, E, q)

D(I, E, q)EI
F̄ (I, E, q)

ℜ(f(ωi, B, I, E, q))
ℑ(f(ωi, B, I, E, q))



















(4.4.8)

where ℜ(f(ωi, B, I, E, q)) and ℑ(f(ωi, B, I, E, q)) correspond respectively to the

real and imaginary parts of the function f that defines the characteristic equa-

tion, evaluated at (ωi, B, I, E, q), i.e. assuming an equilibrium state (B, I, E),

q-dependence and a solution with real part equal to zero and positive imaginary

part. For implementation details and algorithms the reader should look at [31]

for consumer-resource models, however for general models a more deep numerical

analysis is needed, in particular for defining an efficient way of solving integrals

and ODE, which can not be solved in parallel anymore.

4.5 Validation with structured models from

ecology

The numerical methods presented in the last sections were implemented in the

development of MATLAB and Python routines, considering as a basis the C-code

developed by Andre M. de Roos for computing bifurcation curves in parameter

planes (see e.g. [31, Section 5]). The routines allow the computation of equi-

librium branches under one parameter variation, detection and computation of

bifurcation points, and continuation of bifurcation curves in parameter planes.

Standard modules of SciPy and Numpy were used, and for the solution of the

ODE systems with event location the Sundials cvode method, with absolute and
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relative tolerances 10−12 and 10−6 respectively, was implemented. The routines

were tested and validated with models from the literature [18, 31, 34, 52, 68] for

which the solution of the ODE system (4.3.11) can be obtained analytically.

For E-trivial, K-trivial and nontrivial equilibria it is in general not possible to

give explicit expressions for the equilibrium states. The validation in these cases

is carried out as follows:

• the ODE system (4.3.11) is solved analytically, and expressions forR0(I, E, p)

and Θ(I, E, p) without integrals are obtained,

• by introducing the expressions for R0(I, E, p) and Θ(I, E, p) into the equi-

librium conditions, an expression H̄(y, p) = 0 that implicitly defines the

equilibrium curve is obtained. In the expression there are no terms implic-

itly defined by external equations,

• for each point ui = (yi, pi) computed with the method proposed in Chapter

4.3.1 the parameter p = pi is fixed,

• a Quasi-Newton method with a tolerance of 10−14 is applied to solve H̄(y, p) =

0 taking ui as initial value,

• the error ‖yi − y‖ is computed, y being the solution of H̄(y, p) = 0.

With this process the error obtained from the solution of the ODE (4.3.11) and

from the computation of the switches defined by (4.3.12) is computed, while the

error from the Quasi-Newton method remains as the unique error source.

For validating the methods proposed in Chapter 4.3.3 for the computation

of bifurcation points (transcritical and saddle node), the ODE system (4.3.11) is

solved analytically and expressions H̄(y, p) = 0, φ̄(y, p) = 0 that implicitly define

a bifurcation derived. As in the previous case these expressions do not contain

terms implicitly defined by external equations. Next, the solution is computed

applying a Quasi-Newton method with a tolerance of 10−14. Finally, the error is

given by comparing both solutions.

For the methods presented in Chapter 4.4 for continuing bifurcations (trans-

critical and saddle-node), the process is similar to the one described for equilibria:

• the ODE system (4.3.11) is solved analytically, and expressions forR0(I, E, q)

and Θ(I, E, q) without integrals are obtained,
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• by introducing R0(I, E, q) and Θ(I, E, q) into the bifurcation conditions an

expressions L̄(y, q) = 0 is derived. The expression that implicitly defines

the bifurcation curve does not contain terms implicitly defined by external

equations,

• for each point ui = (yi, qi) computed with the method proposed in Chapter

4.4 a component of q is fixed,

• a Quasi-Newton method with a tolerance of 10−14 is applied to solve L̄(y, q) =

0, taking ui as initial value,

• the error ‖yi − y‖ is computed, y being the solution of L̄(y, p) = 0.

The methods were validated with a consumer-resource [18] and a trophic model

describing invasion dynamics [34]. Additionally, the methods were applied to a

fish cannibalistic model [52]. Moreover, in this section the linearized stability of

the equilibrium branches is also presented, which was determined by computing

an approximate set of eigenvalues with the pseudospectral technique proposed in

Chapter 3.

4.5.1 Trees competing for light in a forest

The first model with which the numerical methods are validates consists of a size

structured consumer population of trees in a forest that compete for light [18]. In

the reference the model was formulated as a PDE with boundary conditions, but

can be easily reformulated as a system of VFE. All model ingredients are as in the

reference, but additionally age structure was incorporated into the population’s

dynamical bookkeeping in order to test the algorithms with a two dimensional,

i.e. age-size, i-state space with a unique life stage. In the model the behavior of

each individual depends on the total population I, which corresponds to the size

of the forest. The dynamics of the resource (light) is not taken into account, and

so there are no E-environmental variables and DDE describing the dynamics at

the p-level. Finally external inflow of newborns is not considered, i.e. there are

no seeds carried by the wind. The ingredients of the model are presented in Table

4.5.1.

Let K be the fraction of assimilated light that goes to growth and maintenance

whereas 1 − K is the according fraction for reproduction. Under K-parameter
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Table 4.5.1: Model ingredients for trees competing for light in a forest. I is the total population

and x := (x1, x2)
T with x1 age and x2 size.

spaces dimensions

i-state space m = 2

environment s = 1, n = 0

i-rates expressions

development g(x, I, E) =

(

1

V0Ke
−I

(

L−x2
L

)

)

mortality µ(x, I, E) = µ(1.0 + I)

reproduction β(x, I, E) = β0(1.0−K)e−I
(

x2
L

)

interaction γ(x, I, E) = 1.0

parameters values

maximum age h = 100

maximum size L = 1.0

reproduction proportionality constant β0 = 1.0

growth proportionality constant V0 = 0.8

mortality proportionality constant µ = 0.2

fraction of light for growth/maintenance K = variable

state at birth x0 = (0, 0)T

variation the model has a trivial branch (B, I,K) in which B = 0 and I = 0, and

a nontrivial branch with B, I > 0 satisfying

1− β0(1−K)e−I







1− e−µ(1+I)h

µ(1 + I)
+
e
−

(

V0Ke−I

L
+µ(1+I)

)

h − 1
V0Ke−I

L
+ µ(1 + I)






= 0, (4.5.1a)

I +
B

µ(1 + I)

(

e−µ(1+I)h − 1
)

= 0. (4.5.1b)

The analytical expression for B-transcritical bifurcations is given by (4.5.1a)

setting I equal to zero.
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Figure 4.1: Equilibria and bifurcations under K-parameter variation for the model of trees

competing for light (first two panels): unstable trivial (dotted) equilibrium branch, stable triv-

ial (dashed) equilibrium branch, stable positive (continuous) equilibrium branch, and two B-

transcritical bifurcation points ∗ at K = 6.8338 × 10−2 and K = 0.7317. B is the p-birth

rate and I the density of the total population. Error of the positive equilibrium branch (last

panel) for a maximum step size of 0.02 in the tangent prediction and a tolerance of 10−8 for the

Quasi-Newton method.

aijBI9 5FT GcDeG @c9 9KBi:igIiBJ gI<EMc9G MDJ=B@9H ei@c @c9 J9@cDH =IDN
posed in Chapter 4.3.1, and the error obtained for the nontrivial branch consider-

ing H̄(y, p) defined by the left side of (4.5.1). The linearized stability is determined

by computing the eigenvalues of the linearized model for different values of K with

the pseudospectral technique, see Figure 4.2. ForK < 6.8338×10−2 the model has

a unique trivial equilibrium which is stable. At K = 6.8338× 10−2 a supercritical

transcritical bifurcation occurs. For K ∈ (6.8338×10−2, 0.7317) the model has an

unstable trivial equilibrium and a stable nontrivial equilibrium. At K = 0.7317

again a supercritical transcritical bifurcation occurs. Finally for K > 0.7317 there

is only a stable trivial equilibrium. The B-transcritical bifurcations were detected

and computed with the methods proposed in Chapter 4.3.3, with an error of the
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Figure 4.2: Eigenvalues that determine the stability properties of the equilibrium states in

Figure 4.1: a) K = 0.05 trivial equilibrium stable, b) K = 6.8338 × 10−2 B-transcritical

bifurcation, c) K = 0.1 trivial equilibrium unstable, d) K = 0.7317 B-transcritical bifurcation,

e) K = 0.76 trivial equilibrium stable, and f) K = 0.6536 positive equilibrium stable.

DIH9I Dh TU−7. Assuming h = ∞ and L = 1, in [18] the authors concluded that

for this model a unique nontrivial equilibrium exists if and only if

µ < V0K





√

1 + 4β0
V0

(1−K)
K

− 1

2



 (4.5.2)

holds, and that for given β0 and V0 the value of K that maximizes B and I is

Km =
1

2 +
√

V0/β0
. (4.5.3)

Figure 4.1 is consistent with (4.5.2) for K ∈ (6.8338 × 10−2, 0.7317) (the corre-

sponding equality holds at the bifurcations with an error of the order of 10−5

that decreases while increasing the age h). Moreover the expression derived for

transcritical bifurcations considering h = ∞ and L = 1 is the equality derived

from (4.5.2). The value Km that maximizes B and I in Figure 4.1 satisfies (4.5.3)
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Figure 4.3: (K,V0)-parameter plane (upper panel): B-transcritical bifurcation curve for the

model of trees competing for light in a forest, The points ∗ are the bifurcations in Figure 4.1 for

V0 = 0.8. Above the curve the nontrivial equilibrium is stable and the trivial unstable, below

the curve the trivial equilibrium is stable. Error (lower panel) for a maximum step size of 0.1

and a tolerance of 10−8 for the Quasi-Newton method.
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step size.

Switching from one to two parameter variation analysis, Figure 4.3 shows

the B-transcritical bifurcation in the (K,V0)-parameter plane computed with the

method proposed in Chapter 4.4.1 and the obtained error with respect to the an-

alytical expression derived from (4.5.1a). Above the curve an unstable trivial and

a stable nontrivial (positive) equilibrium coexist, while below the curve there is

only a stable trivial equilibrium. The curve corresponds to the existence boundary

for the nontrivial equilibrium and the stability boundary for the trivial one.

From Figure 4.1 it can be concluded that the fraction of assimilated light

that goes to growth and maintenance, and the one that goes to reproduction

should be equilibrated, i.e. not tending to 0 or 1 in order to guarantee that

the population survives. Moreover, under equilibrium conditions the population

reaches its maximum for a fraction of light that goes to growth and maintenance
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Table 4.5.2: Model ingredients (rates) for three trophic. E := (E1, E2)
T where E1 is the

resource and E2 the predator, I := (I1, I2)
T where I1 is the total ingestion divided by the

resource concentration and I2 the biomass of juveniles susceptible to predation. The values of

the parameters are given in Table 4.5.3.

spaces dimensions

i-state space m = 1

environment s = 2, n = 2

i-rates expressions

development g(x, I, E) = gm

(

Xm

(

E1

Rh+E1

)

− x
)

mortality µ(x, I, E) =

{

µ+ a1E2

1+a1ThI2
, x ≤ Xv

µ, x > Xv

reproduction β(x, I, E) =







0, x ≤ Xa

Rm

(

E1

Rh+E1

)

x2, x > Xa

interaction γ(x, I, E) =







(

Imx
2

Rh+E1
, B1x

3
)T

, x ≤ Xv
(

Imx
2

Rh+E1
, 0

)

, x > Xv

p-dynamics expressions

right hand side ODE F (I, E) =

(

(ρ− E1K)− I1E1

G(I, E)E2

)

G(I, E) = ǫa1I2
1+a1ThI2

− δ

bigger than the one that goes to reproduction. Finally, from Figure 4.3 it can

be concluded that if the growth proportionality constant V0 increases, i.e. if the

individuals grow faster, the population survives for lower and bigger values of K.

4.5.2 A three trophic chain for invasive dynamics

This model for invasive populations is similar to the Daphnia model, but addi-

tionally incorporates an unstructured top predator. It is analyzed in detail in
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[34], where is formulated as a PDE coupled to ODE and boundary conditions.

Here it is reformulated as a system of VFE/ODE (three VFE and two ODE). The

model analyzes the behavior of a structured population of Eurasian freshwater

planktivorous Rutilus rutilus that feeds on an unstructured resource of zooplank-

ton Daphnia magna, and that is predated by an unstructured population of perch

Perca fluviatilis. The structured population has three stages where the individuals

are respectively:

• juveniles susceptible to predation: if their size x ∈ [Xb, Xv], forXb andXv the

sizes at birth and at which individuals escape from predation respectively,

• juveniles not susceptible to predation: if their size x ∈ (Xv, Xa], Xa being

the size at maturation,

• adults: if x ∈ (Xa, Xm], where Xm is the maximum attainable size under

infinite food availability.

The rates of the model are given in Table 4.5.2 and the parameters in Table 4.5.3.

Under ρ-parameter variation, ρ being the productivity, and for K := {2},
the model has two positive equilibria (with resource, consumers and predators)

in a unique nontrivial branch, a K-trivial equilibrium (with resource and con-

sumers but not predators) and a (B,K)-trivial equilibrium (without consumers

and predators). In the nontrivial equilibria B, I1, I2, E1, E2 > 0 satisfy

1−Rmf(E)e
−µpτ̄1

[

− e−µh − e−µτ̄2

µ
X2
mf(E)

2 − e−(2gm+µ)h − e−(2gm+µ)τ̄2

2gm + µ
(Xb

−Xmf(E))
2 +

e−(gm+µ)h − e−(gm+µ)τ̄2

gm + µ
2Xmf(E)(Xmf(E)−Xb)

]

= 0, (4.5.4a)

I1 − BImf(E)

[

− e−(µ+µp)τ̄1 − 1

µ+ µp
X2
mf(E)

2 − e−(2gm+µ+µp)τ̄1 − 1

2gm + µ+ µp
(Xb

−Xmf(E))
2 +

e−(gm+µ+µp)τ̄1 − 1

gm + µ+ µp
2Xmf(E)(Xmf(E)−Xb)

+ e−µpτ̄1
(

− e−µh − e−µτ̄1

µ
X2
mf(E)

2 − e−(2gm+µ)h − e−(2gm+µ)τ̄1

2gm + µ
(Xb −Xmf(E))

2

+
e−(gm+µ)h − e−(gm+µ)τ̄2

gm + µ
2Xmf(E)(Xmf(E)−Xb)

)]

= 0, (4.5.4b)
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I2 − BB1

[

− e−(µ+µp)τ̄1 − 1

µ+ µp
X3
mf(E)

3 − e−(gm+µ+µp)τ̄1 − 1

gm + µ+ µp
3X2

mf(E)
2(Xb

−Xmf(E))−
e−(2gm+µ+µp)τ̄1 − 1

2gm + µ+ µp
3Xmf(E)(Xmf(E)−Xb)

2

+
e−(3gm+µ+µp)τ̄1 − 1

3gm + µ+ µp
(Xmf(E)−Xb)3

]

= 0, (4.5.4c)

ρ− E1K − I1 = 0, (4.5.4d)

ǫa1I2
1 + a1ThI2

− δ = 0, (4.5.4e)

where

µp := µp(I, E) =
a1E2

1 + a1ThI2

is the mortality due to predation,

f(E) =
E1

Rh + E1

the functional response and

τ̄1 = −
1

gm
log

(

Xv −Xmf(E)

Xb −Xmf(E)

)

, τ̄2 = −
1

gm
log

(

Xa −Xmf(E)

Xb −Xmf(E)

)

,

the ages at which the switches occur. The expression that theK-trivial equilibrium
(in which E2 = 0) satisfies is obtained by considering (4.5.4a)-(4.5.4d) with µp = 0.

Finally, in the (B,K)-trivial equilibrium B, I1, I2, and E2 vanish while E1 = ρ/K.

Figures 4.4 and 4.5 show the equilibrium branches under ρ-parameter varia-

tion computed with the method proposed in Chapter 4.3.1, and the bifurcation

points obtained with the method in Chapter 4.3.2. The obtained errors for the

K-trivial and for the nontrivial branches are of the order of 10−13, 10−10 and 10−8

respectively (see Figure 4.6). The stability properties were determined again us-

ing the pseudospectral technique in Chapter 3, see in Figure 4.7 the eigenvalues

computed for different points of the equilibrium branches in Figure 4.4. For

ρ < 8.8569×10−7 the model has a stable (B,K)-trivial equilibrium state, without

consumers and predators. At ρ = 8.8569 × 10−7 a supercritical B-transcritical
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Figure 4.4: Equilibria and bifurcations under ρ-parameter variation for the three trophic

model: unstable {2}-trivial (dotted), stable {2}-trivial (dashed), unstable nontrivial (dashed-

dotted) and stable nontrivial (continuous) equilibrium branches, {2}-transcritical bifurcation ∗
at ρ = 2.5360 × 10−5 and saddle-node ∗ at ρ = 8.8489 × 10−6. B is the p-birth rate, I1 the

total ingestion divided by the resource concentration, I2 the biomass of juveniles susceptible

to predation, E1 is the resource and E2 the predator. The last panel shows in linear scale the

{2}-triviality which can not be appreciated in the logarithmic scale, as well as a B-transcritical

bifurcation shown in Figure 4.5.
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Table 4.5.3: Parameters for the rates of the three trophic model in Table 4.5.2.

parameters values

birth size Xb = 7.0

escaping size Xv = 27.0

maturation size Xa = 110.0

maximum size Xm = 300.0

half saturation constant Rh = 1.5× 10−5

ingestion proportionality constant Im = 1.0× 10−4

reproduction proportionality constant Rm = 0.003

growth rate parameter gm = 0.006,

consumer biomass proportionality constant B1 = 9.0× 10−6

consumer mortality µ = 0.01

predator mortality δ = 0.01

conversion efficiency ǫ = 0.5

productivity ρ = 3× 10−5

flow-through rate K = 0.1

attack rate a1 = 5000

handling time Th = 0.1

maximum age h = 2000.0

state at birth x0 = Xb

bifurcation was computed with an error of the order of 10−15. The analytical

expression for the bifurcation (intersection of the (B,K)-trivial and the K triv-

ial branches) is given by (4.5.4a)(4.5.4d) for I1 = 0 and µp = 0. The bifurca-

tion corresponds to the existence boundary for the structured population. For

ρ ∈ (8.8569 × 10−7, 8.8489 × 10−6) the model has an unstable (B,K)-trivial and
a stable K-trivial equilibrium free of predators. At ρ = 8.8489 × 10−6 there is

a saddle-node bifurcation which is the persistent threshold for the predator. A

saddle-node bifurcations in the nontrivial branch is given by (4.5.4) coupled to

det

(

∂H̄(y, ρ)

∂y

)

= 0, (4.5.5)

where H̄(y, ρ) is the left hand side of (4.5.4). The bifurcation was computed with

an error of the order of 10−10. For ρ ∈ (8.8489 × 10−6, 2.5360 × 10−5) the model
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Figure 4.5: Equilibria and bifurcations under ρ-parameter variation for the three trophic

model: unstable (B, {2})-trivial (dotted), stable (B, {2})-trivial (continuous) and stable {2}-
trivial (dashed) equilibrium branches, B-transcritical bifurcation ∗ at ρ = 8.8569 × 10−7. B is

the p-birth rate and E1 the resource.

aijBI9 5F7u Errors of the K-trivial equilibrium branch (left panel) and of the positive branches

(center and right panels) in Figures 4.4 and 4.5 for a maximum step size of 1.5 × 10−6 and a

tolerance of 10−8 for the Quasi-Newton method.
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c<G <E BEG@<g:9 qB,K)-trivial, a stable K-trivial and two nontrivial equilibrium

states, one stable and one unstable. At ρ = 2.5360×10−5 there is a subcritical E2-

transcritical bifurcation, computed with an error of the order of 10−13, that is the

invasion threshold for the predator. The analytical expression for the bifurcation

is given by (4.5.4) with µp = 0. Finally, for ρ > 2.5360 × 10−5 the model has an

unstable (B,K)-trivial, an unstable K-trivial and a stable nontrivial equilibrium.

Considering two parameter variation, the (µ, ρ)-parameter plane in Figure

4.8, µ being the intrinsic mortality of the structured population, shows the B-

transcritical bifurcation (dotted), the E2-transcritical bifurcation (dashed), and
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Figure 4.7: Eigenvalues that determine the stability properties of the equilibrium branches

in Figure 4.4: a) ρ = 1.1897 × 10−5 {2}-trivial equilibrium stable, b) ρ = 2.5360 × 10−5

{2}-transcritical bifurcation, c) ρ = 2.8506 × 10−5 {2}-trivial equilibrium unstable, d) ρ =

1.9406 × 10−5 nontrivial equilibrium (lower branch in first graphic) unstable, e) ρ = 8.8489 ×
10−6 approaches the saddle-node bifurcation (small error due to the scale and the number of

Chebyshev extremal nodes), and f) ρ = 1.9003 × 10−5 nontrivial equilibrium (upper branch in

first graphic) stable.

@c9 G<HH:9 EDH9 gihBIM<@iDE MBI�9 qMDE@iEBDBG :iE9rs <G e9:: <G @c9 Dg@<iE9H 9IIDIG
for each curve. Above the E2-transcritical bifurcation the (B,K)-trivial and the

K-trivial equilibria are unstable, and the nontrivial one is stable. Below the E2-

transcritical and above the saddle-node bifurcation, the (B,K)-trivial and a non-
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Figure 4.8: (µ, ρ)-parameter plane and regions of existence of equilibria (upper panel). B-

transcritical (dotted), E2-transcritical (dashed), and saddle-node (continuous) bifurcations for

the three trophic model. Errors (rest of the panels) for a maximum step size of 0.002 for the

tangent prediction and a tolerance of 10−7 for the Quasi-Newton method.
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trivial equilibrium are unstable, while the K-trivial and the other nontrivial one

are stable. Below the saddle-node and above the B-transcritical bifurcation curve

the (B,K)-trivial equilibrium is unstable and the K-trivial one stable. Finally,

bellow the B-transcritical bifurcation the (B,K)-trivial equilibrium is stable.

The obtained curves in the one parameter variation analysis (i.e. in Figures 4.4

and 4.5) coincide with those presented in [34]. In the reference the authors provide

a biological interpretation for them. Considering the two parameter variation

analysis, Figure 4.8 shows that two nontrivial equilibria coexist (above the saddle-

node curve) if the consumers mortality µ is lower than 3.4 × 10−2 . For µ >

3.4 × 10−2 the saddle-node bifurcation occurs for a negative p-birth rate and so

it is neglected. In that case only a nontrivial equilibrium exists (above the E2-

transcritical curve) and the invasion and persistence thresholds for the predator

coincide.

Now, a similar equilibrium analysis is included under δ-parameter variation,

δ being the mortality of the predator. The reader should notice that the error

analysis for this case is not presented. However, the methods for obtaining the

equilibrium curves and the bifurcation points are the same as in the previous

cases, which have already been validated. Moreover the resulting curves and

points are the same as those presented in [34]. Figure 4.9 shows the equilibrium

branches and bifurcation points under δ-parameter variation, computed with the

method presented in Chapter 4.3.1. The stability properties were determined with

the pseudospectral method in Chapter 3, see computed eigenvalues in Figure

4.10. Again let K := {2}. For δ < 1.1891 × 10−2 the model has an unstable

K-trivial (free of predators) and a stable nontrivial equilibrium (with resource,

consumers and predators). At δ = 1.1891 × 10−2 a subcritical E2-transcritical

bifurcation occurs, which correspond to the invasion threshold for the predator.

For δ ∈ (1.1891 × 10−2, 3.7927 × 10−2) the model has a stable K-trivial, an two

nontrivial equilibrium states, one stable and one unstable. At δ = 3.7927×10−2 a

saddle-node bifurcation occurs which is the persistence threshold for the predator.

Finally, for δ > 3.7927× 10−2 there is only a stable K-trivial equilibrium.

For the two parameter variation analysis, Figure 4.11 shows the stability chart

in the (µ, δ)-parameter plane. The figure shows a B-transcritical bifurcation (dot-

ted), a E2-transcritical bifurcation (dashed), and a saddle node bifurcation curve

(continuous line). In region (1) there is only a stable K-trivial equilibrium, in
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Figure 4.9: Equilibria and bifurcations under δ-parameter variation for the three trophic

model: unstable {2}-trivial (dotted), stable {2}-trivial (dashed), unstable nontrivial (dashed-

dotted) and stable nontrivial (continuous) equilibrium branches, {2}-transcritical bifurcation ∗
at δ = 1.1891 × 10−2 and saddle-node ∗ at δ = 3.7927 × 10−2. B is the p-birth rate, I1 the

total ingestion divided by the resource concentration, I2 the biomass of juveniles susceptible

to predation, E1 is the resource and E2 the predator. The last panel shows in linear scale the

{2}-triviality which can not be appreciated in the logarithmic scale.
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Figure 4.10: Eigenvalues that determine the stability properties of the equilibrium branches

in Figure 4.9: a) δ = 0.01 {2}-trivial equilibrium unstable, b) δ = 1.1891×10−2 {2}-transcritical
bifurcation, c) δ = 1.5041× 10−2 {2}-trivial equilibrium stable, d) δ = 2.5652× 10−2 nontrivial

equilibrium (lower branch in first graphic) unstable, e) δ = 3.7927×10−2 approaches the saddle-

node bifurcation (small error due to the scale and number of Chebyshev extremal nodes), and

f) δ = 3.5693× 10−2 nontrivial equilibrium (upper branch in first graphic) stable.

I9jiDE q2r @c9I9 iG < G@<g:9 K-trivial equilibrium and two nontrivial equilibrium

states, one stable and the other unstable. Finally, in region (3) there is an unsta-

ble K-trivial equilibrium and a stable nontrivial one. As in the previous example,

for µ > 3.4 × 10−2 the saddle-node bifurcation occurs for a negative p-birth rate

and so it is neglected. Again, for this case the invasion and persistence thresholds
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Figure 4.11: (µ, δ)-parameter plane. {2}-transcritical (dashed) and saddle-node (continuous)

bifurcation curves for the three trophic model.

hDI @c9 =I9H<@DI MDiEMiH9F

4.5.3 The effects of cannibalism in fish populations

The last example corresponds to a model for analyzing cannibalism effects in

fish populations. The formulation is based on the size-structured model in [52],

however in this work a transformation to express the density of the population in

terms of the age of the individuals was carried out in advance. The model can

be considered as a simplification of the one presented in [20], indeed the rates

and parameters here are those in [20] with small modifications due to the model

formulation in [52]. For a more deep read in cannibalism modeling the reader

should consider [21].

A size-structured population of Perca fluviatilis with two life stages is consid-

ered here. The individuals of the population are respectively:

• juveniles: if their length x ∈ [Xb, Xa), for Xb the length at birth and Xa the

length at maturation,

• adults: if x = Xa.

Juvenile individuals feed on a resource E1 and grow, but do not reproduce, whereas
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Table 4.5.4: Model ingredients for cannibalistic fish. E = (E1, E2)
T where E1 is the resource

for juveniles and E2 for adults, I = (I1, I2, I3, I4, I5)
T where I1 is the juveniles p-ingestion of

resource and I2 of adults, I3 and I4 the cannibalistic terms in the Hollings Type II functional

response, and I5 the population of adults. See functions and parameters in Table 4.5.5.

spaces dimensions

i-state space m = 1

environment s = 5, n = 2

i-rates expressions

development g(x, I, E) =







η1

(

Z1(x)A(x)E1

1+H1(x)A(x)E1
− ξ1x

)

, x < Xa

0, x ≥ Xa

mortality µ(x, I, E) =

{

µ0 +
V (x)I5

1+H1(Xa)A(Xa)E2+I3
, x < Xa

µ0, x ≥ Xa

reproduction β(x, I, E) =







0, x < Xa

η2

(

Z2(x)A(x)E2+I4
1+H1(x)A(x)E2+I3

− ξ2x
)

, x ≥ Xa

interaction γ(x, I, E) =









































































































A(x)E1

1+H1(x)A(x)E1

0

H2(x)V (x)

Z3(x)V (x)

0



















, x < Xa



















0
A(x)E2

1+H1(x)A(x)E2+I3

0

0

1



















, x ≥ Xa

p-dynamics expressions

right hand side ODE F (I, E) =

(

r1(K1 − E1)− I1
r2(K2 − E2)− I2

)
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Table 4.5.5: internal i-level functions and parameters for the rates of the cannibalistic model

in Table 4.5.4.

i-level functions expressions

energy conversions Z1(x) =
ca
x2
, Z2(x) = ca, Z3(x) =

caX
2
a

3η1
x

attack rate A(x) = αx2(x−Xp)
2

victim rate V (x) = β0T (x)

handling times H1(x) =
ρ1
x3
, H2(x) = ρ2x

cannibalistic window T (x) =















2x2 x−Xb

Xa−Xb
, x < Xa+Xb

2

2x2 Xa−x
Xa−Xb

, x < Xa

0, otherwise

parameters values

birth length Xb = 7.0

maturation length Xa = 115.0

maximum length Xp = 160.0

assimilation efficiency ca = 0.6

attack rate scaling constant α = 7.0× 10−4

digestion time scaling constants ρ1 = 1.7× 106, ρ2 = 0.1332

metabolic rate scaling constants ξ1 = 2.5× 10−7, ξ2 = 3.3× 10−3

length-weight scaling constant η1 = 3.7× 104

reproduction scaling constant η2 = 161.97

cannibalistic voracity β0 = variable ∈ [0, 1]

background mortality µ0 = 0.0087

zooplankton growth rates r1 = 0.1, r2 = 0.1

zooplankton carrying capacities K1 = 3× 10−3, K2 = variable

maximum age Amax = 20000.0

state at birth x = Xb

adults feed on another resource E2, reproduce, but do not grow. Both resources

are zooplankton of the Daphnia type. To incorporate the effects of cannibalism,
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additionally it is assumed that adult individuals feed on juveniles. Cannibalism

generates in the mortality of juveniles a dependence on the density of adults on the

one hand, and in the reproduction rate a dependence on the density of juveniles

on the other hand. The rates that govern the dynamics of the model are presented

in Table 4.5.4 and the internal functions at the i-level as well as the parameters

in Table 4.5.5. By considering the victim rate V (x) = 0 a noncannibalistic model

is obtained, this can be possible by setting the voracity of cannibalism β0 = 0.

For this model (4.3.11a) can be solved analytically as the growth rate for this

example is a rational function. However the solution is implicitly given and it is

not possible to derive an explicit expression for it, then the system (4.3.11) can

not be solved analytically, and so the error analysis can not be carried out.

Figure 4.12 shows the equilibrium branches and bifurcation points under K2

parameter variation, K2 being the carrying capacity for the resource for adults, for

a model free of cannibalism, i.e. with β0 = 0. Again, the stability properties were

determined with the pseudospectral method in Chapter 3 and the corresponding

computed eigenvalues are presented in Figure 4.13. For K2 < 1.5883× 10−4 the

model has a stable B-trivial equilibrium. At K2 = 1.5883×10−4 a supercritical B-

transcritical bifurcation occurs, which is the existence boundary for a nontrivial

equilibrium. For K2 ∈ (1.5883 × 10−4, 6.4678 × 10−4) the model has a stable

nontrivial equilibrium and an unstable B-trivial one. At K2 = 6.4678 × 10−4

a saddle-node bifurcation occurs. For K2 ∈ (6.4678 × 10−4, 7.4275 × 10−4) the

model has three positive equilibrium states, two of them are stable and the other

unstable, and an unstable B-trivial equilibrium. At K2 = 7.4275 × 10−4 other

saddle-node bifurcation occurs. Finally, for K2 > 7.4275 × 10−4 the model has a

stable nontrivial and an unstable B-trivial equilibrium.

By increasing the cannibalistic voracity β0, cannibalism effects are incorpo-

rated into the model. Such effects become visible when comparing the graphics in

Figure 4.14. In particular it can be appreciated that the lower positive equilibrium

branch in the first graphic in Figure 4.12 moves to the left, i.e. the p-birth rate

increases faster for lower values on K2. Moreover, for β0 > 0.03 the hysteresis

disappears in favor of a unique stable positive equilibrium, see e.g. β0 = 0.05 and

β0 = 0.1 cases in Figure 4.14. The hysteresis appears again for β0 > 0.16 (see

case of β0 = 0.2 in Figure 4.14).

A more interesting behavior occurs for β0 > 0.29, commonly known as the
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Figure 4.12: Equilibria and bifurcations under K2-parameter variation for the noncanni-

balistic model (β0 = 0): unstable B-trivial (dotted), stable B-trivial (dashed), unstable non-

trivial (dashed-dotted) and stable nontrivial (continuous) equilibrium branches, B-transcritical

bifurcation ∗ at K2 = 1.5883 × 10−4, saddle-node bifurcations ∗ at K2 = 6.4678 × 10−4 and

K2 = 7.4275 × 10−4. B is the p-birth rate, I1 the ingestion of juveniles, I2 the ingestion of

adults, I5 the density of adults, E1 the resource for juveniles and E2 the resource for adults.
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Figure 4.13: Eigenvalues that determine the stability properties of the equilibrium branches

in Figure 4.12: a) K2 = 3 × 10−4 B-trivial equilibrium unstable, b) K2 = 1.5883 × 10−4 B-

transcritical bifurcation, c) K2 = 5× 10−5 B-trivial equilibrium stable, d) K2 = 5.2776× 10−4

nontrivial equilibrium (lower branch in first graphic) stable, e) K2 = 7.1236 × 10−4 nontrivial

equilibrium (middle branch in first graphic) unstable, and f) K2 = 8.0331 × 10−4 nontrivial

equilibrium (upper branch in first graphic) stable.

�����oat mechanism of cannibalism, see e.g. [80]. The idea of the mechanism is

that for a low carrying capacity K2 of the food source E2 of adults, a cannibalistic

population can survive whereas a non cannibalistic population goes extinct. This

can be appreciated in the last two panels in Figure 4.14, i.e. for β0 = 0.3 and
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Figure 4.14: Equilibria and bifurcations under K2-parameter variation for the cannibalistic

model for different voracities: unstable B-trivial (dotted), stable B-trivial (dashed), unstable

nontrivial (dashed-dotted) and stable nontrivial (continuous) equilibrium branches. B is the

p-birth rate and β0 the cannibalistic voracity.
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Figure 4.15: Detail of Figure 4.14 for β0 = 0.3 and β0 = 0.5.

�0 = 0.5, and more in detail in Figure 4.15, where to the left of the transcritical

bifurcation two positive equilibria exist, whereas for the noncannibalistic model

(β0 = 0) there is no positive equilibrium. However, adult individuals can not feed

only on juveniles, as for a very low value of K2 there is no equilibrium.

The hysteresis mentioned above is related to the following bistability situation:

Consider an equilibrium in the nontrivial branch before the first saddle-node bi-

furcation, i.e. the first one with respect to the vertical axis. In this scenario the

p-birth rate is small and the concentration of resource for juveniles is high, then
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the juvenile individuals grow fast and reach the adulthood in a short period of

time. This behavior occurs in populations with a large subpopulation of adults

and a small subpopulation of juveniles. Second, consider an equilibrium in the

nontrivial branch after the second saddle-node bifurcation. In this scenario the

p-birth rate is large and the concentration of resource for juveniles is low, then

the juvenile individuals grow slower and take more time to reach the adulthood.

This behavior occurs in populations with a small subpopulation of adults and a

large subpopulation of juveniles.

Considering two parameter variation, Figure 4.16 shows the stability chart for

the cannibalistic model in the (K2, β0)-parameter plane. In region (1) the model

has an unstable B-trivial and a stable nontrivial equilibrium. In regions (2) and

(4) the model has an unstable B-trivial and three positive equilibrium states, two

of them are stable and the other unstable. In region (3) the model has only a stable

B-trivial equilibrium. Finally in region (5), being this the region where the lifeboat

mechanism occurs, the model has a stable B-trivial equilibrium and two positive

equilibrium states, one stable and the other unstable. The figure also shows a

B-transcritical supercritical bifurcation curve (dashed line) separating regions (1)

from (3) and (4) from (5) respectively, and several saddle-node bifurcation curves

(continuous lines), separating regions (2), (4) and (5) from regions (1) and (3).

4.A Appendix II: Algorithms

This appendix contains the pseudo-code schemes of the algorithms and routines

developed in Python, based on the numerical methods presented in this chap-

ter. The routines are related to curve continuation of equilibria, transcritical and

saddle-node bifurcations. Stability properties and detection of Hopf bifurcations

are not presented in the included routines. The pseudocode language established

in [2] is used here. Each algorithm has a self-contained description as well as

comments referring the different sections of the chapter.

Algorithm 1: Reduction of dimension

Before the continuation of an equilibrium (see Chapter 4.3.1) or a bifurcation (see

Chapter 4.4), this algorithm reduces the dimension of u0 to obtain û0.
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Figure 4.16: (K2, β0)-parameter plane. B-transcritical (dashed) and saddle-node (continuous)

bifurcation curves for the cannibalistic model.

��� ¡ comment:

begin

file with model data;

initial value u0 = (B, I, E, p); (B, I, E, q) if two parameter variation

end;
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compute dc vector that determines type of equilibrium

begin

for i = 1, . . . , s+ 1 do

dci =

{

0 if B = 0;

1 if B > 0;

for i = s+ 2, . . . , s+ n+ 1 do

dci =















0 if i− (s+ 1) ∈ K;
1 if i− (s+ 1) ∈ I \ K;
2 if i− (s+ 1) ∈ N \ I;

dcs+n+2 = 1; and dcs+n+3 = 1 if two parameter variation

end;

compute û0 initial value for continuation

begin

j = 1;

for i = 1, . . . , s+ n+ 2 do s+ n+ 3 if two parameter variation

if dci 6= 0 then û0j = u0i, j = j + 1;

end;

return û0, dc;

Algorithm 2: Integration of ODE system (4.3.11)

This algorithm evaluates R0(I, E, p) and Θ(I, E, p) during the prediction and

correction steps of the curve continuation by solving the ODE system (4.3.11),

see Chapter 4.3.2.

input comment:

begin q instead of p dependence in two parameter variation

file with model data;

vector (I, E, p);

end;

define (m+ s+ 2)-vector X0 = (x0, 0, . . . , 0); initial value for ODE

α = 0, stage = 1;

define ODE system (4.3.11) and switches (4.3.12) with data of input file;
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while α < h do

while stage ≤ k do

begin

integrate (4.3.11) until a switch from stage = i to i+ 1 occurs;

if switch then

begin

compute τi;

update initial conditions α = τi, X0 = X(τi), stage = i+ 1;

end;

end;

return r0(h, I, E, p), θ(h, I, E, p);

Algorithm 3: Evaluation of Ĥ(ûi)

This algorithm evaluates Ĥ(ûi) during the continuation of an equilibrium (see

Chapter 4.3.1) or a bifurcation (see Chapter 4.4) curve.

input comment:

begin q instead of p dependence in two parameter variation

file with model data;

ûi, dc;

end;

solve system (4.3.11); with Algorithm 2

R0 = r(h, I, E, p), Θ = θ(h, I, E, p), j = 1;

if dc1 6= 0 then if equilibrium is E-trivial, K-trivial or nontrivial
begin

Ĥ1(ûi) = 1−R0, j = j + 1;

for k = 2, . . . , s+ 1 do Ĥj(ûi) = Ik−1 − BΘk−1, j = j + 1;

end;

for k = s+ 2, . . . , s+ n+ 1 do

if dck 6= 0 then if equilibrium is not (B,K)-trivial and not K-trivial
if dck = 1 then Ĥj(ûi) = Gk−(s+1)(I, E, p), j = j + 1;

else (dck 6= 1) then Ĥj(ûi) = Fk−(s+1+l)(I, E, p), j = j + 1;

return Ĥ(ûi);
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Algorithm 4: Tangent prediction v̂i+1

This algorithm predicts the next point v̂i+1 in the curve continuation process, see

Chapter 4.2.1. Moreover, the detection of saddle-node bifurcations is carried out

by checking the sign of the last component of ti, see Chapter 4.3.3.

input comment:

begin

file with model data;

ûi, ǫi;

direction of continuation; positive or negative

end;

f := Ĥ if p-variation, f = L̂ if q-variation

compute Jacobian f ′(ûi);

compute ti := t(f ′(ûi)); defined by (4.2.5)

compute predicted point v̂i+1 with (4.2.3);

return v̂i+1, ti;

Algorithm 5: Detection of transcritical bifurcations

The output of this algorithm is used during the continuation of equilibrium

branches to detect transcritical bifurcation points, see Chapter 4.3.3.

input comment:

begin

file with model data;

ûi, dc;

end;

solve system (4.3.11); with Algorithm 2

R0 = r(h, I, E, p), Θ = θ(h, I, E, p);

compute BP vector of test functions

begin

if dc1 = 0 then BP1 = 1.0−R0; trivial, (B,K)-trivial or B-trivial

else (dc1 6= 0) then BP1 = B; E-trivial, K-trivial or nontrivial
for j = s+ 2, . . . , s+ n+ 1 do

if dcj = 0 then BPj−(s+1) = Gj−(s+1)(I, E, p); (B,K)-trivial or K-trivial
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else (dcj 6= 0) then

if dcj = 1 then BPj−(s+1) = Ej−(s+1);

else (dcj 6= 1) then BPj−(s+1) = 1; components in N \ I
end;

return BP ;

Algorithm 6: Continuation of equilibrium curves

This algorithm corresponds to the curve continuation of equilibrium branches (see

Chapters 4.2.1 and 4.3.1). Before the continuation a reduction of the dimension is

carried out with Algorithm 1. Then the predictor-corrector process starts in the

positive direction of the curve, where the prediction is done with Algorithm 4. At

every step of the continuation the evaluation of Ĥ(ûi) is performed with Algorithm

3. If a transcritical or a saddle-node bifurcation occurs first they are detected

with Algorithms 5 and 4 respectively, and then computed with the technique in

Chapter 4.3.3. The continuation starts again from the bifurcation point. Finally,

once the curve is computed in the positive direction, the method starts again for

the continuation of the curve in the negative direction.

input comment:

begin

file with model data;

interval [pl, pr]; limits for curve continuation

initial u0, û0, and equilibrium type dc; û0 and dc with Algorithm 1

end;

i = 0, ui = u0, ûi = û0, ǫi = ǫ0;

while pi ∈ [pl, pr] do pi := last component of ûi

begin continuation in positive direction

prediction v̂i+1 of new point; with Algorithm 4

if saddle-node bifurcation has occurred then if t̂r+1(ûi−1)t̂r+1(ûi) < 0

begin

compute ûsn; apply modif. Newton to (4.3.5-4.3.13b),

Ĥ(ûj) with Algorithm 3 and φ(ûj) by (4.3.19)

ûi = ûsn;

compute usn and ui; extend dimension
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end;

else (saddle-node bifurcation has not occurred) then

begin

correct predicted point; apply modif. Newton to (4.2.4) with f := Ĥ,

Ĥ(ûj) with Algorithm 3 and tj with Algorithm 4

compute vector BP ; with Algorithm 5

n = 1, check = 0;

while n ≤ dim(BP ) do

begin

if transcritical bifurcation has occurred then

begin if (BPn)new(BPn)old ≤ 0

compute ûbp; apply modif. Newton to (4.3.5-4.3.13b),

Ĥ(ûj) with Algorithm 3, φ(ûj) = BPn

compute ubp; extend dimension

select branch and direction for continuation;

adapt problem to new equilibrium type; with Algorithm 1

u0 = ubp, û0 = ûbp, check = 1;

break;

end;

n = n+ 1;

end;

if check = 0 then

begin

accept corrected point ûi+1;

compute ui+1; extend dimension

end;

end;

adapt step length ǫi+1;

start variables i = i+ 1, ui = ui+1, ûi = ûi+1, ǫi = ǫi+1;

end;

start variables i = 0, ui = u0, ûi = û0, ǫi = ǫ0;

while pi ∈ [pl, pr] do continuation in negative direction;

pi := last component of ûi, same than in positive direction
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but using unitary tangent vector in negative direction

return points ui that approximate equilibrium curve,

bifurcation points ubp and usn;

Algorithm 7: Evaluation of L̂(ûi) at transcritical bifurcation

This algorithm evaluates L̂(ûi) during the continuation of a transcritical bifurca-

tion curve under two parameter variation, see Chapter 4.4.1.

input comment:

begin

file with model data;

ûi, dc, Bif ; Bif = 0 if B-transcritical, Bif = i if Ei-transcritical

end;

solve system (4.3.11); with Algorithm 2

R0 = r(h, I, E, q), Θ = θ(h, I, E, q), j = 1;

if dc1 = 0 then trivial, (B,K)-trivial or B-trivial

begin

if Bif = 0 then φ(ui) = φ(ûi) = 1−R0;

end;

else (dc1 6= 0) then

begin

Ĥ1(ûi) = 1−R0, j = j + 1;

for k = 2, . . . , s+ 1 do Ĥj(ûi) = Ik−1 − BΘk−1, j = j + 1;

end;

for k = s+ 2, . . . , s+ n+ 1 do

if dck = 0 then K-trivial or (B,K)-trivial
begin

if Bif = k − (s+ 1) then if bifurcation is Ek−(s+1)-transcritical

φ(ûi) = Gk−(s+1)(I, E, q);

end;

else (dck 6= 0) then

if dck = 1 then Ĥj(ûi) = Gk−(s+1)(I, E, q), j = j + 1;

else (dck 6= 1) then Ĥj(ûi) = Fk−(s+1+l)(I, E, q), j = j + 1;
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return L̂(ûi) = (Ĥ(ûi), φ(ûi));

Algorithm 8: Evaluation of L̂(ûi) at saddle-node bifurcation

This algorithm evaluates L̂(ûi) during the continuation of a saddle-node bifurca-

tion curve under two parameter variation, see Chapter 4.4.2.

input comment:

begin

file with model data;

ûi, eigenvectors v1 and v2; entries of (4.4.7)

end;

compute Ĥ(ûi); with Algorithm 3

compute ∂Ĥ(ŷ, q)/∂ŷ

∣

∣

∣

∣

(ŷ,q)=(ŷi,qi)

in (4.4.7);

compute φ(ûi); last component of the solution of (4.4.7)

return L̂(ûi) = (Ĥ(ûi), φ(ûi));

Algorithm 9: Continuation of bifurcation curves

This algorithm computes bifurcation curves under two parameter variation, see

Chapter 4.4. Before the continuation a reduction of the dimension is carried out

with Algorithm 1. Then the predictor-corrector process starts in the positive

direction of the curve, where the prediction is done with Algorithm 4. At every

step of the continuation the evaluation of L̂(ûi) is performed with Algorithm 7 if

the curve is a transcritical bifurcation, and with Algorithm 8 if it is a saddle-node.

Once the curve is computed in the positive direction, the process starts again to

approximate the curve in the negative direction.

input comment:

begin

file with model data;

intervals [q1l, q1r] and [q2l, q2r]; limits for curve continuation

initial u0, û0, and equilibrium type dc; with Algorithm 1 and q-dependence

Bif ; indicates type of bifurcation

end;

i = 0, ui = u0, ûi = û0, ǫi = ǫ0;
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while qi ∈ [q1l, q1r]× [q2l, q2r] do qi := last two components of ûi

begin continuation in positive direction

if Bif = SN then compute eigenvectors v1, v2;

prediction v̂i+1 of a new point; with Algorithm 4

correct predicted point; apply modif. Newton to (4.2.4),

f := L̂, L̂(ûj) with Algorithm 7 if Bif = BP

or with Algorithm 8 if Bif = SN , tj with Algorithm 4

accept corrected point ûi+1, compute ui+1; extend dimension

adapt step length ǫi+1;

start variables i = i+ 1, ui = ui+1, ûi = ûi+1, ǫi = ǫi+1;

end;

start variables i = 0, ui = u0, ûi = û0, ǫi = ǫ0;

while qi ∈ [q1l, q1r]× [q2l, q2r] do continuation in negative direction;

qi := last two component of ûi

same than in positive direction but using unitary tangent vector in negative direction

return points ui that approximate bifurcation curve;
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