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ABSTRACT

In the field of neuroimaging, researchers often resort to contrasting parametric maps to identify differences between conditions or populations. Unfortunately, contrast patterns mix effects related to amplitude and location differences and tend to peak away from sources of genuine brain activity to an extent that scales with the smoothness of the maps. Here, we illustrate this mislocation problem on source maps reconstructed from magnetoencephalographic recordings and propose a novel, dedicated location-comparison method. In realistic simulations, contrast mislocation was on average ~10 mm when genuine sources were placed at the same location, and was still above 5 mm when sources were 20 mm apart. The dedicated location-comparison method achieved a sensitivity of ~90% when inter-source distance was 12 mm. Its benefit is also illustrated on real brain-speech entrainment data. In conclusion, contrasts of parametric maps provide precarious information for source location. To specifically address the question of location difference, one should turn to dedicated methods as the one proposed here.

1. Introduction

A recurrent question in neuroscience pertains to how much brain activity differs between conditions or groups. In the field of neuroimaging, this question is often addressed by contrasting parametric maps (Friston et al., 1994). However contrast patterns mix effects related to amplitude and location differences, and tend to peak away from sources of genuine brain activity to an extent that scales with the smoothness of the maps; this fact will be demonstrated in the Theory section (Section 2) with a one-dimensional toy model of contrast. In this report, we focus on maps derived from magnetoencephalographic (MEG) recordings, simply because the problem of contrast mislocation is expected to be particularly salient for those maps due to their intrinsically high smoothness.

MEG is a widely used non-invasive neuroimaging technique. It records the extracranial magnetic fields generated by synchronized electrical currents flowing though the apical dendrites of pyramidal neurons (Hämäläinen et al., 1993). The uniqueness of MEG lays in its high temporal resolution combined with a good spatial resolution for focal cortical sources. These characteristics allow researchers to track brain activity millisecond by millisecond during tasks and at rest, and to assess functional and effective brain connectivity.

One critical step in MEG analysis is to solve the inverse problem and estimate the location of cortical sources generating observed scalp distributions. Nowadays, source estimation is often performed with imaging methods such as linearly constrained minimum variance beamformer (LCMVB; Hillebrand et al., 2005; Van Veen et al., 1997) or minimum norm estimation (MNE; Dale and Sereno, 1993; Hämäläinen and Ilmoniemi, 1994). These inversion schemes make it possible to reconstruct source time-series, based on which one can build parametric maps of, e.g., task-induced power changes or coherence with an external reference signal. These source-space MEG parametric maps are analogous to activation maps obtained by functional magnetic resonance imaging (fMRI) or positron emission tomography (PET) but their spatial properties are different. They are affected by anisotropic long-range correlation (i.e., high spatial smoothness) that depends on the source reconstruction method used (Gross et al., 2003). Contrasts of such smooth maps are therefore expected to be particularly impacted by the contrast mislocation problem.

Here, we illustrate with simulated data the hazard of interpreting the location of peak contrast as a location wherein a source is more active in one condition compared to the other. We also present a novel method specific to the question of location difference, which may provide useful
2. Theory

We start this section by illustrating with a simple 1-D toy model why peak contrasts tend to mislocate (Subsection 2.1). We then review a classical method to assess the statistical significance of contrasts, but which is by construction hampered by the mislocation problem (Subsection 2.2). Finally, we introduce a novel method designed to complement contrast analyses by specifically testing for location differences between conditions (Subsection 2.3). In the present report, we shall focus on the comparison of group-level maps, using individual maps that have been morphed to match a reference anatomy (e.g., the MNI brain) to generate the group-level statistics. The same approach would obviously apply to within-subject maps, with trials taking the role of subjects.

2.1. Comparing parametric maps in two conditions

The issue of comparing maps via contrasts can be understood using the following one-dimensional toy model. Consider two genuine brain sources located at \( x_1 = 0 \), \( x_2 = -D \) and thus separated by a distance \( D \). Assume that their activation appears in maps as Gaussian profiles \( G_1(x) = \alpha e^{-\frac{x^2}{2\sigma^2}} \) and \( G_2(x) = e^{-\frac{(x-D)^2}{2\sigma^2}} \), where \( \alpha \) denotes their relative amplitude and \( \sigma \) their spatial spread (linked to the full-width at half-maximum by \( \text{FWHM} = \sqrt{8 \log(2)} \sigma \)). Contrasting the two maps yields a contrast profile \( C(x) = G_1(x) - G_2(x) \) and we denote by \( x_C \) its peak coordinate. Fig. 1 provides a comprehensive view of the impact of the amplitude \( \alpha \) and separation \( D \) parameters on the peak location \( x_C \). For sources with similar amplitude (\( \alpha \sim 1 \)) and not well separated (\( D < 0.5 \) FWHM), the contrast peaks \( x_C = 0.3-0.5 \) FWHM away from the first source. This clearly illustrates why peak contrasts tend to localize away from genuinely active brain areas and can thus be rather uninformative.

2.2. Direct contrast method

We now review a practical implementation of a commonly used contrast method to compare MEG maps that includes proper statistical assessment of the maximum contrast value (Maris and Oostenveld, 2007; Nichols and Holmes, 2002).

In the direct contrast method, the contrast of group-averaged maps in two conditions is compared to a permutation distribution of maximum contrast value, which is obtained as follows (Maris and Oostenveld, 2007; Nichols and Holmes, 2002).

1) For each subject, randomly assign maps of both conditions to two dummy condition sets. An exemplary dummy set 1 for \( n = 5 \) subjects could consist of maps in condition 2, 1, 1, 2, 1 from subjects 1, 2, 3, 4, 5 respectively, leaving maps from conditions 1, 2, 2, 1, 2 to dummy set 2.
2) Generate the group-averaged map for both dummy condition sets.
3) Contrast these two group maps and extract the maximum value for one-sided tests or the maximum absolute value for two-sided tests.
4) Repeat this procedure \( N_{\text{perm}} \) times (practically \( N_{\text{perm}} \approx 1000 \)) to build a permutation distribution of maximum contrast value.

Brain areas corresponding to a genuine contrast above the \((1 - p) \times 100\) th percentile of the permutation distribution are considered more activated in one condition than in the other at statistical significance level \( p \).

This approach is perfectly rigorous for the question it answers, i.e., whether the two group maps are significantly different at some location, but as explained in Subsection 2.1 it is subject to the problem of contrast mislocation. We now present a novel, complementary approach that focuses on the separation parameter \( D \) rather than on the contrast values.

2.3. Location-comparison method

In the location-comparison method, we generate bootstrap group-averaged maps to build a distribution of location difference between local maxima in the two conditions, and test the null hypothesis that this distance is zero. The procedure works as follows.

1) Randomly draw with replacement a sample of \( n \) pairs of individual maps, \( n \) being the number of subjects. An exemplary sample for \( n = 5 \) could consist of maps from subjects 2, 2, 2, 4, 5.
2) Generate the group-averaged map in both conditions for that drawn sample.
3) Identify the local maximum of each group-averaged map that is closest to the mean coordinates of genuine parametric maps maximum and save the coordinate difference. Practically, the search for the local maximum is performed within a predefined search...
volume centered on the mean coordinate of genuine parametric maps maximum.

4) Repeat this procedure $N_{\text{rep}}$ times (practically $N_{\text{rep}} = \sim 1000$) to obtain a sample distribution of the coordinates of the local maximum of the group-averaged parametric maps.

Based on this three-dimensional distribution, we can test the null hypothesis that local maxima in the two conditions co-localize by performing a multivariate test on the sampling distribution of coordinates difference. The test is described in details in the Appendix. A matlab implementation of it is available at https://osf.io/ue6ws, and integration with other open toolboxes is planned.

At this point, it should be noted that more commonly used permutation-based statistics would not apply here. Indeed, peak coordinates in group maps obtained after randomly permuting conditions (i.e., maps at step 2 of the procedure described in Subsection 2.2) would naturally tend to locate at the peak of the group map of the condition of highest values. Hence, the ensuing location-comparison test would not be specific to differences in location.

3. Simulations

To evaluate the performance of the two comparison methods described in the previous paragraph, we applied them to simulated data sets generated on the basis of 5-min resting-state data recorded from 17 subjects (group 1, rest data; see Section 4). We ran simulations where the MEG maps represent the coherence with a reference signal (Subsection 3.1) and also the relative power increase resulting from an event-related synchronization (Subsection 3.2). We considered these two measures because both are commonly used in current MEG studies but they differ in their properties (e.g., the noise on individual coherence maps is always above 0, while that on individual maps of power increase fluctuates around 1). These properties may affect differently the performance of the methods, which we quantified in terms of specificity and sensitivity (Subsection 3.3) as function of the inter-source distance (Subsection 3.4), sample size (Subsection 3.5), and difference in signal-to-noise ratio (SNR) between conditions (Subsection 3.6).

3.1. Procedure to generate simulated maps of coherence with a reference signal

Our simulations of coherence with a reference signal were designed to tightly match real brain-speech entrainment data in which MEG signals from auditory regions of a listener are coherent with the temporal envelope of heard speech at ~0.5 Hz and 4–8 Hz (Ahissar et al., 2001; Bourguignon et al., 2013a; Luo and Poeppel, 2007; Molinaro et al., 2016; Peelle et al., 2013; Vander Ghinst et al., 2016). Accordingly, we simulated coherence at 0.5 Hz between MEG data and a fixed reference signal taken as the speech envelope of a 5-min audio recording of a person.

Every individual simulated dataset was obtained by superimposing a coherent source signal to a noise background. We started by generating the noise Fourier coefficients for 150 epochs. Specifically, we estimated first the cross-spectral density matrix at 0.5 Hz of the 5-min of rest data, and performed a Cholesky factorization of it. Then we applied the obtained triangular matrix to 150 vectors of non-correlated random coefficients for 150 epochs, and their covariance matrix is on average the subject’s original cross-spectral density matrix at rest. Obviously, these noise coefficients are unrelated to the reference signal.

To introduce some degree of coherence with the reference signal, we added to the noise coefficients the signal of a perfectly coherent source whose coordinates in the MNI space will be denoted by $R_0$. To that aim, we computed the leadfield of a source placed at $R_0$ with a direction along the superior-inferior (Z) axis. This leadfield multiplied by the Fourier coefficients of the reference signal (obtained from adjacent 2-s epochs) yielded the signal Fourier coefficients for 150 epochs. By construction, the coherence of these signal coefficients with those of the reference signal is exactly one. They were rescaled so that the mean SNR across all sensors is equal to a given SNR value and then added to the noise coefficients.

Source-space coherence maps with speech temporal envelope where then obtained with LCMVB. Importantly, LCMVB weights were derived from the mean covariance matrix across the two conditions, so that the inverse solution was identical for both conditions (Gross et al., 2013). We used a 2-mm grid source space within a 40-mm sphere centered on mean $R_0$. The final maps were interpolated to a 1-mm grid and smoothed with a Gaussian kernel of 5-mm FWHM. Individual maps were finally morphed to match the MNI template. More details about source reconstruction and normalization to MNI templates are provided in Section 4.

Importantly, this whole process was repeated twice in order to obtain coherence maps in two conditions for which source coordinates $R_0$ or the SNR may or may not differ (as explained in Subsections 3.4–3.6).

3.2. Procedure to generate simulated maps of power increase

We used a procedure similar to that described above to generate maps of power increase. In these simulations, we used the Cholesky factorization to generate two independent sets of Fourier coefficients for 300 epochs, assimilated to pre- and post-stimulus noise. To simulate power increase, we added to the post-stimulus noise coefficients the signal coefficients arising from a source positioned at $R_0$ and with amplitude rescaled so as to fix a given SNR value. Individual source-space parametric maps were then computed as the ratio between post- and pre-stimulus power maps reconstructed using LVMCB as briefly discussed above. This process was again repeated twice to obtain power-ratio maps in two conditions.

3.3. Methods performance

For all the simulations considered, we compared the group maps in the two conditions with the two methods described in Section 2. To evaluate their performance, each simulation was repeated 100 times (for each set of parameter values, see Subsections 3.4–3.6) so that sensitivity and specificity could be estimated by counting the number of simulations in which a significant effect was detected at $p < .05$. More precisely, specificity was evaluated as the proportion of simulations for which a significant location difference was found in the absence of genuine source location difference ($D = 0$). Sensitivity was assessed by that proportion for $D \neq 0$.

For the results obtained with the location-comparison method, we also examined the proportion of simulations in which Cond 1 and 2 were found to localize in significantly different locations as function of the theoretical false positive rate ($\alpha$ level). The ensuing curves are widely known as receiver operating characteristic (ROC) curves, which can be seen as distributions of $p$-values. In these ROC plots, the main diagonal corresponds to a uniform distribution of $p$-values, which is the distribution expected if the test performs at chance level. ROC curves significantly above the main diagonal indicate that the test detects a significant difference more often than expected by chance. This should occur when genuine inter-source distance ($D$) is non-zero if the test is sensitive to some extent. Curves that do not deviate from the main diagonal indicate that the test detects a significant difference at a rate expected by chance. This should occur when $D = 0$. Finally, curves below the main diagonal indicate that the test detects a significant difference less often than expected by chance, meaning that the test is too conservative. To estimate the statistical significance of those deviations from the main diagonal, we compared the distribution of the $p$-values to the uniform distribution using the Kolmogorov-Smirnov test.
3.4. Effect of genuine inter-source distance (simulation 1)

Simulation 1 was designed to quantify the effect of genuine inter-source distance \( D \) on methods’ specificity and sensitivity in realistic situations in which one condition yields slightly stronger activation than the other. To that aim, we varied the distance \( D \) between sources of condition 1 and 2 and set the average SNR to higher values in condition 1 than in condition 2. Individual coordinates of genuine source locations \( \mathbf{R}_S = [X \ Y \ Z] \) were drawn from a random Gaussian distribution with mean \([60\ –\ 20 \ 10]\ \text{mm}\) and standard deviation \([1\ 8\ 4]\ \text{mm}\). To set the inter-source distance between conditions to \( D = 0, 4, 8, 12, 16, \) and \( 20 \text{ mm} \), \( \mathbf{R}_S \) was shifted \( D/2 \) forward \( (Y + Y + D/2) \) in condition 1 and backward \( (Y – Y – D/2) \) in condition 2. The SNR in condition 1 was randomly chosen between 0.0005 and 0.003 with constant probability on a logarithmic scale for the coherence maps, and likewise between 0.002 and 0.01 for the power-ratio maps (hence simulating a higher noise level on coherence maps). The SNR in condition 2 was set to that in condition 1 multiplied by a random number in the range 0.3–1.2, hence ensuring a lower SNR on average.

With the direct contrast method, we expected the maximum contrast to mislocate as hinted by our 1-D toy model. We also expected the magnitude of the mislocation to decrease as \( D \) increases.

At \( D = 0 \), we expected the location-comparison method to reveal a significant difference in location at a rate compatible with chance level (i.e., to be unbiased). We also expected the location-comparison method to reveal a significant difference in location in an increasing proportion of simulations (i.e., to become more sensitive) as \( D \) increased.

3.5. Effect of sample size (simulation 2)

Simulation 2 was designed to quantify the impact of the number of subjects on the specificity and sensitivity of the location-comparison method. To that aim, we repeated simulation 1 for \( D = 0 \) and \( D = 4 \) mm with a varying number \( n = 10, 15, 20, 25, \) and 30 of subjects. Since simulations were based on data from 17 subjects only, to generate two simulated maps with independent movements, and electrocardiogram (ECG) recorded heartbeat signals, and the signals were sampled at 1 kHz. The head position inside the magnetically shielded room was thus identical in all conditions.

At \( D = 0 \), we expected the location-comparison method to reveal a significant difference in location at a rate compatible with chance level (i.e., to be unbiased) regardless of \( n \). At \( D = 4 \) mm, we expected the location-comparison method to reveal a significant difference in location in an increasing proportion of simulations (i.e., to become more sensitive) as \( n \) increases.

3.6. Effect of SNR difference between conditions (simulation 3)

Simulation 3 was designed to evaluate whether the location-comparison method is robust with respect to difference in SNR between conditions. To that aim, sources in both conditions were placed at the same position \( (D = 0 \text{ mm}) \) but we varied the SNR in condition 1 while maintaining the SNR in condition 2. Individual \( \mathbf{R}_S \) were thus identical in both conditions. It was drawn from a random Gaussian distribution with mean \([60\ –\ 20 \ 10]\ \text{mm}\) and standard deviation \([1\ 8\ 4]\ \text{mm}\). We tested 4 different sets of SNR bounds. In the first set, SNR bounds were identical in condition 1 and 2 \((0.001–0.002\ \text{for coherence, 0.002–0.004\ \text{for power ratio}})\). In the subsequent SNR sets, bounds were changed in condition 2, and were multiplied by 2 (or 2.5 to power ratio maps), 5, and 10 in condition 1.

We expected the location-comparison method to reveal a significant difference in location at a rate compatible with chance level (i.e., to be unbiased) regardless of SNR differences.

4. Materials and methods

We also illustrated the performance of the location-comparison methods on real brain-speech entrainment data.

4.1. Subjects

Two groups of subjects without any history of neuropsychiatric disease or language disorders were studied. Group 1 consisted of seventeen healthy native Spanish speakers (mean 24 years, range 20–32 years; 9 females and 8 males). Group 2 consisted of twenty healthy native French speakers (mean 30 years, range 23–40 years; 10 females and 10 males) previously reported in Vander Ghist et al. (2016). All subjects were right-handed according to self-report. The study was approved by the BCBL Ethics Committee and the ethics committee of ULB-Erasme hospital. Subjects participated after informed consent. Participants from group 1 were measured at the BCBL, San Sebastian, Spain. Participants from group 2 were measured at the MEG unit of the ULB-Erasme hospital, Brussels, Belgium.

4.2. Experimental paradigm

Among other tasks, subjects underwent a speech listening session and a rest session while they were sitting in a chair, head inside a MEG helmet. In the speech-listening session, participants heard an audio recording of a text read in their native language (group 1: Spanish; group 2: French) by a native speaker for 5 min. In the rest session, subjects were asked to fixate the gaze at a point on the wall of the magnetically shielded room and try to reduce blinks and saccades to the minimum for 5 min. The order of sessions was randomized among all recordings.

4.3. Data acquisition

Neuromagnetic signals were acquired with a whole-scalp-covering neuromagnetometer (Vectorview; Elekta Oy, Helsinki, Finland) in a magnetically shielded room. The recording pass-band was 0.1–330 Hz and the signals were sampled at 1 kHz. The head position inside the MEG helmet was continuously monitored by feeding current to 4–5 head-tracking coils located on the scalp. Head position indicator coils, three anatomical fiducials, and at least 150 head-surface points (covering the whole scalp and the nose surface) were localized in a common coordinate system using an electromagnetic tracker (Fastrak, Polhemus, Colchester, VT, USA).

Electrooculograms (EOG) monitored vertical and horizontal eye movements, and electrocardiogram (ECG) recorded heartbeat signals, time-locked to MEG signals.

High-resolution 3D-T1 cerebral magnetic resonance images (MRI) were acquired on a 3 T MRI scan for group 1 (Siemens Medical System, Erlangen, Germany) and on a 1.5 T MRI scan for group 2 (Intera, Philips, the Netherlands).

4.4. Data preprocessing

Continuous MEG data were first preprocessed off-line using the temporal signal space separation method (correlation coefficient, 0.9; segment length set to recording duration) to suppress external interferences and to correct for head movements (Taulu et al., 2005; Taulu and Simola, 2006). To further suppress heartbeat, eye-blink, and eye-movement artifacts, thirty independent components were then evaluated from the MEG data low-pass filtered at 25 Hz, and independent components displaying a correlation exceeding ±0.15 with any EOG or ECG signal were subtracted from the MEG data.

Voice temporal envelope was obtained as the sound signals high-pass filtered at 50 Hz, rectified, low-pass filtered at 50 Hz, and resampled at 1000 Hz time lock to the MEG signals.

To perform frequency and coherence analyses, continuous data obtained during listening were split into 2-s epochs with 1.6-s epoch overlap. We used overlapping epochs as that leads to decreased noise on coherence estimates (Bortel and Sovka, 2014). MEG epochs exceeding
5 pT (magnetometers) or 1 pT/cm (gradiometers) were excluded from further analyses to avoid contamination of our data by any other source of artifact that would not have been dealt with by the temporal signal space separation or independent component analysis based artifact suppression. These steps led to 703 ± 45 (mean ± SD, group 1) and 736 ± 20 (group 2) artifact-free epochs of MEG and voice envelope signals for each subject.

4.5. Coherent source analysis

Coherence was previously used to assess the coupling between voice signal and brain signals at the frequencies corresponding to sentence-level prosody and syllable production rate (Bourguignon et al., 2013a; Luo and Poeppel, 2007; Poeppel, 2003). We evaluated the coherence at the sensor level using the formulation of Halliday et al. (1995). Data from gradiometer pairs were combined in the direction of maximum coherence as done in Bourguignon et al. (2015).

We also estimated the coherence at the source level. To do so, individual MRIs were first segmented using the Freesurfer software (Reuter et al., 2012). Then, the MEG forward model was computed for two orthogonal tangential current dipoles placed on a homogeneous 2-mm grid source space covering the whole brain (MNE suite; Gramfort et al., 2014). Coherence maps were produced within the computed source space at delta (0.5 Hz; frequency corresponding to sentence level prosody) and theta (4–8 Hz; frequency corresponding to syllable production rate) using a LCMVB (Hillebrand et al., 2005; Van Veen et al., 1997). The theta coherence was obtained by simply averaging the coherence values across all frequency bins falling into that band. Source maps were then interpolated to a 1-mm homogeneous grid and smoothed with a Gaussian kernel of 5-mm FWHM. Both planar gradiometers and magnetometers were used for inverse modeling after dividing each sensor signal (and the corresponding forward-model coefficients) by its noise standard deviation. The noise variance was estimated from the continuous rest MEG data band-passed through 1–195 Hz, for each sensor separately.

4.6. Group analyses

A non-linear transformation from individual MRIs to the MNI brain was first computed using the spatial normalization algorithm implemented in Statistical Parametric Mapping (SPM8; Ashburner et al., 1997; Ashburner and Friston, 1999) and then applied to individual MRIs and coherence maps. This procedure generated a normalized coherence map in the MNI space for each subject and frequency. Coherence maps were then averaged across subjects.

5. Results

The results are organized as follows. In Subsection 5.1 we illustrate the limitations of the direct-contrast approach on simulation 1 data. In Subsections 5.2–5.4 we evaluate how the performance of the location-comparison method is affected by the inter-source distance (Subsection 5.2), the sample size (Subsection 5.3) and the SNR difference between conditions (Subsection 5.4). Finally, in Subsection 5.5, we illustrate the performance of the location-comparison method on real brain-speech entrainment data.

5.1. Mislocation of peak contrast

In this section, we illustrate and quantify the extent to which peak contrasts locate away from genuine brain sources. For that purpose, we used simulation 1 data in which we varied the distance D between sources in two conditions and imposed that the SNR was on average higher in condition 1 than in condition 2 (Subsection 4.4). For each simulation, we contrasted source-reconstructed MEG maps and assessed the significance of the contrast map with the non-parametric permutation test (Maris and Oostenveld, 2007; Nichols and Holmes, 2002) reviewed in Subsection 2.2. We then characterized the relative locations of the peaks in condition and contrast maps.

Table 1 summarizes the results obtained when simulated sources were placed at the same location in the two conditions (D = 0). In that setting, a significant contrast was detected in ~45% of the simulations, all of them positive (i.e., condition 1 > condition 2). This was expected because the SNR, and hence coherence and power-ratio values, were higher in condition 1 than in condition 2. However, in these simulations that led to a positive contrast, the peak contrast (coordinates $RC_1$) and the peak value in condition 1 (coordinates $R_1$) were distant of $|R_1 - RC_1| = \sim 14$ mm for the coherence maps and of $\sim 7$ mm for the power-ratio maps, whilst the distance between $R_1$ and the peak value in conditions 2 (coordinates $RC_2$) was 2–3 times smaller. This clearly illustrates the mislocation problem predicted by our 1D toy model (Subsection 2.1). Also predicted by this model, the contrast consistently peaked opposite from condition 2 with respect to condition 1 (see Fig. 1). Fig. 2 presents the outcome of a representative simulation where this configuration of maxima is clearly visible. As confirmation of this observation, $cos(R_1, R, R_C)$ (the cosine of the angle formed by the vector pointing from $R_1$ to $R_2$ and the vector pointing from $R_1$ to $R_C$) was significantly negative ($p < 0.0001$; Wilcoxon signed rank test).

We now turn to the simulations with varying inter-source distances ($D = 0, 4, 8, 12, 16, 20$ mm). Fig. 3A and B present the results for both types of parametric maps. Globally, the sensitivity of contrast detection increased as D increased, both for the dominant positive (condition 1 > condition 2) and the negative (condition 2 > condition 1) effects. In other words, significant contrasts were uncovered in an increasingly high proportion of simulations. At $D = 8$ mm, significant positive contrasts were uncovered in over ~60% of the simulations. In positive contrasts, the mislocation $|RC_1 - R_1|$ was stable or even increased for the smallest values of D we tested (4 and 8 mm); at $D = 8$ mm, it was of the order of 10 mm. It then decreased with increasing D values, demonstrating better contrast localization for well-separated activations. At $D = 20$ mm, the mislocation was twice as high for coherence maps ($\sim 10$ mm) as compared with power-ratio maps ($\sim 5$ mm). Not surprisingly, fewer negative contrasts were uncovered for the smallest values of D (less than 5% at $D = 8$ mm) but the detection rate of negative peaks increased up to over 50% at $D = 20$ mm; the associated mislocation $|RC_1 - R_1|$ were of $\sim 10$ mm for coherence maps and $\sim 5$ mm for power-ratio maps.

5.2. Specificity and sensitivity of the location-comparison method (simulation 1)

We now turn to an examination of the specificity and sensitivity of the location-comparison method, first in the context of simulation 1. Table 2 and Fig. 4A summarize the results.

In the absence of genuine source location difference ($D = 0$), the location-comparison method revealed spurious significant ($p < .05$) difference in location at a rate expected by chance in simulated coherence maps (8%), and in none of the simulations of power-ratio maps (see Table 2). Importantly, the ROC curve did not deviate significantly from the main diagonal (meaning that the test was not biased) for coherence
simulations ($p = .38; \text{Kolmogorov-Smirnov test, see Fig. 4A}$) but it was significantly below the main diagonal (meaning that the test was too conservative) for power-ratio simulations ($p < .001$).

The sensitivity of the test increased as $D$ increased from 4 to 20 mm (see Table 2) and the ROC curves were largely above the main diagonal ($ps < .001$, see Fig. 4A) as is expected when the null hypothesis (here, that $D = 0$) is not true. At $D = 12$ mm, the test uncovered a significant difference in $\sim 90\%$ of the simulations for $\alpha = 0.05$.

### 5.3. Effect of the sample size (simulation 2)

We next applied the location-comparison method to simulation 2 data to quantify its specificity and sensitivity for different sample sizes (number of subjects $n = 10, 15, 20, 25,$ and 30).

**Fig. 4 B** presents the results obtained with the location-comparison method in the absence of genuine location difference ($D = 0$). In that setting, the ROC curves did not deviate significantly from the main diagonal for coherence maps based on 10, 15 and 30 subjects ($ps > 0.05$; see Table 2).

![Illustration of a significant contrast for $D = 0$ (same genuine source location)](image)

**Table 2** Summary of location-comparison results for simulation 1. Ideally, for a given value of the genuine inter-source distance ($D$), the distance between estimated peak coordinates in condition 1 and 2 ($R_1$ and $R_2$) should be $R_1 - R_2 = [0 - D]$; $n^*$: Percentage of simulations in which the test detected a statistically significant difference between $R_1$ and $R_2$.

<table>
<thead>
<tr>
<th>$D$ [mm]</th>
<th>Coherence</th>
<th>Power ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$n^*$</td>
<td>$R_1 - R_2$</td>
</tr>
<tr>
<td>0</td>
<td>8</td>
<td>[-0.2, 0.2]</td>
</tr>
<tr>
<td>4</td>
<td>46</td>
<td>[-0.3, 0.3]</td>
</tr>
<tr>
<td>8</td>
<td>85</td>
<td>[-0.3, 0.3]</td>
</tr>
<tr>
<td>12</td>
<td>95</td>
<td>[-1.2, 0.3]</td>
</tr>
<tr>
<td>16</td>
<td>00</td>
<td>[-1.0, 0.6]</td>
</tr>
<tr>
<td>20</td>
<td>98</td>
<td>[-1.4, 1.2]</td>
</tr>
</tbody>
</table>

A. Simulation 1: $n = 17$, $D$ variable, $\text{SNR}_2/\text{SNR}_1 = 0.3–1.2$

B. Simulation 2; $n$ variable, $D = 0$, $\text{SNR}_2/\text{SNR}_1 = 0.3–1.2$

C. Simulation 2; $n$ variable, $D = 4$ mm, $\text{SNR}_2/\text{SNR}_1 = 0.3–1.2$

D. Simulation 3; $n = 17$, $D = 0$, $\text{SNR}_2/\text{SNR}_1 = 1/r$ variable

Fig. 4. Performance of the location-comparison method. In each plot, solid traces (ROC curves) present the proportion of simulations in which Condition 1 and Condition 2 localized in significantly different locations—according to the location-comparison test—as function of the theoretical false positive rate ($\alpha$ level). The dashed gray diagonal line is the proportion expected when there is no location difference. A star placed next to a curve indicates that it deviates significantly from the diagonal. Subsection 3.3 explains how to interpret the shape of these curves. Plots on the left are relative to simulations of coherence and plots on the right to simulations of power-ratio. A — Effect of the genuine inter-source distance ($D$) on the performance of the location-comparison method. In simulation 1, we varied $D$ (0, 4, 8, 12, 16, and 20 mm), kept the sample size to $n = 17$ subjects, and set the ratio between SNR in condition 2 ($\text{SNR}_2$) and 1 ($\text{SNR}_1$) of each subject to a random value in 0.3–1.2. Large arrows indicate that significance detection rate increased as $D$ increased. B and C — Effect of the sample size on the performance of the location-comparison method (simulation 2). In simulation 2, we varied $n$ (10, 15, 20, 25, and 30 subjects), set $\text{SNR}_2/\text{SNR}_1$ to a random value in 0.3–1.2, and set $D$ to 0 (B) or 4 mm (C). Large arrows indicate that significance detection rate increased as $n$ increased for $D = 4$ mm. D — Effect of the SNR difference on the performance of the location-comparison method (simulation 3). In simulation 3, we varied the SNR ratio ($r = \text{SNR}_1/\text{SNR}_2 = 1, -2, 5,$ and 10) and set $n$ to 17 subjects and $D$ to 0.
variance beamformer. Maps are arbitrarily threshold at 70% of their maximum value. theta frequencies projected in the source space with a linearly constrained minimum frequencies (viewed from the top). C — Surface rendering of the coherence at delta and theta frequencies projected in the source space with a linearly constrained minimum variance beamformer. Maps are arbitrarily threshold at 70% of their maximum value.

![Figure 5](image_url) Illustration of the results of genuine brain-speech entrainment obtained in 37 subjects. A — Individual spectra of coherence estimated between MEG and speech temporal envelope (one trace per subject). A left — For each subject the graph presents the maximum coherence across a left sensor selection. The sensor selection was the union of the 9 sensors with maximum coherence at delta frequencies (0.5 Hz) and the 9 sensors with maximum coherence at theta frequencies (4-8 Hz); 11 sensors in total. A right — Same for the right sensors. B — Sensor topography of the coherence at delta and theta frequencies (viewed from the top). C — Surface rendering of the coherence at delta and theta frequencies projected in the source space with a linearly constrained minimum variance beamformer. Maps are arbitrarily threshold at 70% of their maximum value.

### Table 3: Assessment of genuine brain-speech entrainment data with the location-comparison method.

<table>
<thead>
<tr>
<th></th>
<th>delta [mm]</th>
<th>theta [mm]</th>
<th>distance [mm]</th>
<th>$F_{\text{SROH}}$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>left</td>
<td>[−65.6, −13.2]</td>
<td>[−64.1, −15.2]</td>
<td>[0.5, −2.0]</td>
<td>1.11</td>
<td>0.35</td>
</tr>
<tr>
<td>right</td>
<td>[66.6, −28.7]</td>
<td>[65.5, −12.8]</td>
<td>[−1.2, 15.9]</td>
<td>18.3</td>
<td>&lt;0.0001</td>
</tr>
</tbody>
</table>

conservative but still reached a statistical power of ≈90% when genuine sources were distant of 12 mm in plausible simulations. Based on this method, we could demonstrate that right-hemisphere brain-speech entrainment in the delta band is actually located ~15 mm more anterior compared with that in the theta band.

#### 6.1. Interpretation of contrast maps

The present study illustrates in practical cases that it is not straightforward to interpret contrasts of source-reconstructed MEG data. In MEG studies nowadays, conditions are often contrasted and the significance of contrast values is assessed statistically, e.g., with non-parametric maximum-based permutation tests (Maris and Oostenveld, 2007; Nichols and Holmes, 2002). In this approach, contrast values are compared to a permutation distribution of the maximum contrast value across a given volume, often the whole brain and sometimes a region of interest (Nichols and Holmes, 2002). This approach yields significance thresholds intrinsically corrected for the family-wise error. It is therefore tempting to ascribe loci of supra-threshold contrast to a significant difference in the involvement of the corresponding brain areas, but this interpretation is inaccurate as exemplified by our results. In fact, the presence of a significant contrast between two conditions simply indicates a change in the statistical distribution of source activation, which may be related to a local change or to other parameters such as the mean and variability in sources’ location and amplitude, and interactions thereof (Maris and Oostenveld, 2007).

Here, we have quantified the hazard of the naïve association of significant contrasts to significant difference in the involvement of the underlying brain areas. To that aim we have simulated a group of 17 subjects in whom a single source was inserted at the exact same location in two conditions and with the SNR in one condition randomly set to 30–120% of that in the other condition (simulation 1). In that setting, significant contrasts were rightfully observed in ~45% of the simulations but the contrast peaked on average 7–14 mm away from the genuine source. In a speech experiment, such mislocation could lead to interpreting a difference in the activity of the primary auditory cortex as a preferential recruitment of inferior frontal gyrus (Broca’s area). Importantly, the mislocation problem persists for non-zero inter-source distance.

#### 6.2. Contrast maps in other imaging modalities

As illustrated in the 1D toy model described in Section 2 (see also Fig. 1), the extent of contrast mislocation scales with the smoothness of the maps (quantified here by their FWHM) being contrasted. Importantly, mislocation errors are especially high when peaks in the maps of compared conditions are slightly off and of similar amplitude. That is, when profiles have similar amplitude separated by less than 0.5 FWHM, their contrast peaks 0.3–0.5 FWHM away from the closest profiles’ peak.

Our toy model speaks to the generality of the problem of contrast mislocation. Peak contrasts in group-averaged parametric maps obtained with any neuroimaging modality are thus expected to localize away from genuinely active areas under the circumstances discussed above. Within-subject activation maps obtained with fMRI or PET are characterized by point-spread functions of less than 5-mm FWHM. The smoothness of group-averaged maps is however higher due to unavoidable variability in brain structural and functional anatomy (Steinmetz and Seitz, 1991; Uylings et al., 2005). Moreover, for group analyses, maps are often smoothed with Gaussian kernels of 5–15 mm FWHM. This is in line with the matched filter theorem according to which optimal smoothing kernel should match the spatial extent of the signal to be detected (Rosenfeld and Kak, 1982). Summing up all the sources of variability, the effective smoothness of group-averaged fMRI or PET maps is expected to be characterized by FWHMs of ~10–20 mm. Consequently, contrasting such maps could lead to location errors of at least few millimeters, and of up to ~10 mm in the worst-case scenario. Of notice, the contrast mislocation problem we are here referring to is different from the “hair-cut” problem in which peak of significance is shifted towards low-variance regions (Reitmold et al., 2006; Ridgway et al., 2012).

In addition to all factors that contribute to blurring fMRI and PET maps, MEG is also affected by other factors, so that the extent of the mislocation is expected to be greater for contrasts of MEG maps. Indeed, the MEG signal generated by a single source affects many sensors (field spread), and in turn, source maps reconstructed using the most typical inverse solvers (LCMBV or MNE) are fraught with long-range correlation (spatial leakage). The way this correlation vanishes with distance depends on the location and orientation of the source (Hari et al., 1988), on the functional parameter under consideration, on the source reconstruction method used (Sekihara et al., 2005; Wens, 2015), and on the SNR in adaptive approaches (Barnes and Hillebrand, 2003; Gross et al., 2001; Van Veen et al., 1997). Also, inconsistent errors across subjects in MEG-MRI coregistration further increase the smoothness of group-averaged MEG maps (Singh et al., 1997). Consequently, maps of source-projected MEG data are typically much smoother than PET and fMRI maps, and their smoothness is difficult to quantify. The MEG technique is therefore more susceptible to mislocation errors in contrasts
of conditions than other imaging modalities. Even larger mislocation errors would be foreseeably obtained for maps reconstructed from electroencephalographic (EEG) signals since they spread more than MEG signals and their propagation is harder to model (Hamalainen et al., 1993).

One way to avoid the extreme smoothness of MEG maps is to use spatially sparse imaging methods such as, e.g., minimum current estimation (Uutela et al., 1999), minimum mixed-norm estimation (Gramfort et al., 2013, 2012), or the multiple sparse priors approach (Friston et al., 2008). In this case the MEG maps are very focal, but this opposite extreme poses other problems to contrast two different conditions at the group level (unless maps are smoothed afterwards). In that respect, these data-driven sparse imaging techniques provide results that compare more to equivalent current dipoles (ECDs), which we shall discuss later on.

6.3. Direct contrast of normalized maps

A work around to be more specific to the question of location comparison with the contrast-based approach consists in normalizing individual maps to a common maximum value prior to contrasting them between conditions. However, this approach still fails to control the false positive rate when the SNR differs between conditions (data not shown). This is likely because when the SNR is too low, individual maps peak less consistently at the location of the genuine source. Consequently, the mean normalized map across subjects displays lower peak value (and potentially higher surrounding values) in the condition with the lowest SNR compared to that in the condition with the highest SNR, leading to statistically significant contrast values. In addition, peak contrast tends to locate away from genuine sources, simply because normalizing the maps tends to equalize the amplitude of the peaks in the to-be-compared group-averaged maps; a configuration that is susceptible to generate high mislocation errors. It is therefore mandatory to accept that significant contrast maps cannot provide more information than there being some difference between conditions in the global source activation pattern. In general, the location and amplitude of the peak contrast do not provide interpretable information.

6.4. Applicability of the proposed location-comparison procedure

In the present paper, we have presented a new approach that could complement the direct contrast approach in that it focuses exclusively on sources’ location. This also means that other methods should be used to test for differences in e.g. amplitude or source orientation. The location-comparison method estimates the probability that sources in two conditions be located at different locations. It is based on a bootstrap estimation of the distance between map peaks in the two conditions that is assessed with a multivariate location test. Cluster-based methods have been developed previously that also capitalize on map peaks but their aim was rather to estimate a confidence volume for source location in individual conditions (Alikhanian et al., 2013; Gilbert et al., 2012).

Our location-comparison method appears to be a sensible tool to test for differences in location between conditions or groups. Indeed, we have demonstrated that this method tends to be too conservative, for unclear reasons especially for power-ratio maps and less so for coherence maps, although a sensitivity of ~90% was still achieved in realistic situations in which the genuine inter-source distance is 12 mm in a population of 17 subject. Even though increasing the number of subjects rendered the test more specific, it also made it more sensitive at the smallest inter-source distance tested (D = 4 mm). Finally, the test appeared to be robust to, and conservative enough over a wide range of difference in power-ratio.

To function properly, the location-comparison method necessitates that the location of the peaks in the to-be-compared conditions are not affected by a different location bias. Source maps reconstructed with classical inverse solutions might be fraught with such location bias due to many factors (Sekihara et al., 2005). The magnitude of such bias may also be modulated by the SNR, which could lead to false positive detection of a location difference. Therefore, for the sake of comparing the location between conditions, it is necessary to opt for a source reconstruction method whose location bias is minimally affected by potential differences between conditions. To that aim, the same inverse solution should be applied to both conditions, as is common practice in MEG studies (Gross et al., 2013), and LCMVB appears to be a method of choice since it has no location bias even in the presence of noise (Sekihara et al., 2005). This theoretical nicety is however not always verified in practice and a depth bias may persist and be modulated by the SNR. Rendering the location-comparison test insensitive to source depth provides avenue for further developments. One simple possibility would be to focus only on location differences in the plane parallel to the skull so as to obtain a test blind to source depth. In practice this plane may be identified by the two first principal directions of the forward model at the mean coordinate of maxima in compared conditions \( (R_1 + R_2)/2 \). The location-comparison test could then be applied to coordinates projected on this plane, making it robust to depth bias.

The method to specifically compare source location we here propose relates to, and extends traditional coordinate comparison methods based on ECD modeling. In ECD modeling, an algorithm seeks the ECD (coordinates, orientation and amplitude) that best explains the field topography (or a restriction of it) at a given time (Hamalainen et al., 1993). Coordinates of ECDs in two different conditions can then be compared directly with a multivariate location test such as Hotelling’s \( T^2 \) test (Hotelling, 1931) or with other previously proposed methods (Litvak et al., 2007; Singh and Harding, 1996). Such procedure, however, requires that an ECD can actually be fitted in every subject, which is not always the case in real data. Also, ECD modeling has a restricted scope of application. It works only on linear parameters that preserve the amplitude and polarity of the magnetic field to reconstruct, such as averaged responses or cross-correlogram with a given reference signal, but not with nonlinear parameters such as power or coherence. The method we devised is free of these limitations. First, data from subjects with poorer results can be integrated in the comparison procedure and their weight will depend on the parameter under consideration and possible transformation (e.g., a square transformation emphasizes subjects’ data that are highly significant whereas normalization by the maximum value gives the same weight to all subjects’ data). Second, the method is not restricted to the type of parameter being imaged since it is based on source-space maps. Last, as maps are obtained with data-driven methods (e.g., LCMVB or MNE), the result of the comparison depends minimally on researchers’ input as opposed to any analysis performed based on ECDs.

6.5. Brain-speech entrainment results

We have illustrated the yield of the location-comparison method on real brain-speech entrainment data and discuss now the implications of our finding that delta and theta brain-speech entrainment in the right hemisphere locate in different cortical areas. Importantly, the direct-contrast approach would have been of little use in this context since delta and theta entrainments are characterized by very different levels of coherence.

When listening to speech, human auditory cortical activity in the delta and theta bands entrain to speech rhythmicity, that is the brain-speech entrainment phenomenon (Abissar et al., 2001; Bourguignon et al., 2013a; Luo and Poeppel, 2007; Molinario et al., 2016; Peele et al., 2013; Vander Ghinst et al., 2016). The strength of brain-speech entrainment is enhanced when listening to intelligible speech compared to non-intelligible speech (Abissar et al., 2001; Luo and Poeppel, 2007; Peele et al., 2013). As delta and theta frequency windows match with word/phrase and syllable repetition rates, it has been hypothesized that corresponding brain oscillations subserve chunking of speech into relevant segments for further speech recognition (Abissar et al., 2001). In line with this view, delta fluctuations were found to track
sentence boundaries, even in the absence of prosodic cues (Ding et al., 2016). This finding demonstrates that auditory delta oscillations can be driven by syntax, and hence that they relate to some extent to language processing (Ding et al., 2016). In other words, the delta tracking does not only relate to low-level auditory encoding.

Here, we have demonstrated that right-hemispheric sources of delta and theta brain-speech entrainment seen with MEG localize in different cortical areas: in the supratemporal auditory cortex for theta entrainment, and ~15 mm more posterior, in the posterior part of the superior temporal gyrus (pSTG) for delta entrainment. The right pSTG has been known long to play a critical role in the processing of speech prosody (Meyer et al., 2002). As we here demonstrate that right pSTG is forwarded to the left-hemisphere auditory cortex and speech regions (Molinaro et al., 2016). Accordingly, the right pSTG appears to be one of the key nodes in the hierarchical structure necessary to process speech. It likely informs other brain areas about syntactic boundaries during continuous speech listening.

6.6. Perspectives

The present simulations of MEG coherence maps were designed to tightly match real brain-speech entrainment data (Abhisar et al., 2001; Bourguignon et al., 2013a; Luo and Poeppel, 2007; Molinaro et al., 2016; Peele et al., 2013; Vander Ghinist et al., 2016). Our method could however apply to cortex–muscle coherence (Conway et al., 1995; Salesnius et al., 1997, 1996), corticokinematic coherence with active, passive or observed movements (Bourguignon et al., 2013b, 2012, 2011; Jerbi et al., 2007; Marty et al., 2015; Piitulainen et al., 2015, 2013a, 2013b), and brain connectivity obtained with seed-based correlation or coherence (Brookes et al., 2012; de Pasquale et al., 2010; Hipp et al., 2012; Wens et al., 2014a, 2014b). Also, we have demonstrated that our method of location comparison works with power-ratio maps, although it is too conservative in that context. Of notice, in the case of seed-based connectivity mapping based on source envelope correlations, the spatial smoothness is typically much higher than for coherence or power maps (Wens et al., 2015), so the contrast mislocation problem is presumably even more stringent there.

Still, further developments are needed to optimize the location-comparison method. Here, statistical significance was assessed under the hypothesis that peak coordinates derived from the bootstrap procedure follow a multivariate normal distribution. Non-parametric tests could be developed that do not require this assumption. Also, statistics could be based on a generalization of the bias-corrected and accelerated (BCa) bootstrap interval (Efron and Tibshirani, 1993). The BCa bootstrap improves the percentile bootstrap interval by introducing some asymmetry in the lower and upper percentile bounds (Efron and Tibshirani, 1993). However, to the best of our knowledge, BCa bootstrap—and percentile bootstrap more generally—applies only to univariate data. In addition, in our location-comparison method, resampling is performed on subjects’ parametric maps rather than on subjects’ individual coordinates as classically studied in bootstrap theory. Further work would be required to establish whether BCa bootstrap applies in this context.

We did restrict the scope of the present article to situations in which only one source is active. This is clearly too simplistic with regard to brain complexity. Nevertheless, this simplification allowed us to demonstrate the potential flaws of the direct contrast approach, and to design and introduce our alternative location-comparison method. Future studies should extend the applicability of the location-comparison method to compare source location in multiple-source configurations.

7. Conclusion

Our study begs for a paradigm shift in the way we compare source-projected MEG maps across conditions or populations. The direct contrast approach is a crucial tool to reveal the existence of a difference between recruited networks but does not inform about the nature of this difference. In particular, the location of the maximum contrast should not be given any interpretation. Instead, when a contrast comes significant, additional analyses should be conducted on non-contrasted maps to identify in what aspect they differ. Our location-comparison method implements one such analysis; it specifically addresses the question of location difference between two conditions or populations.

Importantly, the problems related to the direct contrast approach are expected to occur with functional activation maps of other neuroimaging modalities (fMRI, PET), but admittedly, to a lower extent. Again, our location-comparison method also applies to maps of these other modalities and may thus provide a novel approach to the analysis of functional imaging data.
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Appendix. Location-comparison test

Here, we derive a statistical test to estimate the probability that the distance between local maxima in two conditions is zero. This test is based on the three-dimensional bootstrap distribution of the coordinate difference $\Delta r$ obtained as described in Subsection 2.3. There is an extensive literature on those tests and the simplest of them is Hotelling $T^2$ test, the direct generalization of Student $t$-test to multivariate data (Hotelling, 1931). However, location tests evaluate the null hypothesis that the cloud of points is centered on the origin 0, e.g., that the average coordinate difference $\bar{r} = 0$ for Hotelling $T^2$ test. What we rather need to examine here is whether 0 is a likely point of the cloud built from the sample distribution, or more precisely, whether 0 is included in a confidence volume containing $(1 - p) \times 100\%$ of the points, where $p$ is the classical $p$-value associated to the test.

If $\Delta r$ follows a multivariate Gaussian distribution, the most natural volumes to consider are ellipsoids of constant Mahalanobis distance (Mahalanobis, 1936)

$$d = \sqrt{(\Delta r - \bar{r})'C_\Delta^{-1}(\Delta r - \bar{r})}$$
to the center $3\mathbf{F}$, where $C_{DD}$ is the $3 \times 3$ sample covariance matrix of $\Delta r$. In the parametric setup, the Gaussian assumption implies that

$$d^2 \sim T^2_{3,\nu} = \frac{3}{\nu - 2} F_{3,\nu - 2},$$

where $T^2_{3,\nu}$ is Hotelling $T^2$ distribution with three dimensions and $\nu = N - p - 1$ degrees of freedom, which relates to the better known $F$ distribution as indicated in the above equation (Hotelling, 1931). Hence, to test the null hypothesis that $0$ is included in the confidence volume, it suffices to compare the squared Mahalanobis distance $3\mathbf{C}_{DD}^{-1/2} \mathbf{f}$ between $0$ and the ellipsoid center $3\mathbf{F}$ to the $(1 - p) \times 100$th percentile of $T^2_{3,\nu}$. This is exactly the classical Hotelling $T^2$ test except that the sample covariance matrix $C_{DD}$ of $\Delta r$ is used instead of the sample covariance matrix $C_{DD}/N_0$ of $3\mathbf{F}$. Of notice, in this framework, we can also estimate the volume of confidence of the maximum model, as already proposed by Gross et al. (2003).

References


