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Introduction

The appearance of undesired spurious oscillations in high-frequency
power ampli�ers is a common issue faced by microwave designers. A
power ampli�er designed without carrying out rigorous stability anal-
yses might be unstable and could generate spurious oscillations that
hinder its correct functioning and could even lead to its destruction.

The correct detection of instabilities is even more critical in Mono-
lithic Microwave Integrated Circuit (MMIC) ampli�ers since, due to
the integrated nature of this technology, no latter modi�cations can
be applied to the design. Therefore, precise stability analysis methods
and tools are essential to avoid never-ending and costly design cycles.

Spurious oscillations often show-up in high-frequency multistage
power ampli�ers since they contain multiple active devices and many
feedback loops that can easily satisfy the oscillation conditions at a
given spurious frequency. Thus, the detection of instabilities and the
exact location of the unstable feedback loops through simulation is
essential to provide appropriate solutions for eliminating them with
minimum impact over the performance of the circuit.

Most standard algorithms for designing and simulating microwave
active circuits in Computer Aided Design (CAD) tools are unable to
predict instabilities. These algorithms, that mainly work in the fre-
quency domain or the tempo-frequency domain, calculate the steady
state solutions of the circuit without solving the transient state of the
circuit. Thus, they may converge to non-physically observable math-
ematical solutions that do not include the oscillatory behavior.



Consequently, a variety of speci�c stability analysis methods for
microwave circuits have been developed that combined with conven-
tional CAD simulation tools can predict instabilities. One of the most
powerful and popular techniques is based on frequency domain linear
pole-zero identi�cation. The commercial tool that makes use of this
technique, the STAN tool, is a pole-zero stability analysis technique
for linear and non-linear microwave active circuits based on obtaining
a closed-loop Single-Input Single-Output (SISO) transfer function of
the circuit linearized about a given DC or periodic large-signal steady
state.

SISO pole-zero identi�cation has widely demonstrated its value in
the detection of undesired spurious oscillations in power ampli�ers.
However this technique still su�ers from two main drawbacks. On
the one hand, SISO identi�cation is linked to losses of controllability
and observability, since not all resonances are always detected clearly
on all of the nodes or branches of the circuit. On the other hand,
a problem general to any identi�cation process is that the order of
the transfer function to be �tted is a priori unknown. If the selected
order is too small, the detection of an instability could be missed.
But if the selected order is excessively high, mathematical pole-zero
quasi-compensations resulting from overmodeling might appear and
this could lead to erroneous conclusions regarding stability.

One of the main goals of this thesis is to overcome the previously
mentioned limitations of the SISO pole-zero identi�cation technique.
A Multiple-Input Multiple-Output (MIMO) pole-zero identi�cation
methodology is proposed as the solution to minimize the mentioned
drawbacks of the SISO pole-zero identi�cation technique. Thanks to
the generation of a MIMO stability analysis methodology and tool,
a new strategy to ensure stability of multistage power ampli�ers has
been designed and a new systematic approach for the stabilization of
large-signal instabilities has been formulated.

This thesis is structured as follows.



The state of art in stability analysis techniques for microwave cir-
cuits is reviewed in the �rst chapter. That is, the concept of stability
in microwave circuits and the existing methodologies and commercial
CAD tools for stability analysis are discussed at length. Special em-
phasis is placed in describing the pole-zero stability analysis method-
ology and in the pole control and placement technique for stabilization
of small-signal oscillations.

The second chapter describes in detail the MIMO stability analysis
methodology and tool that has been designed within the framework
of this thesis. In addition, other bene�ts of MIMO pole-zero identi-
�cation are described, such as the possibility to detect the location
of the inner loops that create spurious oscillations in complex multi-
stage ampli�ers. This can provide invaluable information on where
and how to act in the circuit in order to eliminate unstable behavior
with minimum impact on its performance. Additional strategies to
detect overmodeling have also been created and are illustrated in this
chapter.

In the third chapter, the design process and extensive stability
analysis of a X-band MMIC Doherty ampli�er is detailed. Addition-
ally, the potential of the MIMO stability analysis technique described
in the second chapter is demonstrated in this chapter. Thanks to the
mentioned tool, two small-signal instabilities are detected and stabi-
lized, and the origin of a pair of very resonant stable poles at the
fundamental frequency is determined.

The fourth chapter extends, to the large-signal regime, the system-
atic stabilization approach for small-signal instabilities introduced in
the �rst chapter. That is, by respecting the MIMO nature of Periodic
Linear Time Variant (PLTV) systems and applying basic control the-
ory, the series or shunt stabilization networks to stabilize large-signal
instabilities can be determined with the new technique described in
this chapter.

Eventually, the �nal conclusions and future work are summarized.
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1 | Stability in Microwave and
RF Circuits

1.1 Introduction

The appearance of instabilities on power ampli�ers is a common issue
faced by microwave and RF designers. These circuits often contain
multiple active devices and many feedback loops that can easily reach
the oscillation conditions when a parameter of the circuit is varied,
such as, bias, loading conditions, temperature or the RF input power
[1]�[5].

Detecting these instabilities during the design phase is essential
to reduce the design cycles and costs of high frequency ampli�ers,
specially in Monolithic Microwave Integrated Circuits (MMIC) since
subsequent adjustments are impossible [6]�[9].

Unfortunately, the circuit analysis strategies and tools designed for
low-frequency applications are not valid for high-frequency circuits.
The presence of Scattering parameter blocks (described in the fre-
quency domain), the di�culty of modeling the distributed components
in the time domain and the excessively long transients compared to the
periods of the high frequency signals make for very time-consuming
time-domain analyses of microwave and RF circuits.

Consequently, frequency domain or tempo-frequency domain anal-
yses are usually carried out to analyze high-frequency circuits [10]�[12].
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CHAPTER 1. STABILITY IN MICROWAVE AND RF CIRCUITS

However, frequency domain or tempo-frequency domain algorithms,
such as the harmonic balance algorithm [13], [14], do not simulate the
transitory solutions. Hence, the stability of the calculated steady state
solutions is not guaranteed. That is, many mathematical solutions ex-
ists, but only some of those solutions are physically observable. There-
fore, stability analysis methods and Computer Aided Design (CAD)
tools to analyze the stability of the obtained solutions are indispens-
able for designing stable high-frequency circuits.

This chapter revises some of the existing frequency domain stability
analysis methods and CAD tools, which are essential for designing
stable microwave and RF circuits.

1.2 Main Methods for Stability Analysis

of Microwave Circuits

A nonlinear system can be represented as a system of di�erential non-
linear equations [4]:

ẋ = f(x) (1.1)

where x = [x1, ..., xn]T represents the state vector and f is a continuous
and in�nitely derivable function.

Unlike linear systems, nonlinear systems do not have a sole possible
solution. Many possible solutions coexist for nonlinear systems, such
as, the equilibrium point solutions, the periodic solutions, the quasi-
periodic solutions and the chaotic solutions.

In order to determine the local stability of any of the mentioned
solutions of the nonlinear system in (1.1), one can analyze the e�ects
that small perturbations, such as vibrations and noise, have on the
solutions of the system. That is, one can analyze whether if a small
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1.2. PRINCIPAL METHODS FOR STABILITY ANALYSIS

perturbation moves the system away from the (unstable) solution or if
the perturbed system returns exponentially in time back to the initial
(stable) solution.

Nonetheless, a locally stable solution of a nonlinear system does
not imply global stability, since a large perturbation can force the
system to abandon a locally stable solution and reallocate on another
locally stable solution that is nearby.

Throughout this section, the most commonly used, rigorous and
even commercially implemented methods for DC and large-signal sta-
bility analyses are brie�y described.

1.2.1 Stability Analysis of a DC Solution

An equilibrium point is de�ned as a �xed point solution that can-
cels the f function in (1.1). For example, the DC solutions (xDC) of
an electronic circuit with no external input signal are known as the
equilibrium solutions of (1.1).

f(xDC) = 0 (1.2)

In order to analyze the variations on a system caused by small
perturbations, we de�ne ξ(t), a small perturbation around the DC
solution. Taking the small perturbation into account, the resulting x
state vector is de�ned as follows:

x = xDC + ξ(t) (1.3)

Introducing the state vector (1.3) to the nonlinear equation in (1.1),
the equation in (1.4) is obtained.

ẋDC + ξ̇(t) = f(xDC + ξ(t)) (1.4)

3



CHAPTER 1. STABILITY IN MICROWAVE AND RF CIRCUITS

Since the introduced perturbation ξ(t) is small, the f(xDC + ξ(t))
term in (1.4) can be substituted by the two signi�cant terms of its
Taylor expansion. This substitution simpli�es the state-space repre-
sentation in (1.4) as follows:

ẋDC + ξ̇(t) = f(xDC) + Jf(xDC)ξ(t) (1.5)

where Jf(xDC) is the Jacobian matrix of the system evaluated at the
DC solution xDC :

Jf(xDC) =
∂f(x)

∂x

∣∣∣∣
xDC

=


∂f1
∂x1

∣∣∣∣
xDC

· · · ∂f1
∂xn

∣∣∣∣
xDC

...
. . .

...
∂fn
∂x1

∣∣∣∣
xDC

. . . ∂fn
∂xn

∣∣∣∣
xDC

 (1.6)

Given that xDC is a possible solution of many co-existing system
solutions (1.2), the perturbed system can be approximated by the
linear system in (1.7).

ξ̇(t) = G(t) ξ(t) (1.7)

where G(t) is the Jf(xDC) Jacobian matrix of the system evaluated
at the DC solution xDC .

In other words, the qualitative properties of the nonlinear system in
(1.4) around a given equilibrium solution can be approximated through
a linearization of the system around the equilibrium solution, granted
that said linearization does not include eigenvalues on the jω axis [15].

Consequently, by analyzing the eigenvalues of the Jf(xDC) Jaco-
bian matrix or the roots of the characteristic equation (1.8), one can
determine the stability of a DC solution.

4



1.2. PRINCIPAL METHODS FOR STABILITY ANALYSIS

det[λI − Jf(xDC)] = 0 (1.8)

That is, the DC solution xDC will be locally stable if the ξ(t)
perturbation tends to zero as t increases, or correspondingly, if the
eigenvalues of the Jacobian matrix all have negative real parts.

Many methods to determine the stability a DC solution can be
found in the literature [16]�[30]. In this subsection the most common
methodologies are summarized.

The Rollet Stability Factor

In 1962 J. M. Rollet introduced a criteria for determining the uncon-
ditional stability of a two-port network based on its [Z], [Y ], [G] or
[H] parameters [16].

J. M. Rollet stated that a two-port network is unconditionally sta-
ble if no combination of passive input and output impedances leads
to spurious oscillations, granted that the Rollet condition is met. The
mentioned condition, also known as the Rollet proviso [17], [18], states
that the poles of the two-port network for ideal terminations (open
circuit and short circuit) must remain on the left-hand side of the
complex plane.

Since small-signal RF and microwave ampli�ers are often described
by the Scattering parameters [31], the representation of the uncondi-
tional stability criteria introduced by J. M. Rollet was soon modi�ed
to include the Scattering parameters [19].

As discussed in [19], many incomplete or unnecessarily complex
criteria were proposed and discussed until an equivalent criteria to
[16] represented in Scattering parameters was found: provided that the
Rollet proviso is met a priori, a two-port network is unconditionally
stable if the condition in (1.9) is met for all the frequencies at which
the ampli�er has gain,

5



CHAPTER 1. STABILITY IN MICROWAVE AND RF CIRCUITS

K =
1− |S11|2 − |S22|2 + |∆|2

2 |S12S21|
> 1 (1.9)

and one of the following six auxiliary conditions is also ful�lled.

|∆| = |S11S22 − S12S21| < 1

B1 = 1 + |S11|2 − |S22|2 − |∆|2 > 0

B2 = 1− |S11|2 + |S22|2 − |∆|2 > 0

1− |S11|2 > |S12S21|

1− |S22|2 > |S12S21|

(1.10)

Checking the conditions in (1.9) and (1.10) is equivalent to evaluat-
ing whether the negative resistance condition is met, or to checking the
magnitude of a single stability parameter (1.11) for all the frequencies
at which the ampli�er has gain [23].

µ =
1− |S11|2

|S22 − S∗11∆|+ |S21S12|
> 1 (1.11)

If the conditions in (1.9) and (1.10) or (1.11) are not met for all
the frequencies under analysis, the input and output stability circles
can be plotted to determine the values of the input and output loading
conditions that might potentially lead to instabilities.

Despite the e�ectiveness of this method for determining the input
and output loads that may potentially destabilize the system, its main
limitation is the Rollet proviso [17], [18]. Before checking the stability
factors in (1.9) and (1.10) or (1.11), one must �rst guarantee that the

6



1.2. PRINCIPAL METHODS FOR STABILITY ANALYSIS

uncharged system has no inner unstable loops, which is quite common
in multistage ampli�ers. In [20] multiple examples are shown where
the Rollet stability analysis carried out without previously checking
the Rollet proviso leads to incorrect conclusions. Therefore, additional
stability analysis tools are required to check the Rollet proviso.

The Normalized Determinant Function Technique

Platzker et al. [20], [21] established the di�culty of checking the Rol-
let Proviso and, as a solution, introduced the Normalized Determinant
Function (NDF) technique that serves to assure the stability of a net-
work prior to applying the Rollet criteria.

This technique consists of analyzing the diagram on the complex
plane of the Normalized Determinant Function, in order to check
whether the full network determinant contains zeros on the right-hand
side of the s plane.

Unfortunately, applying the NDF technique can be very time con-
suming for complex circuits and it requires access to many intrinsic
nodes of the models of the transistors, which are not always available.
Whilst simpli�ed NDF methods do exist, they do not guarantee the
detection of all the possible oscillations.

The Stability Envelope Method introduced in [22] consists of visu-
alizing the NDF function for all possible passive terminations. If the
stability envelope encloses the origin, the circuit is not unconditionally
stable. That is, there might be zeros of the determinant of the system
on the right-hand side of the s plane for a given source or load value.

The Small-Signal Oscillation Test

Instead of analyzing the unconditional stability of a two-port network,
often its stability for a set of source and load conditions is analyzed.

The small-signal oscillation test consists of analyzing the stability
of a given charged network by analyzing it as an oscillator and verifying
if the start-up condition of the oscillation is met [26]�[28].

7



CHAPTER 1. STABILITY IN MICROWAVE AND RF CIRCUITS

In [29] Ohtomo generalized the small-signal oscillation test to rig-
orously analyze the stability of DC solutions of multistage circuits.
Despite its e�ectiveness to detect odd and even mode instabilities,
the practical application of the methodology can be quite tedious for
circuits with many active components.

It should also be noted that the technique proposed in [29] assumes
that the active sub-circuit is inherently stable, which might not always
be a valid assumption.

However, new techniques to check the inherent-stability proviso on
�eld-e�ect transistors have been recently proposed in [30], [32]. These
techniques are based on applying the Nyquist criterion to a network
determinant curve to graphically check whether a simple inequality
condition is met. However, in order to apply these techniques, the
intrinsic portion of the active devices must be accessible and they
should be similar (or equivalent) to a proposed topology that is said
to be shared by all active devices.

Stability Analysis from Transfer Function Analysis

All information regarding the stability of a nonlinear system around
its DC solution can also be determined from any of the closed-loop
transfer functions that represents the system under analysis.

In order to obtain a closed-loop transfer function of the system a
small input signal u(t) is introduced to the linearized system in (1.7),
and the output signal y(t) is de�ned as a linear combination of the
state vector as follows:

ξ̇(t) = Gξ(t) + Bu(t)

y(t) = Cξ(t) + Du(t)

(1.12)

The resulting H(s) transfer function is de�ned as the function that

8



1.2. PRINCIPAL METHODS FOR STABILITY ANALYSIS

relates the input signal u(t) and the output signal y(t) in the frequency
domain (1.13).

Y (s) = H(s)U(s) (1.13)

The H(s) transfer function in (1.13) can be expressed as a ratio of
two polynomials N(s) and D(s) as follows:

H(s) =
N(s)

D(s)
=

(s− z1)(s− z2)...(s− zN)

(s− p1)(s− p2)...(s− pN)
(1.14)

where the zi elements (or the roots of the N(s) polynomial) are known
as the zeros of H(s), the pj elements, (or the roots of the D(s) poly-
nomial) are the poles of H(s) and N is the order of H(s).

Since the poles of a transfer function that represents a system are
equal to the zeros of the characteristic equation of the system (1.8), an
equivalent stability condition can be de�ned for the transfer function
analysis:

Re(pj) < 0 (j = 1, ..., N) (1.15)

That is, the DC solution will be locally stable if all the pj poles of
the H(s) transfer function have negative real parts.

All the transfer functions that represent the same system share the
same denominator (also known as the characteristic equation of the
system), that is, the same set of poles [33]. Hence, in principle, the
stability of a DC solution can be assessed from a single closed-loop
transfer function that represents the system.

Nonetheless, di�erences on the denominator might appear due to
exact pole-zero cancellations caused by losses of controllability and
observability from the analyzed observation ports.

9



CHAPTER 1. STABILITY IN MICROWAVE AND RF CIRCUITS

1.2.2 Stability Analysis of a Periodic Solution

Let us consider the nonlinear system in (1.1), pumped by a large-signal
input drive with period T = 1/f0.

We then de�ne a periodic solution x0(t) with period T (1.16) and
ξ(t), a small perturbation signal around the periodic solution x0(t)
(1.17).

x0(t) = x0(t+ T ) (1.16)

x(t) = x0(t) + ξ(t) (1.17)

In order for the periodic solution x0(t) to be stable, ξ(t) must tend
to zero for increasing values of t.

Introducing x(t) to (1.1) and linearizing the system around the
periodic solution x0(t), the following expression for the Periodic Linear
Time-Varying (PLTV) system is obtained:

ξ̇(t) = G(t) ξ(t) (1.18)

where G(t) = Jf(x0(t)) is the Jacobian matrix evaluated around the
periodic solution x0(t) and its coe�cients vary in time with period T .

The stability of a periodic large-signal solution can then be deter-
mined from the Floquet exponents (1.19) of the G(t) periodic Jacobian
matrix of the linearized system in (1.18) as described in [1].

λi ± jkω0 i = 1, ..., n; k = −∞, ...,∞ (1.19)

Whilst many methods for the DC stability analysis of microwave
circuits are included in commercial microwave circuit simulators, they

10



1.2. PRINCIPAL METHODS FOR STABILITY ANALYSIS

do not include reliable tools or methodologies for a systematic stability
analysis of periodic solutions.

Some of the solutions, external to the commercial circuit simula-
tion tools, are included in the literature [34]�[58]. The most popular
methodologies have been summarized in the following paragraphs.

Nyquist Analysis of the Characteristic Determinant

In [34] Rizzolli et al. presented novel methodologies to determine the
large-signal stability of periodic solutions.

Firstly, the analytical calculus of the linearization of the circuit is
obtained from introducing small periodic perturbations, e(σ+jω)t, to a
large-signal steady state solution. Where σ > 0, and no relation exists
between ω and the fundamental frequency ω0.

Next, from an harmonic balance analysis the characteristic matrix
of the perturbed system must be calculated. This matrix contains
the information of the dynamics of all the variables of the linearized
circuit, and all of the poles of its determinant (also known as the
characteristic determinant, ∆(σ+ jω)) are on the left-hand side of the
s plane.

The stability of the steady state periodic solution can be deter-
mined through a Nyquist analysis [35] of the characteristic determi-
nant ∆(σ + jω).

The main drawback of this methodology is that the characteristic
determinant is not available in commercial harmonic balance simula-
tors and its computation cost is high.

In [39], Suárez et al. generalized the methodology presented in
[34] to analyze the stability of quasi-periodic solutions obtained from
harmonic balance via the introduction of auxiliary generators [36]�[38].
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Nonlinear Normalized Determinant Function (NDF)

Since access to the characteristic determinant is restricted in commer-
cial harmonic balance simulators, in [40] Mons et al. introduced the
nonlinear Normalized Determinant Function (NDF). This work con-
sists of the generalization to the large-signal regime of the method for
stability of DC regimes introduced by Platzker et al. in [20].

From a nodal analysis, the NDF function can be simulated with
commercial harmonic balance simulators. This function contains all
the information regarding the dynamics of the system linearized around
the large-signal periodic solution and has no right-hand side poles.
Thus, by applying the Nyquist criterion [35], its large-signal stability
can be assessed.

Stability under Mismatch E�ects

Recently novel methodologies for the large-signal stability analysis
have been proposed to analyze the stability under output mismatch
e�ects [46]�[51].

The proposed methodologies tackle the multidimensional problem
of generalizing the Rollet stability criteria to the periodic large-signal
regime. This is achieved by checking the negative resistance condi-
tion at a variable frequency fs, taking into account not only the load
termination at frequency fs, but also the load terminations at the
kf0 ± fs frequencies. Where f0 is the fundamental frequency and k is
the number of relevant sidebands.

Eventually, the large-signal load termination stability boundaries
are determined by applying the bifurcation theory and conversion ma-
trix approach.

Stability Analysis from Transfer Function Analysis

The Floquet exponents can also be calculated from the closed-loop
PLTV transfer function obtained trough the linearization of a system
around its periodic solution as follows [54].
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Similar as for the DC solution, a small input signal u(t) is intro-
duced to the linearized system in (1.18) and the y(t) output signal is
de�ned as a linear combination of the state vector as follows:

ξ̇(t) = G(t)ξ(t) + B(t) u(t)

y(t) = C(t)ξ(t) + D(t)u(t)

(1.20)

Analogously, all information regarding the stability of a nonlinear
system around its periodic large-signal solution can also be determined
from the poles of any of the closed-loop transfer functions that repre-
sents the system under analysis (1.21).

Y (s) = H(s)U(s) (1.21)

On account of the PLTV nature of the system in (1.18) resulting
from the linearization of the periodic large-signal regime, the large-
signal transfer functionH(s) is no longer a Single-Input Single-Output
(SISO) transfer function but a Multiple-Input Multiple-Output (MIMO)
transfer function matrix that relates the multiple sidebands of the out-
put signal with the input signal. Further information on the matrix
nature of the PLTV transfer function and how to analyze its stability
is described in the following section and in Chapter 4.

In any case, the periodic large-signal solution will be locally stable
if all the poles of any of the transfer functions in H(s) have negative
real parts.

1.3 Stability Analysis Through Pole-Zero

Identi�cation

Stability analysis through pole-zero identi�cation consists of the fre-
quency domain identi�cation of a closed-loop frequency response as-

13
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sociated to the linearization of a circuit around its DC or periodic
large-signal solution. The stability or instability is then determined
by checking if any of the poles of the identi�ed transfer function are
located in the right-hand side of the s plane [53]�[55].

The three main steps for stability analysis through pole-zero iden-
ti�cation, for either the small-signal or periodic large-signal regimes,
are the following.

Firstly, one must start by obtaining a closed-loop frequency re-
sponse that represents the linearization of the circuit around its DC
or periodic large-signal solution. As discussed in the previous section,
the closed-loop frequency response is de�ned as the output of a system
in response to an input frequency-varying small-signal stimulus. Sim-
ulations can be carried out on various CAD programs [59], [60], but
obviously, di�erent simulation engines will be used for the small-signal
regime (AC analysis) and the periodic large-signal regime (mixer-mode
harmonic balance analysis). Anyhow, valid simulation models that
represent the components of the analyzed circuit with precision are
required.

Secondly, frequency domain linear identi�cation techniques are ap-
plied to obtain rational polynomial transfer functions from the closed-
loop frequency responses obtained in the previous step. It should
be noted that, unlike the �rst step, this second step is the same for
frequency responses obtained in the DC regime and in the periodic
large-signal regime.

Lastly, the poles and zeros of the identi�ed transfer function are
processed and plotted. As described in the previous section, by analyz-
ing the poles of the identi�ed transfer function and verifying if unstable
poles (poles on the right-hand side of the s plane) have been identi�ed,
the stability or instability of the analyzed DC or periodic large-signal
solution can be determined. Furthermore, additional information re-
garding the origin of the spurious oscillations can be inferred [61].
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The STAN tool [62], created by the RF and Microwave Research
Group of the Department of Electricity and Electronics of the Univer-
sity of the Basque Country (UPV/EHU) in collaboration with Centre
National d'Études Spatiales (CNES) [63] and distributed by AMCAD
Engineering [64], o�ers a stability analysis technique for the small-
signal and periodic large-signal regimes.

A stability analysis carried out with the STAN tool consists of de-
tecting and determining the nature of oscillations from SISO or para-
metric SISO frequency responses. Further reading on this technique
and tool can be found in [65]�[72].

1.3.1 Obtaining Frequency Responses

The �rst step for analyzing the stability through pole-zero identi�ca-
tion consists of obtaining a closed-loop frequency response that repre-
sents the system under analysis. The closed-loop frequency responses
can either be obtained in simulation or measurement [73]�[76].

Frequency responses of a system can be obtained in simulation by
introducing small-signal current or voltage probes on one or multiple
nodes and branches of a circuit, granted that the insertion of the probes
does not modify the steady state of the circuit under analysis.

As described in [53], small-signal current sources should be in-
serted in parallel (impedance analysis) and small-signal voltage sources
should be introduced in series (admittance analysis).

That is, the frequency response of the linearized circuit can be
obtained as the impedance Zn(jω) (1.22) seen by a small-signal current
source iin connected in parallel at a given node n (Figure 1.1a).

Zn(jω) =
vn(jω)

iin(jω)
(1.22)

15



CHAPTER 1. STABILITY IN MICROWAVE AND RF CIRCUITS

 

node n

 
Zn(jω)  

iin(jω)

 

 vn(jω)
+

-

(a)

  

 
Yb(jω)  

ib(jω)

 

 
vin(jω)

+-
  

branch b

 

(b)

Figure 1.1: Illustration of methods for obtaining SISO frequency
responses. (a) Introduction of a small-signal current source in parallel at
node n of a circuit (impedance analysis). (b) Introduction of a small-signal
voltage source in series at branch b of a circuit (admittance analysis).

Or as the admittance Y b(jω) (1.23) seen by a small-signal voltage
source vin connected in series at a particular branch b (Figure 1.1b).

Y b(jω) =
ib(jω)

vin(jω)
(1.23)

Obviously, the simulation engines required for probing the circuit
di�er for the small-signal and periodic-large-signal regime. An AC
analysis must be carried out to obtain a closed-loop frequency response
for the small-signal regime and a mixer-mode harmonic balance anal-
ysis must be carried out to obtain a closed-loop frequency response for
the periodic large-signal regime.

DC Regime

For a stability analysis of a DC solution of a circuit, a small-signal
probe that does not vary the DC steady state must be introduced at
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any given observation port of the circuit. Additionally, no input power
is introduced to the circuit, only the DC bias.

The frequency response is obtained through a linear analysis that
calculates the impedance or admittance at a given observation port of
the analyzed circuit, depending on the type of small-signal probe that
is introduced, for a given frequency band ([fmin, fmax]). In order to do
so, the fs frequency of the small-signal probe must be swept from fmin
to fmax, specifying the number of data points. Choosing the whole
frequency range at which the active devices present gain is advised for
a precise small-signal stability analysis.

Periodic Large-Signal Regime

For a periodic large-signal pole-zero stability analysis, a small-signal
probe at frequency fs that does not vary the periodic steady state
under analysis must be introduced at any given observation port of the
analyzed circuit. The impedance or admittance closed-loop frequency
responses are then obtained by performing a mixer-mode harmonic
balance simulation where the input drive at f0 plays the role of the
oscillator and the fs frequency of the small-signal probe represents the
RF signal [77].

In order to obtain the frequency responses for the periodic large-
signal stability analysis, the fs frequency value of the small-signal
probe is varied throughout a �xed frequency band ([fmin, fmax]).

Given that the linearization of the large-signal periodic steady state
results in a PLTV system, the small-signal input signal u(s) (a current
or voltage signal depending on the introduced probe) consists of a
single frequency component at fs. But the output signal y(s) will
consist of multiple frequency components at the frequency values in
(1.24):

kf0 ± fs k = −NH, ..., 0, ..., NH (1.24)
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where NH is the number of signi�cant harmonics of the fundamental
frequency f0.

Consequently, PLTV systems can not be represented by a single
Linear Time Invariant (LTI) SISO transfer function. Instead, 2NH+1
frequency responses, Hk(jωs) for ∀k ∈ [0, NH], that relate the output
signal at the di�erent sidebands with the input signal at f0 can be
de�ned (Figure 1.2).

u y

ωs ωs ω0ω0-ωs
2ω02ω0-ωs

ωω

H0(jωs)

H-1(jωs)
*

H1(jωs)

H-2(jωs)
*

H2(jωs)

ω0+ωs 2ω0+ωs

Figure 1.2: Transfer functions Hk(jωs) for NH = 2, −2 ≤ k ≤ 2.

For example, in the case of the introduction of a small-signal cur-
rent source (impedance analysis) at node n, the Hn

k (jωs) transfer func-
tions for ∀k ∈ [0, NH] are de�ned as in (1.25).

Hn
0 (jωs) = Zn

0 (jωs) =
vn(ωs)

iin(ωs)

Hn
k (jωs) = Zn

k (jωs) =
vn(kω0 + ωs)

iin(ωs)

Hn
−k(jωs) = Zn

−k(jωs) =

[
vn(kω0 − ωs)

iin(ωs)

]∗
(1.25)
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It should be noted that all the Hn
k (jωs) frequency responses share

the same denominator, that is, the same set of poles, except for exact
pole-zero cancellations. Consequently, in principle, the same stabil-
ity information can be obtained from any of the Hn

k (jωs) frequency
responses.

The poles of the Hn
k (jωs) transfer functions are also known as the

Floquet exponents of the system [54]�[56] and they appear repeated
periodically throughout the frequency response. Consequently, for a
periodic large-signal stability analysis, by analyzing only the frequency
band [0, f0/2] all the possible unstable poles or their Floquet expo-
nents should be detected in principle, unless the unstable dynamics
are not observable from the detected observation ports.

Selecting the Observation Port

The stability analysis that consists of analyzing SISO frequency re-
sponses obtained at a particular observation port is often linked to
problems of loss of controllability and observability.

From a theoretical point of view, all of the nodes and branches
of a circuit provide the same stability information. Nevertheless, de-
pending on the isolation between the unstable feedback loop and the
selected observation port, the unstable poles might be correctly de-
tected or missed. This is due to the fact that resonances are detected
clearly on the observation ports that are within the feedback loops
responsible for the critical resonance, but not always on the nodes or
branches that are electrically isolated from the feedback loops [78].

For example, the pole-zero diagrams in Figure 1.4 represent the
identi�cation results of three frequency responses obtained at the input
nodes of the three stages of the multistage ampli�er in Figure 1.3. The
unstable feedback loop being on the third stage, the unstable poles are
not detected from the frequency response obtained at the �rst stage.
But the unstable poles are detected quasi-compensated by zeros, that
is, with low observability, at the second stage. Lastly, the unstable
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poles are detected clearly for the frequency response obtained at the
third stage.

 

1st stage 2nd stage Unstable 3rd stage

Figure 1.3: Diagram of an unstable three-stage circuit, where the nodes
selected for stability analysis are indicated. The unstable feedback loop is
located on the third stage, thus, the unstable dynamics cannot be detected
at the �rst stage and it is detected with low sensitivity at the second stage.

Real Axis (GHz)

Im
ag

ni
ar

y 
A

xi
s 

(G
H

z)

(a)

Real Axis (GHz)

Im
ag

ni
ar

y 
A

xi
s 

(G
H

z)

(b)

Real Axis (GHz)

Im
ag

ni
ar

y 
A

xi
s 

(G
H

z)

(c)

Figure 1.4: (a) Pole-zero map obtained at the �rst stage, no observability
and controlability. (b) Pole-zero map obtained at the second stage, low
observability and controlability. (c) Pole-zero map obtained at the third

stage, high observability and controlability.

A sensitivity enhancement technique that focuses on analyzing sin-
gle nodes (SISO) with dual current-voltage probes is proposed in [79].
This probe can be used to introduce a small-signal current probe (in
parallel) and a small-signal voltage probe (in series), sequentially at
a given observation port of the circuit. This way, two frequency re-
sponses are obtained from a single simulation (with a double sweep),
increasing the sensibility of SISO stability analysis.
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1.3.2 Transfer Function Identi�cation

There are many algorithms that solve the di�cult problem of formu-
lating a continuous transfer function from a measured or simulated
frequency response [80], [81]. One must analyze the convergence of
each algorithm and the validity of the obtained transfer functions (for
noisy frequency responses, for example) in order to determine which
algorithm best suits each application.

In particular, the Least Square algorithm is the frequency domain
identi�cation algorithm used by pole-zero stability analysis tools, such
as STAN [62].

Undermodeling and Overmodeling

The order of a transfer function required to �t a closed-loop fre-
quency response that represents the linearization of a microwave cir-
cuit around its DC or periodic large-signal solution is a priori unknown
[66], [72]. Thus, when identifying transfer functions for microwave and
RF circuits, the required order must be approximated either manually
or automatically via numerical approximations.

Despite the reliability of existing automatic order selection meth-
ods, designers might encounter unwanted undermodeling or overmod-
eling e�ects which often complicate the understanding of the obtained
pole-zero diagrams and might lead to incorrect conclusions on the sta-
bility of the circuit [66].

Undermodeling occurs when the �tting order is too low and the
transfer function identi�cation results in a poorly �tted response.

Overmodeling occurs when the �tting is carried out with an exces-
sively high order. The transfer functions identi�ed with unnecessarily
high orders will be precise at the expense of the appearance of math-
ematical quasi-cancellations that, principally if unstable, complicate
the interpretation of the results.
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The set of magnitude, phase and pole-zero diagrams in Figure 1.5
serve to illustrate the importance of the correct selection of the order
for �tting transfer functions.

The e�ects of undermodeling can be perceived in the curves iden-
ti�ed with order 2 shown in Figure 1.5a. No poles are identi�ed in the
frequency band under analysis and the inaccuracy of the �tting can
be determined by sight from the magnitude and phase curves.

Su�cient precision is achieved with the �tting carried out with
order 6, as can be veri�ed by sight from the magnitude and phase
curves in Figure 1.5b. A pair of physical unstable complex conjugate
poles quasi-compensated by zeros are detected.

Finally, the identi�cation results for order 10 show high precision,
as in the case of N = 6, but additional unstable mathematical pole-
zero quasi-cancellations are identi�ed as shown in Figure 1.5c.

For large frequency band analyses, selecting the order manually
and distinguishing physical and mathematical quasi-compensations
can be challenging and could lead to erroneous conclusions. Instead
of focusing on physical poles, the user might waste time trying to
stabilize a mathematical unstable pole that is in reality product of
overmodeling.

1.3.3 Pole-Zero Diagram Analysis

For a correct detection of possible spurious oscillations one must ana-
lyze the identi�ed transfer functions. This can be done by analyzing
and preferably plotting the identi�ed poles and zeros.

As discussed previously, if poles with positive real parts are de-
tected, the system will be unstable and an oscillation will start-up at
the frequency given by the imaginary part of the identi�ed unstable
poles.
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(a) Identi�cation order N=2. Example of undermodeling.
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(b) Identi�cation order N=6. Example of correct selection of the order.
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(c) Identi�cation order N=10. Example of overmodeling.

Figure 1.5: Illustration of the importance of a correct selection of the
order for the �tting of the transfer function.
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One can also analyze the system and its instability in depth from
the additional information provided by the poles and zeros identi�ed
from the frequency responses obtained at di�erent observation ports
of the circuit, in order to eliminate spurious oscillations as discussed
in the following section 1.4.

1.4 Stabilization from Pole-Zero

Identi�cations

In [61], a systematic stabilization methodology of multi-transistor cir-
cuits was introduced. This methodology can be applied to determine
the location and value of the series or shunt stabilization networks
required to stabilize an instability at the DC or small-signal regime.
Applying standard linear control theory techniques to a SISO closed-
loop transfer function, obtained at a given node or branch of the cir-
cuit, the position of the poles versus the stabilization parameter can
be determined.

As stated in [61], given an impedance or admittance transfer func-
tion H(s), it should be possible to apply standard techniques of linear
control theory (Figure 1.6) to determine whether the inclusion of a
negative feedback can provide a stable closed-loop system.

H(s)

k(s)

∑
+

-

x(s) y(s)

Figure 1.6: Block diagram of a closed-loop control system.

The closed loop transfer function Hcl(s) can be expressed as in
equation (1.26), where N(s) and D(s) are the numerator and denom-
inator, respectively, of H(s).
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Hcl(s) =
H(s)

1 + k(s)H(s)
=

N(s)

D(s) + k(s)N(s)
(1.26)

The evolution of the poles of the closed-loop transfer function for
variations of the feedback transfer function k(s) in Figure 1.6 is known
as the root-loci [82], [83].

For a purely proportional action, that is, the series or parallel inclu-
sion of a stabilization resistor, the feedback term is a constant factor
k. Other alternatives include the series or parallel inclusion of a reac-
tive element, such as an capacitance or inductance, for a derivative or
integral control action.

For the particular case of stabilization of microwave circuits, the
closed-loop transfer functions generated when introducing series or
shunt stabilization networks, Zn

cl(s) (1.27) and Y b
cl(s) (1.28) respec-

tively, are the following (Figure 1.7).

The parallel connection of a stabilization network Zstab(s) at node
n (Figure 1.7a) generates a closed-loop impedance transfer function
Zn
cl(s) (1.27). From (1.27) it is determined that the inclusion in paral-

lel of the stabilization network Zstab(s) performs a negative feedback
1/Zstab(s) on the linear system Zn(s).

Zn
cl(s) =

vn(s)

iin(s)
=

Zn(s)Zstab(s)

Zn(s) + Zstab(s)
=

Zn(s)

1 + Zn(s)
Zstab(s)

(1.27)

Similarly, the series connection of a stabilization network Ystab(s)
at branch b (Figure 1.7b) generates a closed-loop admittance transfer
function Y b

cl(s) (1.28). From (1.28) it is determined that the inclu-
sion in series of the stabilization network Ystab(s) performs a negative
feedback 1/Ystab(s) on the linear system Y b(s).
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Y b
cl(s) =

ib(s)

vin(s)
=

Y b(s)Ystab(s)

Y b(s) + Ystab(s)
=

Y b(s)

1 + Y b(s)
Ystab(s)

(1.28)
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Zn(s) 
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-
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Ystab(s)

Yb  (s)Ycl
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Figure 1.7: (a) Parallel connection of a stabilization network within
impedance stability analysis. (b) Series connection of a stabilization

network within admittance stability analysis.

Therefore, introducing a Rstab resistor in series at a given branch
is equivalent to applying a proportional control k = 1/Ystab to H(s) =
Y b(s) (1.26), where Ystab = 1/Rstab. Whilst introducing a Rstab resistor
in parallel at a given node is equivalent to applying a proportional
control k = 1/Zstab to H(s) = Zn(s) (1.26), where Zstab = Rstab.

However, in order for the stabilization methodology in [61] to be
applicable, one must �rst ensure that the introduced stabilization net-
work does not alter the DC steady state solution.

As a �nal note, the nodes or branches of the circuit at which the
unstable complex conjugate poles appear isolated should be selected
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for the small or large-signal stabilization introduced in [61]. In other
words, the detection of unstable zeros near unstable poles for a fre-
quency response obtained at a given observation port of the circuit
indicates low controlability of the unstable dynamics from that obser-
vation port. Thus, the observation ports with low controlability of the
unstable dynamics should be discarded for stabilization.

1.5 Conclusions

In this chapter, the main frequency domain stability methods for small
and large-signal operation have been introduced. These stability anal-
ysis methods are essential for the design of stable microwave ampli-
�ers since the most popular CAD tools for designing and simulating
microwave active circuits [59], [60] do not predict instabilities.

Special emphasis has been placed on the pole-zero stability analysis
method that consists of �tting transfer functions associated to the
frequency responses obtained from introducing small-signal current or
voltage probes to the circuit and analyzing its poles and zeros. The
main advantage of this method is its simple application and that it can
be applied for small-signal and periodic large-signal stability analyses.

Finally, the systematic stabilization methodology for small-signal
instabilities introduced in [61] has been brie�y described. By applying
this method one can determine the values of series or shunt stabiliza-
tion networks required to stabilize an unstable design.
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2 | Stability Analysis of
Multistage Power
Ampli�ers Using Multiple-
Input Multiple-Output
Identi�cation

2.1 Introduction

Single-Input Single-Output (SISO) pole-zero identi�cation has widely
demonstrated its value for the detection of undesired oscillations in
power ampli�ers. However this technique su�ers from two main draw-
backs.

On the one hand, SISO pole-zero identi�cation is linked to po-
tential losses of controllability and observability. In principle, all the
closed-loop transfer functions of a same system share the same poles,
that is, the same characteristic equation. However, due to the lack of
observability at some observation ports, discrepancies may arise in the
poles obtained from di�erent frequency responses that represent the
same system. Consequently, the detection of possible instabilities can
be missed if the observation port is not selected wisely [55], [61], [79].

On the other hand, a problem general to any identi�cation pro-
cess is that the order of the transfer function to be �tted is a priori
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unknown. Thus, designers can encounter unwanted overmodeling and
undermodeling e�ects when analyzing the identi�cation results [66].
When identifying a frequency response with an excessively high �tting
order, also known as overmodeling, mathematical unstable pole-zero
quasi-compensations might appear that can easily be mistaken with
physical oscillations. Undermodeling can also lead to erroneous con-
clusions, since an identi�cation carried out with a �tting order that is
too low might miss the detection of a physical instability.

With the intent of overcoming the mentioned limitations and adding
new features to improve user experience, a new pole-zero stability anal-
ysis tool that also includes Multiple-Input Multiple-Output (MIMO)
pole-zero identi�cation has been designed in Matlab [84].

The Vector Fitting algorithm [85]�[88] has been selected for the
frequency domain identi�cation of the poles and zeros of the trans-
fer function mainly because it favors the implementation of MIMO
identi�cations.

Additionally, new strategies for reducing the e�ects of overmod-
eling have been included, such as, an improved representation of the
identi�ed poles and zeros, the creation of an automatic order selection
algorithm and a quantitative factor (ρ) capable of determining the lo-
cation of the unstable feedback loops of a multistage power ampli�er.
The applicability and e�ciency of the ρ factor for detecting the critical
nodes of a multistage ampli�er is demonstrated via the stability analy-
sis and stabilization of a three-stage L-band power ampli�er prototype
designed ad hoc for this thesis. Moreover, the mentioned ρ factor can
be applied to detect mathematical pole-zero quasi-compensations re-
sulting from overmodeling.

2.2 Vector Fitting

Vector Fitting [85]�[88] is a general methodology for the �tting of
frequency domain responses with rational function approximations. It
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was developed by B. Gustaven and A. Semlyen in 1996 and was made
available two years later as a public Matlab routine [84], [89].

Due to its capacity to �t multiple frequency responses with the
same set of poles, Vector Fitting is ideal for precise MIMO stability
analyses that avoid discrepancies in the poles obtained from di�erent
transfer functions of a same system.

When �tting a frequency response H(jω) in (2.1), the Vector Fit-
ting algorithm estimates the pk system poles, the rk residues and the
real direct gain d of the transfer function H(s), expressed as a rational
function approximation and with order N .

H(s) =
N∑
k=1

rk
s− pk

+ d (2.1)

The �tting is achieved by iteratively relocating a set of initial poles
whilst reducing the quadratic error of the �tting. In order to do so,
the user must externally choose the order N of the transfer function
to be �tted, and he or she must also de�ne the set of initial poles.

Vector Fitting solves the nonlinear equation in (2.1) as a linear
problem in two steps [85], [86]. These two steps are repeated, setting
the �nal poles determined on the previous iteration as the initial poles
for the next iteration, until a given number of iterations have been
executed.

1st step: Pole Identi�cation

As a �rst step, two auxiliary functions σ(s) and x(s) are de�ned:

σ(s) =
N∑
k=1

r̃k
s− pk

+ 1 (2.2)
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x(s) =
N∑
k=1

r̂k
s− pk

+ d̂ (2.3)

where pk are the poles of both functions, r̂k and r̃k are the residues of
the x(s) and σ(s) functions respectively and d̂ is the real direct gain
of x(s).

As shown in (2.2) and (2.3), both functions share the same set of
pk poles. It should be noted that the pk poles are the set of initial
poles that are de�ned externally by the user.

Additionally and by de�nition, the auxiliary functions σ(s) and
x(s) in (2.2) and (2.3) are related to the objective �tted transfer func-
tion H(s) in (2.1) as follows:

x(s) = σ(s)H(s) (2.4)

Evaluating (2.4) for several frequency points gives the overdeter-
mined linear problem in (2.5), which can be solved as a Least Squares
problem, leading to the determination of the r̃k, r̂k and d̂ unknowns.

(
N∑
k=1

r̂k
s− pk

+ d̂

)
=

(
N∑
k=1

r̃k
s− pk

+ 1

)
H(s) (2.5)

A rational approximation for H(s) can be obtained by rewriting
the equation in (2.5) as a ratio of two polynomials:

x(s) =

N∏
k=1

(s− ẑk)

N∏
k=1

(s− pk)
σ(s) =

N∏
k=1

(s− z̃k)

N∏
k=1

(s− pk)
(2.6)
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where pk are the poles and ẑk and z̃k are the zeros of the x(s) and σ(s)
functions respectively.

From equations (2.4) and (2.6), one realizes that the poles of H(s)
are equal to the z̃k zeros of σ(s). As a consequence, the initial poles are
eliminated from the problem. This realization gives way to a simple
method to �t the poles for the H(s) transfer function in (2.1), that
consists of determining the z̃k zeros of σ(s).

H(s) =
x(s)

σ(s)
=

N∏
k=1

(s− ẑk)

N∏
k=1

(s− z̃k)
(2.7)

Since the residues of σ(s) have been calculated previously and its
poles are the chosen starting poles, all the unknowns of the sum of
partial functions of σ(s) in (2.2) are known. Consequently, the zeros
of σ(s), or equivalently, the poles of H(s), can be calculated easily by
rewriting the function as a ratio of two polynomials, as in (2.6). This
potentially complex calculation is simpli�ed as described in appendix
A and B of [85].

2nd step: Residue Identi�cation

The rk residues of H(s) can be calculated solving the equation in (2.1),
given that the pk poles are the zeros of σ(s) that have been determined
previously. Therefore, as a �nal step, the new overdetermined linear
problem must be solved to determine the rk and d unknowns in (2.1).

Additional Advantages of Using Vector Fitting

The Vector Fitting algorithm was selected as the frequency domain
�tting algorithm mainly due to its capacity to calculate multiple con-
tinuous transfer functions with the same denominator from a given set
of frequency responses.
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Nonetheless, when comparing Vector Fitting with other frequency
domain �tting algorithms commonly used for stability analysis, such
as the Least Squares algorithm, and after testing it thoroughly, other
advantages were found.

Compared to the representation as a ratio of two polynomials (2.8),
the partial fraction representation used by Vector Fitting (2.1) is nu-
merically better conditioned for RF and microwave applications.

H (s) =
(s− z1)...(s− zN)

(s− p1)...(s− pN)
=
a0 + a1s+ ...+ aNs

N

b0 + b1s+ ...+ bNsN
(2.8)

In (2.8), pk are the system poles, zk are the system zeros and N is
the order of the H(s) transfer function.

However, it should be noted that with the Vector Fitting algorithm,
the resulting �tted model can be expressed in either the pole-residue
form in (2.1) or the state-space form in (2.9):

H(s) = C(sI − G)−1B +D (2.9)

where the G and B matrices contain information regarding the set of
identi�ed poles of the H(s) transfer function. Whilst the C and D
matrices contain information regarding the residues and direct gain,
respectively, of the H(s) transfer function.

For frequency responses with high frequency values with large
bandwidths and consequently high orders, the Least Squares identi�ca-
tion algorithm must compute the si = (jω)i terms in (2.8). The �tting
is likely to be numerically ill-conditioned whenever the frequency val-
ues are excessively large. That is, the Least Squares method is often
not capable of ensuring low �tting errors when the frequency responses
have multiple resonances and therefore require high orders.
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Fortunately, the partial fractions representation employed by Vec-
tor Fitting (2.1) avoids the calculation of the high valued powers of
jω [85] and thus is better conditioned for high frequency values and
large bandwidths.

For example, Figure 2.1a is one of the multiple examples that serves
to illustrate that the Least Squares algorithm is not capable of cor-
rectly identifying frequency responses that require orders higher that
30 with precision. Even with an orderN = 60, the phase error between
the frequency response and the identi�ed transfer function cannot be
reduced. The phase error is as high as 50◦ at low frequencies. Addi-
tionally, a considerable amount of stable and unstable mathematical
quasi-compensations appear that make the interpretation of the re-
sults impossible.

However, the same example identi�ed with Vector Fitting and an
order N = 60 is �tted with precision (the phase error is below 0.5◦).
And a single pair of physical unstable complex conjugate poles quasi-
compensated by zeros at 130 MHz are correctly detected.

The mentioned numerical problems of the Least Squares method
are avoided in [66], [70] on account of the divide and conquer strategy.

The divide and conquer strategy consists of dividing large-band
frequency responses into smaller more attainable frequency sub-bands.
Moreover, to avoid numerically ill-conditioned identi�cations, each fre-
quency band is also normalized before �tting it in [66], [70]. However,
since the identi�ed poles consist of the superposition of the poles iden-
ti�ed for the multiple frequency sub-bands, the resulting pole-zero di-
agram and transfer function do not constitute a model of the circuit.
Nonetheless, the stability analysis carried out from the transfer func-
tion identi�ed with the divide and conquer strategy is accurate, even
if the �tted poles do not constitute a model of the circuit.

On the contrary, a clear advantage of the Vector Fitting algorithm
is that as no subdivision is required, the resulting pole-zero diagram
and transfer function do correspond to a model of the circuit.
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Figure 2.1: Comparison of the �tting of a large bandwidth frequency
response identi�ed with order N = 60 and (a) the Least Squares

algorithm. (b) the Vector Fitting algorithm.
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2.3 MIMO Pole-Zero Identi�cation Tool

On a SISO pole-zero stability analysis the detection of an instabil-
ity depends on the observability of the unstable dynamics from the
selected observation port. For that reason, frequency responses ob-
tained at di�erent circuit nodes are usually analyzed [55].

By de�nition, all the input-output transfer functions of a linear (or
linearized) system share the same denominator [33]. However in the
context of stability analysis, until now, multiple frequency responses
of a same system were identi�ed as sequences of independent SISO
analyses, and consequently, the identi�ed poles for each frequency re-
sponse were often similar but not quite identical. These di�erences
may be negligible for the poles that are closest to the Y-axis but
rather signi�cant for the poles with large real parts or for poles that
are quasi-compensated by zeros.

Hence, the most consistent approach for MIMO pole-zero analysis
is forcing the same denominator for all the identi�ed transfer functions.

Compared to the multiple independent SISO identi�cation ap-
proach, the MIMO identi�cation approach has the advantage of avoid-
ing the discrepancies between the poles identi�ed for each transfer
function of a same system, as illustrated in Figure 2.2.

The MIMO frequency responses can be the impedances presented
at small-signal current sources injected sequentially at di�erent nodes,
or the admittances presented at small-signal voltage sources injected
sequentially at di�erent circuit branches (or a combination of impedance
and admittance frequency responses). Alternatively, other closed-loop
linear responses (voltage-voltage or current-current) are also valid.
When analyzing the stability of a large-signal steady state, any of
the harmonic components of the parametric transfer function repre-
senting the Periodic Linear Time-Variant system (PLTV) can also be
part of the same set [54], [90].
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Figure 2.2: Comparison of the poles corresponding to di�erent frequency
responses of a same system identi�ed as (a) a sequence of independent
SISO analyses. (b) a MIMO analysis establishing the same denominator.

We observe that the di�erences between the poles identi�ed as
independent SISO identi�cations and MIMO identi�cations are generally

smaller for the poles that are closest to the Y-axis.

From a sensitivity point of view, we propose a systematic MIMO
pole-zero stability analysis approach that reduces the uncertainty of
selecting the observation port for SISO pole-zero stability analyses.
The systematic MIMO pole-zero stability analysis consists of selecting
the gate (or base) and drain (or collector) nodes or branches of at
least one of the transistors of each stage. Therefore, the systematic
MIMO approach maximizes the chances of detecting the inner loop
responsible for the critical resonance.

For a systematic MIMO pole-zero stability analysis, we depart from
a set of frequency responses obtained at di�erent observation ports of
at least one transistor of each stage of the multistage ampli�er.

Introducing voltage sources for MIMO analyses is more cumber-
some since it implies breaking multiple branches in order to insert
the voltage source in series. Therefore, inserting current sources as
in Figure 2.3 is more generally used for carrying out MIMO pole-zero
stability analyses.
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As illustrated in Figure 2.3, in order to introduce the small-signal
current source sequentially into the M nodes of the circuit, M ideal
�lters are introduced. The M frequency responses can be obtained
from a single parametric simulation that varies a variable de�ned as
node from node = [1, ...,M ]. The variation of the node variable de-
termines the functioning of the M ideal �lters as follows. Each �lter
i (i = [1, ...,M ]) presents a very high impedance (ideally an open cir-
cuit) to the small-signal current source when node 6= i and a very low
impedance (ideally a short circuit) when node = i.

fi
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i

  

 

node 1 node i node M

Z1(jω) Zi(jω) ZM(jω)

iin(jω)
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Figure 2.3: Illustration for obtaining MIMO frequency responses with a
current probe introduced sequentially at di�erent nodes of the circuit.

In order to carry out MIMO pole-zero identi�cation based stabil-
ity analyses, �tting the same set of poles to the identi�ed transfer
functions, a novel stability analysis tool (MM_stab) based on Vec-
tor Fitting [85], [89] has been created in Matlab [84]. Nevertheless,
MM_stab is not limited to MIMO analysis, it can also analyze SISO,
parametric SISO and parametric MIMO frequency responses.
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The developed stability analysis tool can be used following three
simple steps, as with STAN. First, the designer must obtain the SISO
or MIMO closed-loop frequency responses of the system either via
simulation or measurement. Next, by running the MM_stab tool for
the mentioned frequency responses, the associated transfer functions
are identi�ed with Vector Fitting. Finally, from analyzing the obtained
pole (or pole-zero) maps the stability or instability of the circuit can
be determined.

An extensive study of the Vector Fitting options and parameters
has been carried out in order to determine the best suited default val-
ues for the stability analysis application. Once the optimum Vector
Fitting identi�cation settings were selected, many other features were
introduced to the MM_stab tool, such as an automatic order selection
algorithm, an improved representation of the identi�ed poles and ze-
ros and a residue analysis strategy. Consequently a robust SISO and
MIMO stability analysis tool has been designed.

The most important features of the developed tool are presented
in the following subsections.

2.3.1 Automatic Identi�cation Algorithm

An automatic order selection algorithm was generalized from [66], for
selecting the minimum order required to obtain the �tting goal deter-
mined by the user.

The algorithm consists of an iterative procedure with a bottom-up
approach that uses the θerror phase error between the input data and
the �tted transfer function for the quality assessment of the identi�ca-
tion. The order of the identi�ed transfer function is increased until the
resulting θerror is below a phase error tolerance value θmax introduced
by the user (θerror ≤ θmax), for all the frequencies of the frequency
band under analysis.

Firstly, the amount of resonances r on the complete frequency re-
sponse are counted. This is done by counting the number of data
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points for which the sign of the slope of the magnitude curve changes.
As an initial approximation, we assume that the lowest order possible
for �tting the transfer function is equal to the counted number of slope
changes, Ninitial = r.

For noisy responses, choosing the previously determined Ninitial =
r might be excessive and could lead to overmodeling. To prevent this,
the automatic order selection algorithm also counts the number of
slope changes that are distanced from one another by at least 5 data
points, r′. A frequency response is classi�ed as noisy if r′ 6 r− 4, and
for these cases the initial order is set to Ninitial = r′.

In MIMO identi�cations, in order to reduce the run time of the
identi�cation of M frequency responses, the initial order is obtained
from the frequency response with the most resonances, Ninitial = rmax
where rmax = max (r1, ..., rM).

Secondly and once Ninitial is selected, the initial poles are de�ned.
Following the indications in [85], the selected initial poles consist of
complex conjugate poles with weak attenuation and imaginary parts
that cover the entire frequency band under analysis.

After having de�ned the initial poles, the �rst identi�cation is car-
ried out. If the resulting θerror is below the selected θmax for all the
frequencies of the frequency band under analysis, the criteria estab-
lished for the automatic algorithm has been reached and the identi�-
cation is stopped. If not, the identi�cation continues as discussed in
the following step.

Whilst θerror is higher than the selected θmax phase error tolerance
for at least one frequency value under analysis, the order is to be
increased by two, N = N + 2. Instead of restarting from scratch
each time, the automatic algorithm allows the new initial poles to
be de�ned as the �nal poles of the previous identi�cation and two
additional complex conjugate poles on the center of the frequency
band.
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Finally, in order to avoid in�nite loops or excessively long identi�-
cations, the maximum identi�cation order is set to Nstop = 10Ninitial.
In other words, if the phase error tolerance is not met for any even
order N between Ninitial and Nstop, the identi�cation is halted, the
results for order Nstop are displayed and a warning message is pro-
duced. In these cases, reducing the frequency range under analysis or
increasing the phase tolerance is advised.

A �ow diagram that summarizes the created automatic identi�ca-
tion algorithm is shown in Figure 2.4.

VF identification

Count number of resonances (r, r')

Ninitial= r Ninitial = r'

Finish

N = N+2

r ≥ r'+4

θerror ≤ θmax

OR

N = 10Ninitial

No Yes

No Yes

Noisy
response

Figure 2.4: Diagram of the automatic order selection algorithm with
Vector Fitting.

As a �nal note, the recommended default value of θmax for a precise
identi�cation has been set to θmax = 0.5◦ for the MM_stab pole-zero
identi�cation tool.
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2.3.2 Plotting of Resonant Poles

A novel representation of the identi�ed pole-zero map, or pole map in
MIMO identi�cations, based on the analysis of their damping factor is
proposed to minimize the visualization of mathematical poles caused
by overmodeling and to improve the interpretation of the identi�cation
results.

First o�, multiple second-order transfer functions have been de-
�ned from complex conjugate poles with di�erent damping factors.
As illustrated in the Bode diagram in Figure 2.5, the resonance peak
in the frequency domain is greater for the second-order transfer func-
tions with low damping poles, where the damping ratio for a pole
(pi = a+ jb) is de�ned as follows:

δ =
−a√
a2 + b2

(2.10)
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Figure 2.5: Bode plots of second-order transfer functions that illustrate
the damping e�ect on the resonance.
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The identi�ed non-resonant poles do not model the critical dynam-
ics and therefore are not indicators of unwanted oscillations. Con-
trarily, actual physical poles that will become unstable will be highly
resonant as a critical parameter of the system under analysis is varied.

Thus, taking into account that the resonance peak in the frequency
domain is greater for poles with low damping, by calculating the damp-
ing ratio of all the poles, the poles with more in�uence on the critical
dynamics of the system can be determined.

Although damping ratios below 0.707 ensure mathematical reso-
nance peaks, the magnitude peaks for poles with δ ≈ 0.707 and large
real parts (a) are close to null. Therefore, instead of considering all
the identi�ed resonant poles, this novel representation proposes the
consideration of resonant poles (pi = a + jb) with magnitude peaks
greater than 0.5 dB or equivalently, δ < 0.5785:

mag(H)ω=ωr = 20 log

(
ω2
n

2ab

)
> 0.5 dB (2.11)

where the natural frequency (ωn) and the resonant frequency (ωr) of
pole pi = a+ jb are de�ned as follows:

ωn =
√
a2 + b2 (2.12)

ωr =
√
b2 − a2 (2.13)

Additionally, since the �tting is carried out on a �xed frequency
band and the identi�ed transfer function is not limited to it, the poles
whose resonance peak is not on the frequency band under analysis
should be discarded. That is, only the poles with resonant frequencies
ωr that meet the condition in (2.14) are to be considered, at least for
the default visualization mode,
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ωmin 6 ωr 6 ωmax (2.14)

where ωmin is the lower limit frequency of the frequency band under
analysis and ωmax is the upper limit of the frequency band under
analysis.

The mentioned two conditions in (2.11) and (2.14) create the area
on the s plane shown in Figure 2.6a.

On the other hand, the conventional area used by the STAN tool
[62] only considers whether the imaginary part of the identi�ed poles
is within the frequency band under analysis (Figure 2.6b).
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Figure 2.6: Illustration of (a) the area of resonant poles with magnitude
peaks greater than 0.5 dB and resonant frequencies within the frequency
band under analysis (b) the conventional area considered by STAN.

In order to visualize the bene�ts of considering the horn-shaped
area, the Bode diagrams of two second-order transfer functions, H1

and H2, are analyzed (Figure 2.7).

H1 consists of a second-order transfer function constructed with a
pair of stable non-resonant complex conjugate poles. As is expected,
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no resonance peak or phase-jump is appreciated in the blue curves in
Figure 2.7. Moreover, the magnitude and phase curves of H1 resemble
those of a real pole.

H2 consists of a second-order transfer function constructed with a
pair of stable resonant complex conjugate poles. Since the resonant
frequency of the poles of H2 is in the frequency band under analysis a
magnitude peak can be appreciated in the green curves in Figure 2.7.

The conventional frequency area considered by STAN would dis-
card the resonant poles of H2 and plot the non-resonant poles of H1.
Instead, if the horn-shaped area is considered, the non-resonant poles
will not be plotted and the possibly critical resonant poles will be
plotted.
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Figure 2.7: Pole-zero map, magnitude and phase plots of two
second-order transfer functions, H1 (blue) and H2 (green) that serve to

illustrate the bene�ts of the horn-shaped area of resonant poles.

However, it should be noted that both tools also include the option
of plotting all of the poles of the �tted transfer function, instead of
plotting only the poles on the areas discussed in Figure 2.6.
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2.4 Residue Analysis

A technique based on residue analysis of MIMO frequency responses
identi�ed with a unique set of poles has been developed to detect
the origin of instabilities and to detect mathematical pole-zero quasi-
compensations that may appear due to overmodeling.

We depart from a set of M frequency responses H(jω) (2.15)
that correspond to di�erent input/output representations of a linear
(or linearized) system. A MIMO pole-zero identi�cation is carried out
to obtain the H(s) transfer functions. It should be noted that, as a
result of the MIMO pole-zero identi�cation, all the transfer functions
in H(s) share the same set of pk poles.

H(s) = [H1(s), ..., HM(s)] (2.15)

For the residue analysis, we now focus on a single transfer function
H i(s) of H(s) (2.16), granted that i = [1, ...,M ]. The representation
in (2.16) is a summation of fractions and the residue ri,k provides
quantitative information on the contribution of the pk pole to the
transfer function H i(s).

H i(s) =
N∑
k=1

ri,k
s− pk

+Di (2.16)

Whilst all the H i(s) transfer functions inH(s) share the same set
of pk poles, the ri,k residues associated to each pk pole will vary from
one transfer function to another. In particular, the residues obtained
at sensitive locations will be large. On the contrary, poles that are
quasi-compensated by zeros in a polynomial ratio representation of
H i(s), will have very small residues when H i(s) is expressed as a
summation of partial fractions.
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However, a simple comparison of residues in absolute terms is
not appropriate. The H i(s) transfer functions can be impedance
and/or admittance transfer functions calculated at di�erent circuit
nodes and/or branches. Thus, their absolute value can vary by several
orders of magnitude from one H i(s) to another, and within a same
H i(s) in broadband identi�cations. These di�erences in magnitude
are also re�ected in the value of the residues, making the comparison
in absolute terms impractical. For a meaningful comparative analysis,
the relative e�ect that the critical poles have on each H i(s) must be
calculated and quanti�ed.

Common instabilities encountered in microwave ampli�ers are asso-
ciated to unstable pairs of complex conjugated poles that are resonant.
Consequently, let us consider a pair of resonant unstable complex con-
jugate poles pk, p∗k. Their contribution to H i(s) is given by (2.17).

H i,k (s) =
ri,k

s− pk
+

r∗i,k
s− p∗k

(2.17)

This contribution has a maximum in magnitude at the resonant
frequency ωr (2.13) that depends on the values of pk and ri,k (2.18).

max
(∣∣H i,k (jω)

∣∣) =
∣∣H i,k (jωr)

∣∣ (2.18)

The maximum contribution is then weighted by the contribution
of the rest of the summation terms in H i(s) at ωr in order to get the
normalized factor ρi,k.

ρi,k =

∣∣H i,k (jωr)
∣∣

|H i (jωr)| − |H i,k (jωr)|
(2.19)

This normalized factor quanti�es the relative e�ect of the pair of
resonant complex conjugate poles pk, p∗k on transfer function H i(s).
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Analyzing the value of ρi,k corresponding to di�erent H i(s) transfer
functions obtained at multiple circuit locations, one can quantify the
locations of the circuit with high observability and controllability for
any given pair of complex conjugate poles pk, p∗k.

2.4.1 Detection of the Origin of the Critical

Dynamics

Stabilization elements or networks included at some ampli�er stages
may not contribute to improve stability unless they are introduced
within the feedback loop responsible for the oscillation. Thus, it is
important to determine where in the circuit (in which stage) the os-
cillation is being generated in order to stabilize it e�ciently.

In order to do so, multiple frequency responses H(jω) must be
obtained at di�erent observation ports of the ampli�er and a MIMO
pole-zero stability analysis is to be carried out. As mentioned pre-
viously, for a systematic MIMO pole-zero stability analysis and to
minimize the chances of missing the detection of unstable behaviour,
the gate (or base) and drain (or collector) nodes or branches of at least
one of the transistors of each stage of the ampli�er should be analyzed.

The location of the inner loop responsible of the critical resonance
is determined from the ρi,k factors associated to the critical poles pk of
each transfer function inH(s) (2.15). The highest ρi,k factor indicates
that the observation port at which theH i(s) transfer function has been
obtained is closest to the origin of the critical dynamics.

A speci�c prototype has been designed in microstrip technology
to illustrate the proposed methodology. It is a three stage ampli�er
based on GaAs FET transistor (FLU17XM) delivering 33 dBm with a
gain of 38 dB at 1.2 GHz. A photograph of the fabricated prototype
is shown in Figure 2.8.

The ampli�er presents two common instabilities, an oscillation at
3.5 GHz when biased at nominal conditions and a low frequency os-
cillation for input powers greater than Pin > −9 dBm.
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n1 n2 n3 n4
n6

n5

n8

n7

Rodd_gate Rodd_drain

Rstab2

Figure 2.8: Photograph of the three stage L-band ampli�er. Eight
observation ports n1, ..., n8 are de�ned for the small-signal and large-signal
MIMO stability assessment. The Rodd_gate, Rodd_drain resistors used to

stabilize the oscillation at 3.5 GHz and the Rstab2 resistor used to stabilize
the large-signal instability are also highlighted.

Firstly, the ampli�er showed an oscillation at 3.5 GHz when biased
at its nominal condition (Figure 2.9).
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Figure 2.9: Measured output power spectrum showing an oscillation at
3.5 GHz when biased at nominal conditions.

To determine the critical nodes of the ampli�er, a single MIMO
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pole-zero stability analysis can be carried out. For the MIMO analy-
sis eight observation nodes (labeled n1 to n8 in Figure 2.8) are consid-
ered, corresponding to gate and drain terminals of the four transistors.
The impedances seen by small-signal current sources sequentially con-
nected at the eight nodes, are simulated. Individual excitations of odd
and even modes are applied to the third stage due to its power com-
bining structure (Figure 2.10) [91]. For the even mode, two in-phase
current sources must be simultaneously applied to nodes n5 and n6

(same for nodes n7 and n8), as in Figure 2.10a. For the odd mode,
two 180◦ out-of-phase current sources must be simultaneously applied
to nodes n5 and n6 (same for nodes n7 and n8), as in Figure 2.10b.

0 

n5 

3rd stage EVEN MODE 

n6 

0 

(a)

0 

180 

n5 

3rd stage ODD MODE 

n6 

(b)

Figure 2.10: Illustration of the introduction of odd and even mode
excitations between the gates of the transistors of the third stage of the

ampli�er in Figure 2.8. (a) Two in-phase current sources must be
introduced simultaneously to obtain the even-mode frequency responses.
(b) Two out-of-phase current sources must be introduced simultaneously

to obtain the odd-mode frequency responses.

As a result, a total of eight frequency responses (Figure 2.11) are
identi�ed with the MIMO pole-zero identi�cation tool, �xing a com-
mon denominator to the multiple transfer functions. The obtained
poles are plotted on the complex plane in Figure 2.12, where a pair of
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unstable complex conjugate poles are clearly detected at 3.3GHz. The
detection of the pair of unstable complex conjugate poles at 3.3 GHz
is in concordance with the oscillation measured at 3.5 GHz shown in
Figure 2.9.
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Figure 2.11: Magnitude and phase curves of eight impedance type fre-
quency responses obtained for nominal bias conditions.
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Figure 2.12: Poles of the ampli�er biased at nominal conditions.

Next, the residue analysis is applied to determine the origin and
nature of the oscillation. Using (2.19), the ρ factor associated to the
unstable pair of complex conjugate poles at 3.3 GHz can be com-
puted for the previously de�ned eight frequency responses (Figure
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2.13). From the quantitative results in Figure 2.13 we can clearly
deduce that the oscillation takes place in the third stage and that it
is an odd mode oscillation because its corresponding ρ factor is larger
by several orders of magnitude.
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Figure 2.13: The residue analysis of the unstable poles at 3.3 GHz
indicates that the instability is an odd-mode oscillation at the third stage.

Odd-mode oscillations can be eliminated with a proper selection
of parallel resistors between the gates

(
Rodd_gate

)
and/or between the

drains
(
Rodd_drain

)
of the transistors, in the third stage for this ampli-

�er. Note that the value of ρ at the input of the third stage transistors
(nodes n5 and n6) is appreciably larger than at the output (nodes n7

and n8). This indicates that the optimum location for circuit stabi-
lization is between the gates of transistors of the third stage.

Indeed, as can be seen in Figure 2.14 a higher resistor value at
the gates of the transistors of the third stage (Rodd_gate = 18 kΩ) is
su�cient to stabilize the circuit. Whilst a considerably lower resistor
would have to be introduced between the drains of the ampli�er to
stabilize it, Rodd_gate = 1 kΩ.

The simulated results in Figure 2.14 have also been experimentally
con�rmed since the circuit is stable with Rodd_gate = 5.1 kΩ while a
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much smaller resistor value of Rodd_drain is needed to eliminate the os-
cillation (Rodd_drain = 910 Ω). It should be noted that higher Rodd_gate

and Rodd_drain resistor values can be used to stabilize the circuit, how-
ever, in practice, smaller values are often selected to guarantee higher
stability margins.
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Figure 2.14: Evolution of real part of the critical poles at 3.3 GHz for the
variation of a Rodd_gate resistor introduced between the gates of the
transistors of the third stage (+) and a Rodd_drain resistor introduced

between the drains of the transistors of the third stage (x).

Finally, a stabilization resistor of Rodd_gate = 5.1 kΩ was selected
as the optimal stabilization network to eliminate the mentioned oscil-
lation at 3.5 GHz.

Secondly, and once the DC steady state was stabilized, the ampli-
�er presented a second oscillation that was function of the input power
Pin for an operating frequency of fin = 1.2 GHz. For Pin > −9 dBm,
an oscillation at about 130 MHz was measured (Figure 2.15).

In order to determine the possible origin of this instability, a large-
signal MIMO stability analysis is carried out. This is achieved by ap-
plying the input drive Pin to the circuit at fin = 1.2 GHz, introducing
a small-signal current source sequentially to the previously mentioned
eight observation ports and carrying out a mixer-mode harmonic bal-
ance simulation.
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Figure 2.15: Measured output power spectrum showing the mixing terms
around fin = 1.2 GHz for Pin = −5 dBm due to parametric low frequency

oscillation.

From identifying the eight frequency responses obtained via the
harmonic balance simulation for Pin = −5 dBm (Figure 2.16), a pair
of unstable complex conjugate poles at around 123 MHz is detected as
shown in Figure 2.17. The detection of the pair of unstable complex
conjugate poles at 123 MHz is in concordance with the oscillation
measured at 130 MHz shown in Figure 2.15.
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Figure 2.16: Magnitude and phase curves of eight impedance type
frequency responses obtained for Pin = −5 dBm.
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Figure 2.17: Poles of the ampli�er for Pin = −5 dBm.

In order to determine the input power (Pin) values for which the
critical poles at 123 MHz becomes unstable, a parametric MIMO
pole-zero stability analysis can be carried out varying Pin. It is deter-
mined that, the pair of complex conjugate poles at 123 MHz becomes
unstable for −7.4 dBm < Pin < −3.6 dBm in simulation, as show in
Figure 2.17, where the real part of the identi�ed critical poles is traced
in a solid blue line.

−20 −18 −16 −14 −12 −10 −8 −6 −4 −2
−15

−10

−5

0

5

R
ea

l p
ar

t o
f l

ow
 fr

eq
ue

nc
y

po
le

s 
at

 1
30

 M
H

z 
(M

H
z)

Input Power (dBm)

 

 
original
stabilized

Figure 2.18: Evolution versus Pin of the real part of the low frequency
(123 MHz) critical poles for the original and stabilized circuits.
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Again, the residue analysis is applied to the identi�ed unstable pair
of complex conjugate poles at 123 MHz, to determine which stage
is responsible for the oscillation measured at 130 MHz. In Figure
2.19 we observe that the ρ factor is larger by orders of magnitude in
the second stage. This quantitative result clearly indicates that the
oscillation takes place in the second stage. This information can then
be used to guide the strategy for the stabilization of the ampli�er.
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Figure 2.19: The residue analysis of the unstable poles at 130 MHz
indicates that the instability is at the second stage.

Given that the frequency of the oscillation is low, it can be elimi-
nated by increasing the value of the Rstab2 stabilization resistor located
in the second stage and highlighted in Figure 2.8 from its original value
of 6 Ω to 24 Ω.

The evolution of the real part of the critical poles versus Pin for
the stabilized ampli�er (Rstab2 = 24 Ω) is plotted with a dashed green
line in Figure 2.18. The real part of the critical poles remains negative
for all the tested Pin values, which indicates that the inclusion of a
stabilization resistor of Rstab2 = 24 Ω correctly stabilizes the circuit.
Additionally, and in full consistency with the results in Figure 2.19,
stabilization of the ampli�er is not possible acting upon bias networks
of the �rst and third stages.
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Finally, the stable performance of the ampli�er was experimentally
con�rmed, as can be veri�ed from the measured output spectrum for
Pin = −5 dBm with Rodd_gate = 5.1 kΩ and Rstab2 = 24 Ω shown in
Figure 2.20.
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Figure 2.20: Measured output power spectrum showing stable operation
for Pin = −5 dBm with Rodd_gate = 5.1 kΩ and Rstab2 = 24 Ω.

2.4.2 Detection of Overmodeling

The computation of the ρ factor can also be applied to detect the
adverse e�ects of overmodeling in the pole-zero �tting process [66].

If the pole-zero identi�cation is carried out with an excessively
strict optimization goal, Vector Fitting could end up �tting the nu-
merical noise existing in the simulated frequency response. This can
lead to the onset of pole-zero quasi-cancellations that are mathemati-
cal.

These mathematical pole-zero quasi-compensations will have ex-
tremely low values of ρ, no matter the circuit location at which the
transfer function is obtained. On the contrary, poles representing the
actual circuit dynamics will have signi�cantly larger values of ρ for at
least some of the nodes or branches of the circuit.
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Therefore, we are able to discriminate numerical pole-zero quasi-
cancellations by analyzing the values of the ρ factor corresponding to
transfer functions obtained at di�erent nodes or branches.

This overmodeling detection approach has been applied to a fre-
quency response corresponding to the linearization of a stable DC
solution of a multistage MMIC S-band power ampli�er. The men-
tioned frequency response has been identi�ed with an excessively low
phase error tolerance, θmax = 0.01◦, and the resulting pole-zero map
is shown in Figure 2.21a. As a consequence of selecting an excessively
low θmax, a considerable amount of mathematical unstable pole-zero
quasi-compensations are identi�ed. This could erroneously lead to
deducing that the analyzed DC steady state is unstable.

The e�ciency of the approach for cleaning up the pole-zero map is
demonstrated in Figure 2.21b. The elimination of poles with ρ < 0.01
results in the pole-zero map in Figure 2.21b where no unstable poles
are detected. Unlike from Figure 2.21a, the stability of the analyzed
DC steady state would be correctly determined from Figure 2.21b.
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Figure 2.21: (a) The mathematical quasi-cancellations that model the
numerical noise in the frequency response could lead to erroneously
deducing that the analyzed DC steady state is unstable. (b) The
quasi-cancellations that appear due to overmodeling are eliminated

through an analysis of the ρ values, showing that the analyzed DC steady
state is stable.
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The ρ factor has also been introduced in the automatic algorithm
described in section 2.3.1 to detect overmodeling and alert the user as
described in the diagram in Figure 2.22.

The automatic order selection algorithm warns the user of the pos-
sible detection of overmodeling if the ρ factor of all the identi�ed un-
stable poles is smaller than 0.01. If so, a warning message will appear
encouraging the user to increase the phase tolerance introduced in the
beginning. If a new and higher tolerance value is introduced, the auto-
matic order selection algorithm will run only once more. Conceivably,
the mathematical quasi-compensated poles will not be detected with
the relaxed phase error condition.

Automatic VF identification

Finish

NoYes

Select Phase Tolerance

ρ ≤ 0.01
for all 

unstable poles

Increase
phase 

tolerance 

Yes No

Automatic VF identification

Figure 2.22: Diagram for the inclusion of the ρ factor to the automatic
order selection algorithm with Vector Fitting for the detection of

overmodeling.

In any case, as a �nal step, the ρ factor of all the identi�ed unstable
poles is calculated and displayed. The unstable poles are classi�ed into
two groups depending on their ρ factor.

On the one hand, the unstable poles with ρ > 1 are de�ned as
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high sensitivity poles and their detection indicates that the circuit is
unstable.

On the other hand, poles with ρ < 1 are de�ned as low sensitivity
poles. A ρ factor below 1 indicates that the poles may be physical or
numerical. If only low sensitivity unstable poles are detected, addi-
tional analyses must to be performed in order to determine (or not)
the physical existence of the poles, such as, analyses at di�erent nodes
and branches or parametric analyses varying various parameters of the
circuit. Finally, it should be noted that poles with very low sensitivity,
ρ < 0.01, are very likely to be numerical.

In the case of MIMO identi�cations, the analyzed and displayed ρ
factor for pole pk will consist of the highest calculated ρi,k for all the
identi�ed H i(s) transfer functions in H(s) (2.15).

2.5 Conclusions

In this chapter a new methodology and tool for stability analysis of
microwave power ampli�ers based on MIMO pole-zero identi�cation
has been introduced.

It has been demonstrated that identifying multiple frequency re-
sponses of the same circuit with the same set of poles gives way to
many new strategies to reduce or avoid the main disadvantages of the
commonly used SISO pole-zero stability analysis methodology.

The Vector Fitting algorithm has been introduced for the frequency
domain identi�cation of MIMO (and SISO) transfer functions mainly
due to its capacity to �t multiple frequency responses with the same
set of poles. However, it has also been demonstrated that the Vector
Fitting identi�cation algorithm is numerically better conditioned for
microwave applications than the Least Squares algorithm because it
avoids the calculus of the high valued powers of jω.
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Additionally, the MIMO identi�cation with Vector Fitting and, in
particular, the representation as a summation of fractions has given
way to the creation of a residue analysis strategy capable of detecting
the location of the inner loops responsible of the critical or unstable
dynamics. This tool can be extremely useful to determine optimal
stabilization strategies of multistage ampli�ers since, by analyzing the
ρ factor, the critical stages of multistage ampli�er can be determined.
Indeed, the proposed residue analysis strategy has been applied to
determine the location of the unstable feedback loops responsible of
the instabilities detected in the small-signal and periodic large-signal
regimes of the L-band three-stage ampli�er prototype designed ad hoc
for this thesis. This way, thanks to the information obtained with
the residue analysis, the optimum stabilization strategies have been
designed at the stages responsible of each oscillation.

Finally, new strategies to overcome overmodeling have been in-
troduced to the newly created MIMO stability analysis tool. Firstly,
an algorithm to automatically select the order of the �tted transfer
function has been generated. Next, a new representation that consists
of showing only resonant poles with noticeable magnitude peaks has
been generated. Finally, it has been determined that by analyzing the
ρ factor the mathematical quasi-compensations can be better detected
and discarded.
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3 | Design of a Doherty
Ampli�er

3.1 Introduction

The power ampli�cation of amplitude modulated RF signals is asso-
ciated with the linearity-e�ciency compromise [92], [93].

If the ampli�er is used at the linear region, its e�ciency will be
far from the maximum attainable e�ciency. Taking into account that
for a class A ampli�er the maximum e�ciency at saturation is 50%
and 78.5% for a class B ampli�er, even lower e�ciencies imply high
running costs [94].

However, if the ampli�er is used at its most e�cient capacity, that
is at the nonlinear region, the envelope of the input signal will be
distorted and the transmitted information might be lost.

Many solutions were proposed to reduce running costs and improve
thermal management, one of which is the e�ciency enhancement tech-
nique based on active load modulation presented by Doherty in the
year 1936 [95]. Other e�ciency enhancement solutions include the
out-phasing ampli�er proposed by Chireix [96] and the envelope elim-
ination and restoration (ERR) technique introduced by Kahn [97].

In this chapter, after a brief introduction of the classical Doherty
ampli�er functioning and a review of design alternatives to improve
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linearity, back-o� e�ciency and bandwidth of Doherty ampli�ers, the
design of a X-band Doherty ampli�er based on UMS GH25 GaN tech-
nology is described.

Special emphasis has been placed on guaranteeing the stability
of the designed circuit all throughout the design process. This has
been achieved thanks to the Multiple-Input Multiple-Output (MIMO)
pole-zero identi�cation stability analysis tool and the residue analysis
strategy introduced in Chapter 2.

3.2 The Classical Doherty Con�guration

The classical Doherty ampli�er consists of two amplifying devices, car-
rier and peaking ampli�ers, connected in parallel (Figure 3.1). By
virtue of the output combiner con�guration, the load impedance varies
depending on the input power level. This technique is also known as
active load-pull. Thanks to the active load-pull, higher e�ciency val-
ues than with classical class B ampli�ers can be achieved throughout
the 6 dB output back-o� (OBO) region (Figure 3.2).

λ/4, 50Ωλ/4, 50Ω

λ/4, 35Ω

Carrier PA

Peaking PA

INPUT

50Ω

OUTPUT

Figure 3.1: Diagram of the classical Doherty ampli�er.
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Figure 3.2: Theoretical drain e�ciencies for a class B ampli�er and a
classical Doherty ampli�er with class B carrier ampli�er and class C

peaking ampli�er.

The main component required for the active load-pull technique is
the impedance inverter λ/4 transmission line introduced at the output
of the carrier ampli�er. It must be noted that the e�ects of the phase
inversion introduced by the impedance inverter at the output of the
carrier ampli�er are canceled via the inclusion of a delay line at the
input of the peaking ampli�er.

In the following paragraphs the overall functioning of the clas-
sical Doherty ampli�er and the corresponding current, voltage and
impedance curves (Figure 3.3) are brie�y described.

At low input power, the peaking or auxiliary ampli�er is cut-o�
and appears as an open circuit. This can be achieved, as discussed in
[95], with a class C biasing of the peaking ampli�er since the input
signal is not su�cient to overcome the negative bias of the class C
peaking ampli�er. Therefore, for low input power values the carrier
or main ampli�er functions as a typical class B ampli�er with a 100 Ω
load, resulting from the two λ/4 lines connected at its output (Figure
3.1).
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Figure 3.3: (a) Theoretical carrier and peaking currents versus input
drive voltage. (b) Theoretical carrier and peaking voltages versus input
drive voltage. (c) Theoretical load impedances versus input drive voltage.

Given that a load impedance of 100 Ω is applied to the carrier
ampli�er instead of the optimal 50 Ω load, the class B carrier ampli�er
becomes maximally e�cient when the input drive is half the maximum
input drive amplitude (Vmax/2), or equivalently, at the 6 dB OBO
point. The instantaneous e�ciency at this point is therefore equal to
the maximal e�ciency of class B ampli�ers, 78.5%.

The peaking ampli�er becomes active at the 6 dB output back-o�
point and starts injecting current into the output common node. As
a result of the current injection, two e�ects can be appreciated: the
output power increases and the load seen by the carrier and peaking
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ampli�ers decreases.

Finally, at saturation, the carrier and peaking output matching
networks present 50 Ω to both ampli�ers and each ampli�er delivers
half of the system output.

3.3 Doherty Design Options

The classical Doherty approach assumes two identical devices, with
di�erent bias conditions, to work as carrier and peaking ampli�ers.
However, many alternatives to the classical Doherty con�gurations
have been proposed since 1936, some of which appear summarized in
[98], [99].

Biasing of the Peaking Ampli�er

In the classical Doherty con�guration the carrier or main ampli�er is
biased in class B whilst the peaking or auxiliary ampli�er is biased
in class C. This is the simplest method to ensure that the peaking
ampli�er will be in cut-o� for low input powers.

Nonetheless other bias conditions can be considered depending on
the power level and e�ciency required in the back-o� region. The
higher the class (D, E, F, G, S), the higher the e�ciency will be in
the back-o� region but at the cost of lower output powers and worse
linearity.

Asymmetrical Doherty Con�guration

The main drawback of class C peaking ampli�ers is that a very deep
class C bias is required for the device to remain in cut-o� until the
6 dB output back-o� point. Furthermore, perhaps the gain of such a
deep class C ampli�er might not be su�cient for a correct active-load
pull [100]. Consequently, linearity and power performances might be
degraded.
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Commonly the size of the peaking transistor is increased [101].
This way the high peak current of the peaking device is su�cient for
a correct active load-pull. This solution is known as the extended Do-
herty con�guration, the only drawback of this con�guration is that two
di�erent output matching networks must be designed for the carrier
and peaking ampli�ers, which implies a more demanding design.

Asymmetrical Power Drive

Uneven power drive is a more typical alternative (or complement)
to asymmetrical Doherty con�guration since it can also lead to the
optimal active load-impedance and there is no need of designing two
di�erent load charges [101]�[105].

In [106] two Doherty ampli�ers designed with the same transistor
size are presented, one of them has a symmetrical power drive and
the other one has an asymmetrical power drive. A �atter e�ciency
curve throughout a larger output back-o� range is obtained with the
asymmetrical power drive.

Additional O�set Lines

Additional o�set lines are often inserted in the outputs of the carrier
and peaking ampli�ers (Figure 3.4) to improve performance at lower
input powers and to optimize the load modulation [107]�[109].

With the intent of not a�ecting the behavior of the Doherty am-
pli�er at saturation, the characteristic impedance of the o�set lines is
chosen equal to the output load at saturation (50 Ω).

The length of the o�set line behind the carrier ampli�er is tuned
to provide a purely real 100 Ω load at the device drain, a condition
not generally satis�ed with a simple matching network.

The length of the o�set line behind the peaking ampli�er is set to
ensure that when turned o�, the peaking ampli�er does not in�uence
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the load seen by the carrier ampli�er. That is, to ensure that for small
input powers the output of the peaking ampli�er presents an open
circuit to the carrier ampli�er.

λ/4, 50Ωλ/4, 50Ω

λ/4, 35Ω

Carrier PA

Peaking PA

INPUT

50Ω

OUTPUT

Offset line 1

Offset line 2

Figure 3.4: Diagram of the classical Doherty ampli�er with o�set lines
included to improve performance.

Multistage Doherty Ampli�ers

The objective of adding additional ampli�er stages to the classical two-
stage Doherty con�guration is creating a smoother e�ciency charac-
teristic throughout a larger range of output back-o� power.

In [110], [111] the e�ciencies of multistage Doherty ampli�ers con-
structed with class AB carrier ampli�ers and class C peaking ampli�ers
are discussed (Figure 3.5).

Other alternatives of multistage Doherty ampli�ers include the
connection in parallel of two Doherty ampli�es: two class AB car-
rier ampli�ers and two class C peaking ampli�ers [108], or including a
power ampli�er before each one of the carrier and peaking ampli�ers
as in [112].

The main drawback of multistage Doherty ampli�ers is the added
circuit complexity and that the two-tone Third-Order Intermodulation
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Distortion (IMD3) cancellations are more sensitive than in traditional
two-stage Doherty ampli�ers. Management of bias o�sets and the
design of valid power divider combiner networks are challenging tasks
that, in reality, might not ensure the theoretical curves in Figure 3.5.
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Figure 3.5: E�ciency curves of a class B ampli�er, a two-stage Doherty
ampli�er and a three-stage Doherty ampli�er.

Adaptative Bias

Another alternative to improve the e�ciency and linearity of the Do-
herty ampli�er is the variation of the peaking ampli�ers bias depending
on the input drive level.

For small input drive values, the peaking ampli�er is biased as in a
conventional Doherty ampli�er. However, once the input drive reaches
the 6 dB output back-o� point the bias point of the peaking ampli�er
is shifted monotonically with the increasing RF drive level until the
carrier and peaking ampli�ers are biased at the same point (when the
drive level reaches its maximum value).

It must be noted that the application of this technique implies a
higher degree of complexity since it requires precise envelope detection.
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Alternatives for Larger Bandwidths

The main reason behind the bandwidth limitation of Doherty ampli-
�ers are the λ/4 impedance inverters tuned at the fundamental fre-
quency f0. Many solutions for increasing the bandwidth of Doherty
ampli�ers have been proposed [113]�[120].

The simplest solution is substituting the impedance inverting λ/4
transmission lines by equivalent networks with lumped components
(LC tank, two-fold π networks, etc.). Moreover, the size of the �nal
designs can also be reduced with the use of other equivalent circuits
for cases where the λ/4 lines are too long.

In [115] a novel output combining network, constituted of four
λ/4 transmission lines, is presented which allows the implementation
of Doherty ampli�ers with de�ned bandwidths without worsening its
performance.

Final Design Decisions

Depending on the application requirements, di�erent combinations of
the previously mentioned alternatives can be chosen for the Doherty
ampli�er design.

In the following paragraphs the decisions made when designing the
�nal Doherty ampli�er are discussed. It must be noted that one of the
main objectives for the design of this Doherty ampli�er has been to
correctly understand the functioning of the classical Doherty con�g-
uration introduced in 1936. Additionally, the design of the Doherty
ampli�er has been used as an opportunity to test the advantages of
the MIMO stability analysis introduced in Chapter 2. Thus, the �nal
design does not di�er much from the classical con�guration.

Two similar 8x150 µm transistors of the UMS GH25 GaN tech-
nology have been selected as active devices. Employing two similar
transistors is also known as the Doherty-Lite con�guration [100] which
allows a signi�cant improvement in output back-o� e�ciency whilst

71



CHAPTER 3. DESIGN OF A DOHERTY AMPLIFIER

retaining a viable and simple circuit. However, the drain e�ciency
plot of Doherty-Lite ampli�ers does not share the twin peaks of the
drain e�ciency curve of classical Doherty ampli�ers.

The lange coupler [121] has been chosen for the symmetrical power
division, mainly due to the 90◦ phase inversion it introduces to the
peaking ampli�er. This coupler multiplies the coupling between two
adjacent microstrip lines by dividing each line longitudinally into two
or more sections. Particularly the 6 �ngered microstrip lange coupler,
initially tuned at 10.95 GHz, has been designed (Figure 3.6). However
the length has been later modi�ed to tune the �nal results of the
ampli�er.

Figure 3.6: Geometry of lange coupler with 6 �ngers.

The output combiner network has been designed following the de-
sign of the classical Doherty output combiner. That is, with a λ/4
transmission line and additional o�set lines to improve e�ciency at
the output back-o� and optimize the active load-pull. Therefore, no
additional measures have been taken into account to achieve a high
bandwidth.

To improve linearity without loosing much e�ciency, a deep class
AB bias has been chosen for the carrier ampli�er instead of the classical
class B bias.

Finally, a deep class C bias has been selected for the peaking am-
pli�er. However, not as deep as in the classical Doherty ampli�er since
the peaking ampli�er turns on before the 6 dB output back-o� point.
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Hence, a correct active load pull has been achieved at the central fre-
quency of 10.95 GHz (Figure 3.7).
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Figure 3.7: Simulated load impedances versus input drive of the �nal
design at the fundamental frequency f0 = 10.95 GHz.

3.4 MIMO Pole-Zero Stability Analysis

Due to the multistage con�guration of the Doherty ampli�er, the
MIMO pole-zero stability analysis introduced in Chapter 2 can be
used to perform a systematic stability analysis of the circuit. In order
to do so, four observation ports that consist of the gate and drain
nodes of the carried and peaking ampli�ers of the Doherty design are
de�ned, as indicated in Figure 3.8.
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λ/4, 50Ω

λ/4, 35Ω

Carrier PA

Peaking PA

INPUT

50Ω

OUTPUT

MN

MN

MN

MN
50Ω

Figure 3.8: Four observation nodes are considered for the MIMO
pole-zero stability analysis, corresponding to the gate and drain nodes of

the transistors of the carrier and peaking ampli�ers.
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3.4.1 Small-Signal Analysis

As a �rst step, an AC simulation is carried out in Advanced Design
System (ADS ) [59] for the nominal bias conditions of the ampli�er,
VG_carrier = −3.5 V , VD_carrier = 25 V , VG_peak = −4.95 V and
VD_peak = 25 V . In order to obtain the closed-loop impedance re-
sponses for the systematic MIMO stability analysis, a small-signal
current source is sequentially introduced to the previously mentioned
four nodes. The simulated four frequency responses are plotted in
Figure 3.9.
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Figure 3.9: Magnitude and phase curves of four impedance type
frequency responses obtained for nominal bias conditions.

Next, a small-signal MIMO identi�cation of the frequency responses
in Figure 3.9 is carried out and a pair of complex conjugate unstable
poles is detected at 2.23 GHz as shown in Figure 3.10a.

Thanks to the created MIMO stability analysis tool that identi�es
multiple frequency responses with the same denominator, a residue
analysis can be carried out to determine the location of the unstable
feedback loop and to detect the optimum region for stabilization.

As can be determined from Figure 3.10b, the ρ factors associated
to the nodes of the carrier ampli�er are several orders of magnitude

74



3.4. MIMO POLE-ZERO STABILITY ANALYSIS

higher that those associated to the nodes of the peaking ampli�er.
That is, the critical nodes for the identi�ed unstable poles are the
gate and drain observation ports of the carrier ampli�er.
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Figure 3.10: (a) Poles of the ampli�er biased at nominal conditions. (b)
Residue analysis of unstable poles at 2.23 GHz indicating that the

instability is at the carrier ampli�er.

As a result, the bias paths of the carrier ampli�er are selected for
stabilization. Given that the oscillation is a low frequency oscillation,
it can be eliminated by increasing the value of the Rstab_carrier resistor
in the gate bias path of the carrier ampli�er signaled in Figure 3.11a.

By applying the small-signal stabilization methodology introduced
in Section 1.4, the Rstab_carrier resistor value required to stabilize the
circuit can be determined. The e�ects of introducing a resistor in
series at the mentioned branch can be predicted from introducing a
small-signal voltage source in series at the mentioned branch and ap-
plying a root-locus analysis to the identi�ed transfer function (pro-
portional action). Indeed, it is determined that a minimum resistor of
Rstab_carrier = 2 Ω is required for stabilization (Figure 3.11b).

An additional parametric analysis varying the value of Rstab_carrier

has also been carried out in ADS, and as can be seen Figure 3.11b,
the results obtained with the two methodologies correlate completely.
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Figure 3.11: (a) Layout of the �nal design signaling the gate resistor of
the carrier ampli�er. (b) Root loci for a voltage source introduced at the
gate bias of the carrier ampli�er. The unstable poles leave the right-hand

side of the s plane for Rstab_carrier = 2 Ω. Superimposed is the pole
evolution resulting from a parametric stability analysis varying a
stabilization resistor at the gate of the carrier ampli�er (crosses).

Finally, to guarantee a higher stability margin, a resistor value of
Rstab_carrier = 10 Ω has been chosen to stabilize the circuit. Lastly, it
must be noted that the inclusion of this stabilization resistor does not
a�ect the performance of the ampli�er.

Once the instability present for nominal bias conditions has been
stabilized, the small-signal stability of the ampli�er versus variations
of the bias conditions is analyzed.

No instability is detected for variations of the drain bias (from 0 V
to 25 V ) or the gate bias (from −6 V to 0 V ) of the carrier ampli�er.
However, an instability is detected when varying the gate bias of the
peaking ampli�er VG_peak from −3 V to −1 V as shown in Figure 3.12.

In order to determine the origin of the identi�ed unstable poles,
a MIMO pole-zero analysis is carried out for a gate voltage bias of
VG_peak = −1 V . A pair of unstable complex conjugate poles are
detected at 2.4 GHz as shown in Figure 3.13a.
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Figure 3.12: Poles resulting from a parametric stability analysis varying
the gate voltage of the peaking ampli�er VG_peak from −3 V to −1 V .

By carrying out the residue analysis introduced in Section 2.4 for
the unstable poles identi�ed at 2.4 GHz with the MIMO identi�cation
tool, the critical nodes can be determined.
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Figure 3.13: (a) Poles of the ampli�er biased at nominal conditions for
the carrier ampli�er and VG_peak = −1 V . (b) Residue analysis of unstable
poles at 2.4 GHz indicating that the instability is at the peaking ampli�er.

As shown in Figure 3.13b, the ρ factors associated to the input and
output nodes of the carrier ampli�er are several orders of magnitude
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lower than those associated to the nodes of the peaking ampli�er.
Therefore, from the analysis of the ρ factors it is concluded that the
unstable feedback loop is at the peaking ampli�er.

Due to the low frequency of the oscillation, theRstab_peak resistor on
the gate bias path of the peaking ampli�er is selected for stabilization
(Figure 3.14a).

Applying a root-locus analysis at the mentioned branch, it is de-
termined that a stabilization resistor of Rstab_peak = 2 Ω is su�cient
to stabilize the circuit, as shown in Figure 3.14b.
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Figure 3.14: (a) Layout of the �nal design signaling the gate resistor of
the peaking ampli�er. (b) Root loci for a voltage source introduced at the
gate bias of the carrier ampli�er. A stabilization resistor of Rstab = 2 Ω is
su�cient to stabilize the circuit. Superimposed is the pole resulting from

introducing a 20 Ω at the gate of the peaking ampli�er (dot).

However, a Rstab_peak = 20 Ω resistor has �nally been selected to
stabilize the circuit. Once more, it must be noted that the inclusion
of this stabilization resistor does not a�ect the performance of the
ampli�er.
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3.4.2 Large-Signal Analysis

After a thorough small-signal stability analysis, multiple large-signal
stability analysis tests have been performed to guarantee the stability
of the ampli�er under large-signal excitations. The ampli�er is stable
for all the conducted tests, varying parameters such as input frequency,
input power and bias.

Alarmingly, a pair of very resonant complex conjugate stable poles
are also detected at the input frequency of f0 = 10.95 GHz, mainly
for high input power values (Figure 3.15). Given that the detection
of poles at f0 often leads to the apparition of oscillations that can
even destroy the ampli�er [122], a thorough analysis around the fun-
damental frequency has been carried out. The obtained results and
conclusions are summarized in the next section.

The most resonant poles resulting for a parametric MIMO stability
analysis varying the input power are plotted in Figure 3.15. In addition
to the mentioned very resonant poles at f0, a couple of critical complex
conjugate poles close to the Y axis are identi�ed at 2.6 GHz and
6.3 GHz. However, the critical poles move towards the left-hand side
of the s plane for increasing values of the input power.
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Figure 3.15: Poles resulting from a parametric stability analysis varying
the gate voltage of the peaking ampli�er.
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Additional Monte Carlo analyses have also been carried out for
input powers Pin = 0 dBm and Pin = 29.8 dBm varying the values
of the components of the UMS library within their tolerance margins
and no unstable poles are identi�ed (Figure 3.16).

Firstly, a Monte Carlo analysis for input power Pin = 0 dBm has
been carried out, because the most critical poles are closest to the Y
axis for this input power value. As can be seen in Figure 3.16a no
unstable poles are detected for the large-signal Single-Input Single-
Output (SISO) Monte Carlo analysis carried out with 100 iterations.

Next, an equivalent Monte Carlo analysis is carried out for Pin =
29.8 dBm, input power value for which the ampli�er is saturated.
Similarly, and as shown in Figure 3.16b, no unstable poles are detected.
However, it should be noted that even if they are always stable, the
set of very critical poles at f0 are also detected in the second Monte
Carlo analysis.
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Figure 3.16: Poles resulting from the large-signal Monte Carlo analysis
with 100 iterations for input power (a) Pin = 0 dBm. (b) Pin = 29.8 dBm.

Thus, setting aside the critical poles at f0 that are discussed at
length in the following section 3.5, the stability of the �nal design has
been ensured.
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3.5 Resonant Poles at the Fundamental

Frequency

As mentioned previously, mainly for high input power values, a pair
of very resonant stable poles, quasi-compensated by zeros, have been
detected at the input frequency of f0 = 10.95 GHz (Figure 3.17a).

Due to their proximity to the Y axis and the possibility of them
crossing to the unstable region of the s plane for variations of a pa-
rameter of the ampli�er (for example, bias conditions or aging of the
electronic components), these poles are considered, in principle, as
critical poles. Consequently, a thorough analysis has been carried out
to determine their origin.
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Figure 3.17: Stability analysis of the ampli�er for Pin = 20 dBm,
f0 = 10.95 GHz and nominal bias conditions. (a) Pole-zero diagram where

a critical stable pole-zero quasi-compensation is detected at
f0 = 10.95 GHz. (b) Magnitude and phase curves where a small

magnitude peak and phase jump is appreciated at f0 = 10.95 GHz.

A clear but small resonance peak is visible at the magnitude and
phase curves obtained around f0 = 10.95 GHz for the frequency re-
sponse obtained by introducing a small-signal probe at the output of
the carrier ampli�er (Figure 3.17b). However, similar resonant peaks
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are obtained for high input powers at di�erent nodes of the ampli�er.
Therefore, it is concluded that the poles identi�ed at f0 are physical
poles and not the results of overmodeling.

In order to identify the critical nodes or branches of the poles at
f0, a MIMO pole-zero stability analysis is carried out. Eight frequency
responses are obtained by introducing small-signal current and voltage
sources sequentially at the input and output observation ports of both
transistors.

The poles at f0 appear quasi-compensated by zeros for all the an-
alyzed observation ports, or equivalently, all the calculated ρ factors
for the poles at f0 are below 1 as shown in Figure 3.18. Other addi-
tional observation ports have also been analyzed but similarly as for
the previously identi�ed frequency responses, none of them detect the
poles at f0 with high observability and controllability, i.e. with a high
value of the ρ factor.
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Figure 3.18: The residue analysis of stable poles at f0 indicates that the
poles are not detected clearly (ρ > 1) at any of the analyzed nodes.

To discard that the matching networks are the cause of the appari-
tion of the poles at f0, a simple cell consisting of a single transistor,
ideal DC block capacitances, ideal DC feed inductances and 50 Ω
source and load impedances is analyzed (Figure 3.19a).
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The same stable quasi-compensated poles are detected at f0 from
the frequency response obtained by introducing a small-signal current
source at the output node of the transistor of the simple cell and
varying the input power Pin from 5 dBm to 15 dBm (Figure 3.19b).
Therefore, it is concluded that the poles at f0 are a result of the model
of the transistor and not particular to the Doherty ampli�er design.
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Figure 3.19: Schematic of the simple cell with a single UMS GH25
8x150 µm transistor and ideal components. (b) Pole-zero diagram of the
large-signal parametric analysis varying the input power Pin from 5 dBm

to 15 dBm.

It should be noted that the imaginary part of the quasi-compensated
poles and zeros is always equal to the input frequency f0, whichever its
value and the observation port under analysis. Additionally, a set of
very quasi-compensated poles are also detected at 2f0 (Figure 3.19b).
These two results, and the fact that the very resonant poles at f0 and
2f0 appear for increasing values of Pin, would be coherent with the
poles at f0 being the Floquet repetitions of a stable real pole.

Indeed, a real pole and a real zero with small real parts are iden-
ti�ed in an AC analysis of the previously mentioned ideal cell (Figure
3.20). Additionally, the real poles and zeros that are identi�ed in an
harmonic-balance analysis for Pin = −15 dBm to Pin = 15 dBm are
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also plotted in di�erent shades of blue in Figure 3.20. As indicated in
Figure 3.20, the critical real poles depart from the pole obtained in the
AC analysis and move leftwards for increasing values of Pin. Still, all
the real poles in Figure 3.20 have very small real parts. Consequently,
Floquet exponents associated to these real poles will appear around f0
and very close to the imaginary axis when a large-signal input drive
is applied (Figure 3.19b).
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Figure 3.20: Identi�ed real poles and zeros resulting from the small-signal
analysis (black) and real poles and zeros resulting from a periodic
large-signal analysis varying the input power Pin from −15 dBm to

15 dBm.

Note that, by default, the MM_stab tool does not plot the real
poles in the pole-zero map because they are not resonant. However,
in this case, the option for plotting all the poles (resonant and non-
resonant) has been chosen to visualize the real poles.

The origin of these real poles has to be linked to the RC networks
used to model the thermal behavior or the trapping e�ects of the
transistor. Since access to the model of the UMS library is restricted,
there is no way of knowing the particular values and topology of these
low frequency networks. However, the thermal origin of these poles
can be con�rmed by activating and deactivating the thermal model
of the transistor. When varying the temperature with the thermal
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model of the transistor enabled, the real part of the critical poles
varies (Figure 3.21a). But when the thermal model is deactivated,
and the temperature is varied as before, the real poles do not move
(Figure 3.21b). Consequently, one could conclude that these real poles
do indeed model the thermal performance of the transistor.
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Figure 3.21: Identi�ed real poles resulting from varying the temperature
speci�cation of the transistor with the thermal model (a) enabled, (b)

disabled.

In conclusion, any design that includes transistor models with ther-
mal modules modeled with RC networks (low dynamics) will have real
poles with small real parts and thus their Floquet exponents might ap-
pear at f0 and its harmonics for high input powers.

3.6 Final Design Characteristics

Finally, a stable Doherty ampli�er at the fundamental frequency of
f0 = 10.95 GHz and with a bandwidth of BW = 500 MHz has been
obtained. The dimensions (4.90 x 4.95mm) of the �nal layout are
shown in Figure 3.22.

The output power at saturation of the designed Doherty ampli�er
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at the central frequency f0 = 10.95 GHz is of 37.5 dBm (Figure 3.23a)
with a gain of 8 dB (Figure 3.23b).
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Figure 3.22: Layout of the �nal design
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Figure 3.23: (a) Pin-Pout curves for a single AB cell ampli�er and the
Doherty ampli�er at 10.7 GHz, 10.95 GHz and 11.2 GHz. (b) Gain
curves for a single AB cell ampli�er and the Doherty ampli�er at

10.7 GHz, 10.95 GHz and 11.2 GHz.

Concerning the gain of the ampli�er, between the 6 dB output
back-o� point and saturation, the variation between the gain at fre-
quencies 10.7 GHz, 10.95 GHz and 11.2 GHz rests smaller than
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0.5 dB. However, a higher di�erence exists at the linear region where
the gain at 10.7 GHz is 10.7 dB whilst at 11.2 GHz it takes the value
of 9.4 dB.

This being said, from Figure 3.23 we can conclude that the gain
of the Doherty ampli�er is lower than the gain of a single class AB
cell. However, a higher saturation power is obtained with the Doherty
ampli�er.

High e�ciency values have been obtained as can be veri�ed in
Figure 3.24.
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Figure 3.24: (a) Drain e�ciency versus input power at f0 = 10.95 GHz.
(b) Drain e�ciency versus input frequency at the 6 dB output back-o�

point and at saturation.

In saturation, the drain e�ciency of the Doherty ampli�er for the
input frequency of 10.95 GHz is 61.7%, which as expected is practi-
cally equal to the e�ciency at saturation of a single class AB cell with
a 50 Ω load.

The major improvement, with respect to the drain e�ciency of the
single class AB cell, is obtained at the 6 dB output back-o� point and
a bit beyond. At the 6 dB output back-o� point the drain e�ciency of
the Doherty design at 10.95 GHz is 46.2%, whilst the drain e�ciency
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of the class AB cell for the same input frequency is 12.4 percentage
points smaller.

It should be noted that the e�ciency gain, with respect to the class
AB ampli�er, at the 6 dB output back-o� point can be appreciated
for all the frequencies in the 500 MHz bandwidth (Figure 3.24b).
The drain e�ciency improvement with respect to the class AB cell
at 11.2 GHz is considerably lower than at the central frequency (6.6
percentage points higher) and it is a bit higher at 10.7 GHz (13.3
percentage points higher).

A summary of the experimental characteristics of state of the art
X-band Doherty ampli�ers are given in Table 3.1.

Table 3.1: Summary of experimental X-band PA performance.

Ref. Freq (GHz) Pout(W ) Gain (dB) µSAT (%) µOBO(%)

[104] 10 4 9.2 57 48
[123] 17 0.3 8 44 30
[124] 21-24 5 17 43 26
[125] 23-25 1.2 12.5 38 20
[126] 14.6 4 7 40 28

It must be noted that, in comparison with the state of the art
experimental results, a higher output power with considerably more
e�ciency has been obtained in simulation for the �nal design. How-
ever, the size of our �nal design is generally larger and the gain in
saturation is some points smaller. This could be overturned with the
inclusion of another ampli�cation stage with high gain at the input of
the Doherty ampli�er but at the cost of reducing the e�ciency of the
complete design.
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3.7 Conclusions

In this chapter the design process of a stable Doherty ampli�er has
been described.

To begin with, the theory behind the classical Doherty ampli�er
has been de�ned, and the multiple possible alternative design con�g-
urations have been brie�y introduced.

Given that the main objective of the design consisted of under-
standing the functioning of the classical Doherty power ampli�er and
applying the MIMO stability analysis methodology and tool intro-
duced in Chapter 2, the �nal design con�guration chosen does not
di�er much from the classical Doherty.

Many challenges regarding stability have been found in the small-
signal and large-signal MIMO stability analysis tests carried out.

Firstly, two low-frequency small-signal instabilities have been cor-
rectly identi�ed and their critical nodes have been determined using
the residue analysis and ρ factor introduced in Chapter 2. Once the
critical nodes have been determined, the instabilities have been sta-
bilized by introducing stabilization resistors at the gate bias paths of
both the carrier and peaking ampli�ers.

Despite not having found any large-signal instabilities when vary-
ing the input power, the input frequency, the bias conditions and in
Monte Carlo analyses, a pair of very resonant poles at the fundamental
frequency f0 have been constantly identi�ed. Commonly, designs with
poles that are very close to the Y axis (very resonant poles) are said
to have low stability margins and thus a thorough analysis should be
carried to reduce the chances of them possibly crossing for variations
of a parameter of the circuit.

After extensive tests, the origin of the poles at f0 has been deter-
mined. Commonly the transistor models include low-frequency net-
works to model the performance of the transistor versus temperature.
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Consequently, all the transistor models that model the temperature
functioning with low-frequency networks, that is with real poles with
small real parts, may present their Floquet exponents at the fun-
damental frequency and its harmonics for increasing values of input
power.

Therefore, as demonstrated in this chapter, in order to determine
whether the pair of very resonant poles at f0 appear due to the tem-
perature modeling of the transistor, the designer can carry out the
following steps. First, he or she should determine if the very resonant
poles at f0 are detected clearly (not quasi-compensated by zeros) at
any of the observation ports of the circuit. If not, the problem should
be simpli�ed and only the transistor should be analyzed. Lastly, the
designer should focus on detecting the possible real poles that model
the temperature and are the origin of the Floquet exponents that ap-
pear at f0.

Finally, and once the stability of the �nal design is guaranteed, the
e�ciency, output power and gain characteristics of the �nal design
have been stated. At saturation and for an input frequency of f0 =
10.95 GHz an output power of 37.4 dBm with a gain of 8 dB and a
drain e�ciency of µSAT = 61.7 % have been simulated. Additionally,
and as expected for a Doherty ampli�er, high e�ciency have also been
obtained at the 6 dB OBO point µ6dB_OBO = 46.2 %.
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4 | Circuit Stabilization for
Large-Signal Operation

4.1 Introduction

Due to the inherent nonlinear behaviour, RF power ampli�ers have a
tendency to generate spurious signals of autonomous nature that show
up with variations of the input drive signal, such as, the power level
or the frequency. Once the oscillation is detected, the designer must
implement e�ective stabilization solutions that result in the smallest
possible impact on the performances of the circuit.

Finding the appropriate values and locations for stabilization for
multistage power ampli�ers is, in general, an unsystematic trial and
error procedure. Consequently, this process often involves the exe-
cution of a considerable number of parametric mixer-mode harmonic
balance simulations that can be particularly time-consuming.

The systematic small-signal stabilization methodology for multi-
transistor circuits introduced in [61] can be applied to determine the
location and value of the stabilization networks required to stabilize
a microwave ampli�er with an instability at the DC or small-signal
regime. The evolution of the closed-loop poles versus variations of
the stabilization parameter can be predicted by applying standard
techniques of linear control theory to a Single-Input Single-Output
(SISO) closed-loop transfer function obtained at a given observation
port of the circuit, without the need of further simulations.
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However, the approach in [61] is not applicable for instabilities
detected in the periodic large-signal regime that are function of the
periodic input drive signal. As discussed in Chapter 1, stability analy-
ses that are carried out in the presence of a periodic input drive signal
require the linearization of the periodic steady state. And the Periodic
Linear Time-Varying (PLTV) system resulting from the linearization
cannot be represented by a single SISO transfer function.

The Harmonic Transfer Function (HTF ) matrix, introduced by
Wereley in [127], is capable of relating the multiple frequencies of an
input signal to the multiple frequencies of the output signal of a PLTV
system [128], [129]. Thanks to the matrix structure of the HTF ma-
trix, it can be used to de�ne a large-signal stabilization methodology
capable of calculating the evolution of the poles of a closed-loop PLTV
system.

It should be noted that, a necessary condition to apply the stabi-
lization approach in [61] is that the variations of the control param-
eter do not a�ect the dc steady state (�xed by the bias conditions).
In general, ensuring this condition for the large-signal regime is more
di�cult. However, there are a number of conditions for which stabi-
lization parameters have little or no e�ect on the large-signal steady
state under analysis.

In this chapter a generalization of [61] to the periodic large-signal
regime, based on the HTF matrix, is proposed. With the proposed
technique, the evolution of a set of critical poles for variations of a sta-
bilization parameter can be predicted without the need of performing
further time consuming nonlinear simulations.

The Multiple-Input Multiple-Output (MIMO) pole-zero identi�ca-
tion methodology and tool introduced in Chapter 2 is indispensable to
generalize [61] to the periodic large-signal regime, since a tool capable
of identifying multiple frequency responses with the same set of poles
is required to construct the HTF matrix.
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As a �nal note, large-signal harmonic balance simulations can be
quite time-consuming, especially when the harmonic balance algo-
rithm faces di�culties to reach the convergence conditions or even
runs into converge errors that abort the simulation completely. One
might also run into convergence issues, depending on the convergence
options set for the harmonic balance simulation and the nonlinear
characteristics of the system under analysis. Therefore, any alterna-
tive that speeds-up the stabilization analysis is advantageous. Under
some circumstances, the methodology proposed in this chapter can be
faster than the common alternative of carrying out parametric mixer-
mode harmonic balance simulations in the Advanced Design System
(ADS) circuit simulation software [59], whilst guarantying the same
degree of precision.

4.2 Harmonic Transfer Function

As discussed in Chapter 1, when an exponential signal is introduced
to a PLTV system, an in�nite number of intermodulation products
will appear at the output signal. Consequently, a single SISO transfer
function is unable to capture the signal transfers from the di�erent
sidebands of the output and input signals [130].

In [127] a matrix transfer function for mapping the signal transfers
for PLTV systems, called the Harmonic Transfer Function (HTF ),
is introduced. This approach considers the signal content in each
sideband as a separate and independent input. Thus, a Single-Input
Single-Output (SISO) PLTV system can be modeled as a MIMO Lin-
ear Time Invariant (LTI) system.

Let us consider a nonlinear system described by the following state-
space equation:

ẋ = f(x) (4.1)
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The x variable in (4.1) is the state vector and f is a continuous
and in�nitely derivable function.

Let us denote xo(t) a periodic solution of (4.1), with period T =
1/f0, and ξ(t) a small-signal perturbation around xo(t). The lineariza-
tion of the system dynamics around the periodic solution is given by
the PLTV system in (4.2) where G(t) = Jf(xo(t)) is the Jacobian
matrix evaluated along the periodic solution xo(t).

ξ̇ = G(t)ξ(t) (4.2)

To obtain an input/output representation of the linearized system,
an input vector u(t) is introduced in (4.2) and the system output y(t)
is de�ned as a linear combination of the state variables (4.3).

ξ̇ = G(t)ξ(t) + B(t)u(t)

y(t) = C(t)ξ(t) + D(t)u(t)

(4.3)

Note that G(t), B(t), C(t) and D(t) are periodic with the same
period T as the periodic solution xo(t).

As discussed in Chapter 1, the test input signal u(t) introduced
to the linearized system consists of the complex exponential signal in
(4.4).

u(t) = U0e
st (4.4)

However, a PLTV system relates the input signal in (4.4) to the
many intermodulation products at s+jkω0 of the output signal. That
is, the output signal of a PLTV system is an Exponentially Modulated
Periodic (EMP) signal that can be expanded as a Fourier series of a
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periodic signal with a fundamental frequency of f0, modulated by a
complex exponential signal [129]:

y(t) = est
∑
k∈Z

Y ke
jkω0t =

∑
k∈Z

Y ke
skt (4.5)

where t > 0, sk = s+ jkωo, and s ∈ C.

Consequently, and in order to correctly formulate the matrix for-
malism, the input signal should also be de�ned as an EMP signal (4.6)
[127].

u(t) =
∑
k∈Z

Uke
skt (4.6)

And if the u(t) input signal is an EMP signal, the state space vector
ξ(t) is also an EMP signal (4.7).

ξ(t) =
∑
k∈Z

ξke
skt (4.7)

Since the input and output signals are EMP signals, a linear trans-
fer function matrix can be de�ned to relate the input (4.6) and out-
put (4.5) signals, which is known as the Harmonic Transfer Function
(HTF ).

In order to de�ne the HTF matrix, the G(t), B(t), C(t), D(t)
matrices in (4.3) must be expanded as Fourier series:

G(t) =
∑
k∈Z

Gke
jkω0t B(t) =

∑
k∈Z

Bke
jkω0t

C(t) =
∑
k∈Z

Cke
jkω0t D(t) =

∑
k∈Z

Dke
jkω0t

(4.8)
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Expanding (4.3) in terms of the previously de�ned Fourier series
in (4.5), (4.6), (4.7) and (4.8), the following system of equations is
obtained:

∑
k

skξke
skt =

∑
k

(∑
m

Gk−mξm +
∑
m

Bk−mUm

)
eskt

∑
k

Y ke
skt =

∑
k

(∑
m

Ck−mξm +
∑
m

Dk−mUm

)
eskt

(4.9)

The principle of harmonic balance implies that these equations
must be ful�lled for each frequency, sk. Therefore, equation (4.9) can
be rewritten compactly by matching the Fourier coe�cients:

sξ = (Ĝ−N )ξ + B̂U

Y = Ĉξ + D̂U

(4.10)

where the ξ, U and Y variables in equation (4.10) are in�nite vec-
tors consisting of Fourier coe�cients, the Ĝ, B̂, Ĉ and D̂ matrices
are Toeplitz matrices of the Fourier coe�cients (4.11) and N is the
diagonal matrix de�ned in (4.12).

Ĝ =


. . .

...
...

...
...

. . . G0 G−1 G−2 . . .

. . . G1 G0 G−1 . . .

. . . G2 G1 G0 . . .
...

...
...

...
. . .

 (4.11)

N = blkdiag {jkω0I} (4.12)
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The HTF matrix is de�ned as the matrix that relates the U side-
bands of the input signal and the Y sidebands of the output signal of
the PLTV system in (4.10):


. . .
Y −1
Y 0

Y 1

. . .

 = HTF (s)


. . .
0
U0

0
. . .

 (4.13)

and can be derived from (4.10) as follows:

HTF (s) = Ĉ(sI − (Ĝ−N ))−1B̂ + D̂ (4.14)

Given that each element of the HTF matrix models the relation
between a particular sideband of the input signal and a particular
sideband of the output signal, the HTF matrix is an in�nite matrix
with the structure in (4.15):

HTF (s) =


. . .

...
...

...
...

. . . H0 (s− jω0) H−1 (s) H−2 (s+ jω0) . . .

. . . H1 (s− jω0) H0 (s) H−1 (s+ jω0) . . .

. . . H2 (s− jω0) H1 (s) H0 (s+ jω0) . . .
...

...
...

...
. . .

 (4.15)

The poles of the HTF matrix determine the stability of the PLTV
system and can be obtained from solving (4.16).

det(sI − (Ĝ−N )) = 0 (4.16)
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It must be noted that, as mentioned in [127], the HTF matrix
is an in�nitely dimensional matrix, but in practice, not all in�nite
elements are considered. Often, the matrix is truncated and only a
selection of 2NH + 1 signi�cant sidebands are considered: the −NH
negative sidebands, the zero element and the NH positive sidebands.
The implication is that if su�cient sidebands are considered when
constructing the HTF matrix, the e�ects of the truncation can be
discarded.

As demonstrated in this section, the HTF matrix is a general for-
mulation that serves to relate the in�nite sidebands of an input/output
representation of a PLTV system. It has widely proven its applicability
for studying periodic systems of all types such as, rotors of helicopters
[131]�[133], xerographic printers [134], wind turbines [135]�[137] and
inverted locomotives [138], [139].

It should be noted that the HTF matrix is equivalent to the con-
version matrix, which is typically used in microwave circuit analysis.
The conversion matrix is used to linearize the nonlinear elements of a
circuit around a periodic large-signal steady state [4], [77].

4.3 Feedback of the Harmonic Transfer

Function

For stabilization of DC or small-signal instabilities, standard linear
control theory techniques can be easily applied to a SISO transfer
function that relates a small-signal input signal U(s) at fs to the small-
signal output signal Y (s) also at fs (Figure 4.1a) [61]. This way, from
a single transfer function one can determine whether the inclusion of a
negative feedback to the system provides a stable closed-loop system.

However, direct root-locus tracing is not applicable for predicting
the e�ects of the stabilization networks for instabilities at the periodic
large-signal regime due to the PLTV nature of the system resulting
from the linearization of the periodic large-signal regime.
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Figure 4.1: Block diagram of (a) a closed-loop control system of a LTI
system. (b) a closed-loop control system of a PLTV system.
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A valid alternative to the root-locus analysis for the periodic large-
signal regime consists of analyzing the poles of the closed-loop system
in Figure 4.1b, for di�erent stabilization networks. This way, the pole
evolution of the closed-loop system versus variations of a stabilization
parameter can be predicted.

As shown in Figure 4.1b, the MIMO nature of the calculus must be
respected when applying a negative feedback K(s) to the open-loop
system de�ned by the HTF matrix. That is, the multiple sidebands
must be taken into account when calculating the closed-loop system.

The feedback transfer function matrix K(s) can be de�ned, in gen-
eral, as to a�ect each frequency sideband di�erently.

K(s) =


. . .

...
...

...
...

. . . k0(s− jω0) k−1(s) k−2(s+ jω0) . . .

. . . k1(s− jω0) k0(s) k−1(s+ jω0) . . .

. . . k2(s− jω0) k1(s) k0(s+ jω0) . . .
...

...
...

...
. . .

 (4.17)

For the large-signal regime, the closed-loop system in Figure 4.1b
can be represented by the HTFcl(s) closed-loop transfer function ma-
trix that relates the small-signal input signal U(s) and the output
signal Y (s) as follows:

HTFcl(s) =
Y (s)

U(s)
= [I +HTF (s)K(s)]−1HTF (s) (4.18)

It should be noted that in order to apply the feedback analysis,
one must ensure that the inclusion of a stabilization network in the
presence of the input drive signal does not alter the periodic large-
signal steady state [61]. In general, this is more di�cult to ensure for
the large-signal regime than for the DC regime.
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Nonetheless, there are a number of cases for which the variations of
the stabilization parameter have little or no e�ect on the large-signal
steady state under study. One case corresponds to the inter-branch
resistors introduced to stabilize odd-mode instabilities in ampli�ers
with power-combined topologies (Figure 4.2a). A second case concerns
the low-frequency instabilities associated to a gain expansion versus
input power that are often stabilized introducing stabilization resistors
in series with capacitances in the bias paths (Figure 4.2b).
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Figure 4.2: Illustration of (a) inter-branch resistors introduced to stabilize
odd-mode instabilities in multistage ampli�ers with power combining
structures. (b) a stabilization resistor introduced in series with a

capacitance in the bias path to eliminate low frequency oscillations.

In order to stabilize the previously mentioned two cases, a stabi-
lization resistor is connected in parallel or series at a given node or
branch of the circuit. In both cases, the applied proportional feedback
transfer function K(s) is therefore a constant and diagonal matrix:

K(s) =


. . .

...
...

...
...

. . . k 0 0 . . .

. . . 0 k 0 . . .

. . . 0 0 k . . .
...

...
...

...
. . .

 (4.19)
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4.3.1 Parallel Connection of a Stabilization

Resistor

Let us �rst analyze the case of the parallel connection of a stabilization
resistor Rstab at node n (Figure 4.3a). As mentioned previously, by
applying standard linear control theory techniques to the HTF n(s)
matrix obtained at node n, the evolution of the poles of the closed-
loop system HTF n

cl(s) versus variations of the stabilization resistor
Rstab can be obtained.

The HTF n(s) matrix consists of a matrix of transfer functions
that relates the small-signal current input u = iin(s) at fs and all the
sidebands of the voltage output y = vn(s) indicated in Figure 4.3b, as
discussed in section 4.2.

  

 

node n

 
HTFn(s) 

iin(s)

 

 
vn(s)

+

-

HTFn (s)cl

Rstab

(a)

  

 

node n

 
HTFn(s) 

iin(s)

 

 
vn(s)

+

-

(b)

Figure 4.3: (a) Parallel connection of a stabilization resistor Rstab within
an impedance stability analysis. (b) The HTFn(s) matrix obtained at

node n relates the current input signal iin(s) and all the sidebands of the
vn(s) voltage output signal.

Similar as for the DC or small-signal stabilization techniques dis-
cussed in Chapter 1, if the stabilization resistance Rstab is introduced
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in parallel, the k constant gain in (4.19) will be k = 1/Rstab:

K(s) =



. . .
...

...
...

...

. . . 1/Rstab 0 0 . . .

. . . 0 1/Rstab 0 . . .

. . . 0 0 1/Rstab . . .
...

...
...

...
. . .

 (4.20)

The block diagram of the resulting HTF n
cl(s) closed-loop system

for the parallel introduction of a stabilization resistor Rstab is shown in
Figure 4.4. The evolution of the closed-loop poles for variations of the
Rstab resistor connected in parallel can be determined by calculating
the closed-loop system in (4.18) for the particular case in Figure 4.4.
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 
+ 
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Figure 4.4: Block diagram of the a closed-loop control system resulting
from the parallel connection of a stabilization resistor Rstab.

4.3.2 Series Connection of a Stabilization Resistor

Let us now analyze the case of the series connection of a stabilization
resistor Rstab at branch b (Figure 4.5a). Once again, by applying stan-
dard linear control theory techniques to the HTF b(s) matrix obtained
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at branch b, the pole evolution of the closed-loop system HTF b
cl(s) ver-

sus variations of the stabilization resistor Rstab can be obtained.

The HTF b(s) matrix consists of a matrix of transfer functions
that relates the small-signal voltage input u = vin(s) at fs and all the
sidebands of the current output y = ib(s) indicated in Figure 4.5b, as
discussed in section 4.2.

  

  
HTFb(s) 

 
ib(s)

 

 
vin(s)

+-
  

branch b

 

Rstab

HTFb  (s)cl

(a)

  

  
HTFb(s) 

 
ib(s)

 

 
vin(s)

+-
  

branch b

 

(b)

Figure 4.5: (a) Series connection of a stabilization resistor Rstab within
and admittance stability analysis. (b) The HTF b(s) matrix obtained at

branch b relates the voltage input signal vin(s) and all the sidebands of the
ib(s) current output signal.

Similar as for the DC or small-signal stabilization techniques dis-
cussed in Chapter 1, if the stabilization resistance Rstab is introduced
in series, the k constant gain in (4.19) will be k = Rstab:

K(s) =



. . .
...

...
...

...

. . . Rstab 0 0 . . .

. . . 0 Rstab 0 . . .

. . . 0 0 Rstab . . .
...

...
...

...
. . .

 (4.21)

104



4.4. ANALYTICAL EXAMPLE

The block diagram of the resulting HTF b
cl(s) closed-loop system

for the series introduction of a stabilization resistor Rstab is shown in
Figure 4.6. The evolution of the closed-loop poles for variations of the
Rstab resistor connected in series can be determined by calculating the
closed-loop system in (4.18) for the particular case in Figure 4.6.
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Figure 4.6: Block diagram of the a closed-loop system resulting from the
series connection of a stabilization resistor Rstab.

4.4 Analytical Example

In order to illustrate the potential to predict the stabilization of a
periodic large-signal steady state by calculating the closed-loop sys-
tem from the analytical HTF matrix, the nonlinear resonator circuit
introduced in �Check the Stability: Stability Analysis Methods for Mi-
crowave Circuits� by Almudena Suarez [5] and shown in Figure 4.7
has been analyzed.

The nonlinear resonator circuit in Figure 4.7 consists of a series
connection of an input voltage source, a resistor, an inductor and a
nonlinear capacitance. When increasing the input voltage ein with a
fundamental frequency of f0 = 3 GHz, the resonant circuit exhibits
an instability of frequency division by two, f0/2 (Figure 4.8).
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L 

VC 

IL 
ein 

(t) 

R 

C (v) 

Figure 4.7: Nonlinear resonator circuit with a nonlinear capacitance
modeled as C(v) = a+ bv, with a = 1 pF and b = 0.3 pF/V , and the

element values are R = 5 Ω, L = 10 nH [5].
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Figure 4.8: Pole-zero map resulting from a parametric pole-zero stability
analysis varying the input voltage ein from 0.6 V to 2 V for the nonlinear

resonator circuit in Figure 4.7.

As shown in Figure 4.8, a critical stable pole at around 1.6 GHz
is identi�ed for small values of ein. However, the critical poles cross to
the right-hand side of the s plane at f0/2 for increasing input voltages,
ein > 1.4 V . Particularly, for ein = 1.4 V , a pair of complex conjugate
unstable poles at f0/2 are obtained, p1,2 = 2πe9(0.013± j1.5).

The circuit in Figure 4.7 can be de�ned by the equations in (4.22)
and (4.23), which are obtained from a Kirchho� analysis of the circuit:
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diL
dt

=
ein(t)

L
− R

L
iL −

vC
L

(4.22)

dvC
dt

= f(vC , iL) =
iL

(a+ 2bvC)
(4.23)

where iL is the current through the inductor, vC is the voltage across
the capacitor, the capacitance is modeled as C(v) = a + bv, with
a = 1 pF and b = 0.3 pF/V , and the element values are R = 5 Ω,
L = 10 nH.

In order to determine the steady state representation of the lin-
earized system from equations (4.22) and (4.23), we select x(t) =
[ iL(t) vC(t) ]T as the state vector. For a given input voltage ein(t),
we de�ne a periodic large-signal solution x0(t) and a small perturba-
tion around the periodic solution ξ(t) as in (4.24)

x(t) = x0(t) + ξ(t)

 iL(t)

vC(t)

 =

 iL_ps(t)

vC_ps(t)

+

 ∆iL(t)

∆vC(t)

 (4.24)

The linearization of equations (4.22) and (4.23) around the periodic
solution x0(t) = [ iL_ps(t) vC_ps(t) ]T is given by the following PLTV
system:


d∆iL(t)

dt

d∆vC(t)

dt

 = G(t)

[
∆iL(t)

∆vC(t)

]
(4.25)
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where G(t) is the Jacobian matrix evaluated around the periodic so-
lution x0(t).

G(t) = Jf(x0(t)) =


−R
L

− 1

L

∂f

∂iL

∣∣∣∣ vC_ps
iL_ps

∂f

∂vC

∣∣∣∣ vC_ps
iL_ps

 (4.26)

As mentioned previously, the principle of harmonic balance implies
that the relations in (4.25) must be ful�lled for all the harmonics of the
fundamental frequency f0. Consequently, and to simplify the calculus,
the following steps have been carried out in the frequency domain.

Firstly, the Nk and Zk Fourier coe�cients of the derivatives of
the nonlinear f(vC , iL) function in (4.23) have been determined with
respect to the steady state Vk and Ik Fourier coe�cients of vC and iL.

∂f

∂iL

∣∣∣∣ vC_ps
iL_ps

=
1

a+ 2b
∑
Vkejkω0

=
∑

Nke
jkω0 (4.27)

∂f

∂vC

∣∣∣∣ vC_ps
iL_ps

= − 2b
∑
Ike

jkω0

(a+ 2b
∑
Vkejkω0)2

=
∑

Zke
jkω0 (4.28)

Given that the Vk and Ik values can be obtained from an harmonic
balance analysis carried out in ADS [59], the Nk and Zk parameters
can be calculated by solving the two systems of equations in (4.27)
and (4.28) for the kf0 frequencies (∀k ∈ Z).

Once the Nk and Zk Fourier coe�cients are calculated, the Gk

matrix can be de�ned for each harmonic of the fundamental frequency
as follows:
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Gk =

 −RL − 1

L

Nk Zk

 ∀k ∈ Z (4.29)

In order to predict the value of the stabilization resistor, connected
in series, required to stabilize the circuit as described previously in
subsection 4.3.2, a small-signal voltage probe is introduced in series to
the circuit at branch b (Figure 4.9). For constructing the HTF matrix,
we select u(t) = vin(t) as the input signal and y(t) = ib(t), that is in
fact equal to iL(t), as the output signal.

 C (v) 

L 

ein 

(t) 

R 

Small-signal voltage probe 

u(t)=vin(t)
+-

ib(t)

Figure 4.9: Introduction of a small-signal voltage source in series between
the ein voltage source and the R resistor.

The state-space representation resulting from the introduction of
a small-signal input u(t) to the PLTV system in (4.25) is calculated
as follows:


d∆iL(t)

dt

d∆vC(t)

dt

 = G(t)

[
∆iL(t)

∆vC(t)

]
+ Bu(t)

[
y(t)

0

]
= C

[
∆iL(t)

∆vC(t)

]
+ Du(t)

(4.30)
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where the G(t), B, C and D matrices can be de�ned by their Gk, Bk,
Ck and Dk Fourier coe�cients as in equations (4.29), (4.31), (4.32)
and (4.33).

Bk =


[

1/L 0
]T

k = 0

[
0 0

]T
k 6= 0

(4.31)

Ck =


[

1 0
]

k = 0[
0 0

]
k 6= 0

(4.32)

Dk =
[

0 0
]T ∀k (4.33)

All the information required to construct the analytical HTF ma-
trix has been de�ned in equations (4.29), (4.31), (4.32) and (4.33).
Therefore, by calculating the corresponding Toeplitz matrices Ĝ, B̂,
Ĉ and D̂, the analytical HTF matrix (4.14) can be constructed.

Once the analytical HTF matrix is determined, one can predict the
evolution of the closed-loop poles for variations of the Rstab resistor
connected in series, by calculating the closed-loop system (4.18) for
di�erent values of Rstab.

However, before calculating the closed-loop system, the size of the
HTF matrix must be determined. As hinted in Section 4.2, the HTF
matrix is an in�nite size matrix but it must be truncated in order to
operate with it. For this example, precise results are obtained with an
analytical HTF matrix of size [9× 9], that is, considering four Fourier
coe�cients (NH = 4).

By applying a proportional feedback gain to the previously deter-
mined analytical HTF matrix, as discussed in subsection 4.3.2, one
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can determine the necessary value of a Rstab resistor, connected in
series with the small-signal voltage source in Figure 4.9, required to
stabilize the circuit.

The poles of the closed-loop system, calculated from the analytical
HTF matrix for Rstab = 0.5 Ω − 8 Ω, are plotted in Figure 4.10 with
crosses (x). From Figure 4.10, it is determined that a stabilization
resistor of Rstab = 5 Ω is su�cient to stabilize the circuit.
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Figure 4.10: Poles resulting from the large-signal HTF matrix feedback
stabilization with a series resistor stabilization network (x) for ein = 1.5 V .

It should be noted that this analysis will be valid provided that
the variations of the Rstab resistor do not vary the large-signal steady
state under analysis, which is not the case for this example.

In order to corroborate the accuracy of the proposed periodic large-
signal stabilization methodology, a parametric mixer-mode harmonic
balance analysis has been carrier out in ADS [59], varying the Rstab

resistor in Figure 4.11. To ensure that the periodic large-signal steady
state does not change when varying Rstab, an additional ideal �lter has
been included in parallel with the Rstab stabilization resistor as shown
in Figure 4.11. The ideal �lter ensures that the periodic large-signal
steady state does not change when varying Rstab, by presenting a short
circuit at the fundamental frequency f0 and all of its harmonics, and
an open circuit at the rest of the frequencies.
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L 

ein 

(t) 

Rstab R 

Stabiliza�on Resistor
and Ideal Filter

C (v) 

vin(s)
+-

ib(s)

Figure 4.11: Series connection of a stabilization network consisting of a
stabilization resistor and an ideal �lter. The ideal �lter ensures that the
periodic large-signal steady state does not change when varying Rstab.

The obtained admittance frequency responses have been analyzed
with theMM_stab pole-zero stability tool introduced in Chapter 2. As
can be veri�ed in Figure 4.12, the poles obtained with the two methods
appear completely superimposed. Given that the data points corre-
sponding to the poles of the closed-loop HTF matrix (x) and the �tted
poles with to the conventional pole-zero identi�cation of parametric
frequency responses (+) coincide completely, the combination of both
symbols results in an asterisk (∗) symbol.
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Figure 4.12: Pole diagram containing the poles of the closed-loop system
from the feedback analysis of the HTF matrix for variations of the Rstab

resistor (x) and the poles resulting from a conventional parametric
stability analysis varying the Rstab resistor (+) for ein = 1.5 V .
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FUNCTION FROM FREQUENCY DOMAIN IDENTIFICATIONS

4.5 Calculation of Non-Analytical

Harmonic Transfer Function from

Frequency Domain Identi�cations

In the previous sections an approach for calculating the analytical HTF
matrix has been introduced, which is based on expanding the periodic
matrices of the state-space system into Fourier series. But obviously,
calculating the analytical HTF matrix is not a realistic option for real
circuits [140], [141].

In this section a novel approach, particular for microwave applica-
tions, is described. The proposed approach is based on constructing
the HTF matrix from the results of the frequency domain identi�-
cation of impedance or admittance frequency responses, obtained by
introducing small-signal perturbations to the system linearized around
the periodic large-signal steady state.

As a starting point, we propose the utilization of the large-signal
frequency responses simulated in ADS, and mentioned in Chapter 1,
for the construction of a non-analytical HTF matrix. In the case of
the introduction of a small-signal current probe in parallel at a node i,
the obtained impedance frequency responses are of the type in (4.34).
Alternatively, a similar analysis can be carried out with a voltage
source introduced in series.

H i
0(jωs) = Zi

0(jωs) =
vi(ωs)

iin(ωs)

H i
k(jωs) = Zi

k(jωs) =
vi(kω0 + ωs)

iin(ωs)

H i
−k(jωs) = Zi

−k(jωs) =

[
vi(kω0 − ωs)
iin(ωs)

]∗
(4.34)
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The H i
k(jωs) and H

i
−k(jωs) frequency responses in (4.34) for k 6= 0

are non-Hermitian (4.35). That is, the circuit dynamics around f0 and
its harmonics do not ful�ll any symmetry conditions.

H i
k(jωs) 6= H i

k(−jωs)∗

H i
−k(jωs) 6= H i

−k(−jωs)∗
(4.35)

However, the Vector Fitting tool, and consequently the MM_stab
identi�cation tool, assumes that the frequency responses to be identi-
�ed are Hermitian. That is, Vector Fittings identi�es real coe�cients
for the identi�ed transfer functions expressed as a ratio of two poly-
nomials.

Consequently, the H i
k(s) and H i

−k(s) transfer functions obtained
with Vector Fitting from the frequency domain identi�cation of the
H i
k(jωs) and H i

−k(jωs) frequency responses in (4.34) will be Hermi-
tian. Given that the transfer functions required to construct the HTF
matrix are non-Hermitian, the identi�ed H i

k(s) and H i
−k(s) transfer

functions cannot be used to construct the HTF matrix.

In any case, a new strategy that avoids the previously mentioned is-
sue has been designed to construct the HTF matrix from the simulated
H i
k(jωs) and H i

−k(jωs) frequency responses in (4.34). The proposed
strategy consists of the following four steps:

� First, an Hermitian vector H̃i(jωs) of frequency responses is
derived from the impedance or admittance frequency responses
simulated in ADS.

� Secondly, a MIMO transfer function identi�cation of the H̃i(jωs)
vector of Hermitian frequency responses is carried out with the
MM_stab tool introduced in Chapter 2, to obtain H̃i(s).
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� Next, given that the transfer functions required to construct the
HTF matrix are the non-Hermitian transfer functions inHi(s),
the transformation to Hermitian frequency responses carried out
in the �rst step must be reversed. This is done by rearranging
the state-space matrices resulting from the MIMO identi�cation.

� Finally, the HTF matrix is constructed by shifting the elements
ofHi(s), which are the non-Hermitian transfer functions deter-
mined in the previous step, as described in equation (4.15).

The four steps of the proposed strategy are described at length in
the following paragraphs.

Firstly, a vector of Hermitian frequency responses must be derived
from the frequency responses simulated in ADS (4.34). In order to do
so, one must �rst take into account that the circuit dynamics is sym-
metric in module and anti-symmetric in phase around the 0 frequency.
That is, the H i

k and the H i
−k frequency responses for k 6= 0 ful�ll the

following condition:

H i
k(−jωs) = H i

−k(jωs)
∗ (4.36)

By transforming the H i
k(jωs) and H i

−k(jωs) frequency responses
for k 6= 0 as follows:

H̃ i
k(jωs) =

1

2
(H i

k(jωs) +H i
−k(jωs))

H̃ i
−k(jωs) =

j

2
(H i

k(jωs)−H i
−k(jωs))

(4.37)

a new set of H̃k(jωs) and H̃−k(jωs) frequency responses for k 6= 0 is
de�ned. Given (4.36), it is determined that H̃k(jωs) and H̃−k(jωs)
frequency responses for k 6= 0 are Hermitian:
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H̃ i
k(jωs) = H̃ i

k(−jωs)∗

H̃ i
−k(jωs) = H̃ i

−k(−jωs)∗
(4.38)

It should be noted that since the Hermitian H̃k(jωs) and H̃−k(jωs)
frequency responses are obtained through a linear combination of the
non-Hermitian Hk(jωs) and H−k(jωs) frequency responses, the Her-
mitian and non-Hermitian frequency responses share the same set of
poles.

As a second step, the Hermitian H̃ i
k(jωs) and H̃

i
−k(jωs) frequency

responses are reorganized as in (4.39) and a MIMO pole-zero identi-
�cation is carried out with the MM_stab tool introduced in Chapter
2.

H̃i(jωs) = [H̃ i
−NH(jωs) ... H i

0(jωs) ... H̃ i
NH(jωs)]

T (4.39)

As in the case of the analytical HTF matrix, the non-analytical
HTF matrix must also be truncated. TheNH variable in (4.39) makes
reference to the number of harmonics considered when constructing the
HTF matrix. Consequently, the dimensions of the HTF matrix will
be [2NH+1×2NH+1]. Some practical considerations for selecting a
suitable number of 2NH+1 frequency responses have been introduced
in the following subsection 4.5.1.

The MIMO identi�cation of the H̃i(jωs) vector of Hermitian fre-
quency responses, expressed in the state-space representation (4.41),
results in the vector of �tted Hermitian transfer functions in (4.40).

H̃i(s) = [H̃ i
−NH(s) ... H̃ i

0(s) ... H̃ i
NH(s)]T (4.40)
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H̃i (s) = C̃(sI − G̃)−1B̃ + D̃ (4.41)

where the G̃ and B̃ matrices contain information regarding the com-
mon set of poles identi�ed for the H̃i(s) vector of Hermitian transfer
functions. Whilst the C̃ and D̃ matrices contain information regard-
ing the residues and direct gain, respectively, of the H̃i(s) vector of
Hermitian transfer functions.

As a third step to construct the HTF matrix, the Hi(s) vector of
transfer functions (4.42) that represent the Hi(jωs) vector of origi-
nal non-Hermitian frequency responses must be determined from the
results of the MIMO identi�cation in (4.41):

Hi(s) = C(sI − G)−1B +D (4.42)

where,

G = G̃ B = B̃ (4.43)

given that the Hermitian and non-Hermitian transfer functions share
the same set of poles.

Regarding the computation of the C and D matrices, the trans-
formation to Hermitian frequency responses in (4.38) is reverted as
follows:


C0 = C̃0

Ck = C̃k − jC̃−k k 6= 0

C−k = C̃k + jC̃−k k 6= 0

(4.44)
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
D0 = D̃0

Dk = D̃k − jD̃−k k 6= 0

D−k = D̃k + jD̃−k k 6= 0

(4.45)

Once the C, G, B andD unknowns of theHi(s) vector of non-Hermitian transfer functions (4.42)
have been determined, the �nal steps to construct the HTF matrix
must be carried out.

First, the Toeplitz matrices of the C and D are to be calculated as
in (4.46) and (4.47).

Ĉ =


. . .

...
...

...
...

. . . C0 C−1 C−2 . . .

. . . C1 C0 C−1 . . .

. . . C2 C1 C0 . . .
...

...
...

...
. . .

 (4.46)

D̂ =


. . .

...
...

...
...

. . . D0 D−1 D−2 . . .

. . . D1 D0 D−1 . . .

. . . D2 D1 D0 . . .
...

...
...

...
. . .

 (4.47)

Finally, taking into account the Ĉ, G, B and D̂ matrices obtained
from processing the results of the MIMO identi�cation to equation
(4.14), the HTF matrix can be calculated as follows:

HTF (s) = Ĉ(sI − (G −N))−1B + D̂ (4.48)
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4.5.1 Practical Considerations

A software routine has been coded inMatlab [84] to construct the non-
analytical HTF matrix from the set of 2NH + 1 frequency responses
simulated in ADS. The software routine constructs the HTF matrix
by calculating the Hermitian frequency responses, carrying out their
MIMO transfer function identi�cation and readjusting the results of
the identi�cation automatically.

The main practical considerations that have been successfully tack-
led when creating the routine are summarized in this subsection.

Dimensions of the HTF matrix

As mentioned previously, the HTF matrix is an in�nite dimension
matrix in theory. But, in practice, only a set of NH harmonics must
be taken into account for a precise feedback analysis.

From an extensive empirical analysis, it has been determined that
the size of the HTF matrix required for a precise stabilization estima-
tion can be determined from comparing the magnitude of the H i

0, H
i
k

and H i
−k frequency responses simulated in ADS. As a consequence, an

empirical strategy to select NH for the non-analytical HTF matrix
has been determined.

For increasing values of k (k = 1, 2, ...) the magnitude of the Hk

and H−k frequency responses must be compared with the magnitude
of the H0 frequency response, on a frequency band of [0, kf0]. If the
conditions in (4.49) and (4.50) are ful�lled for either Hk or H−k, both
frequency responses must be taken into account when constructing the
HTF matrix.

|Hk| > |H0| or |H−k| > |H0| (4.49)
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Href =
max(|H0|) +min(|H0|)

2
− 10

max(|Hk|) > Href or max(|H−k|) > Href

(4.50)

The condition in (4.49) states that the magnitude of either the Hk

or H−k frequency responses has to be higher than the magnitude of
H0 for at least one frequency point.

Whilst the condition (4.50) states that the maximum magnitude
of either the Hk or H−k frequency responses has to be higher than a
reference magnitude Href that consists of a value 10 dB smaller than
the mean of the H0 frequency response.

Finally, the NH value required to construct the HTF matrix is
equivalent to the largest k value for which the conditions in (4.49)
and (4.50) are met. Although this is an heuristic strategy to select
the dimension of the HTF matrix, it serves to have a high level of
con�dence on the accuracy of the results.

For example, the impedance frequency responses obtained from
introducing a small-signal current source in parallel between the gate
nodes of an ampli�er with two stages connected in parallel are analyzed
in Figure 4.13.

From the corresponding magnitude curves of the Hk and H−k fre-
quency responses in Figure 4.13 the size of the HTF matrix chosen
would be NH = 3 ([7 × 7]) since all he H1, H−1, H2, H−2 and H−3
curves ful�ll both of the conditions. But the magnitude of neither the
H4 or the H−4 curves, nor the Hk and the H−k curves for k ≥ 5, meet
the conditions in (4.49) and (4.50).
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Figure 4.13: Magnitude of the frequency responses obtained with a
small-signal current source introduced in parallel. (a) H0, Href , H1 and
H−1. (b) H0, Href , H2 and H−2. (c) H0, Href , H3 and H−3. (d) H0,

Href , H4 and H−4.
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The evolution of the poles of the closed-loop system for variations
of a stabilization resistor Rstab, connected in parallel between the gate
nodes of the previously mentioned two-stage ampli�er, have been cal-
culated from the HTF matrices of di�erent sizes. The calculated pole
evolutions (x) are compared to the poles identi�ed from a conventional
parametric pole-zero identi�cation analysis (+) in Figure 4.14.
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Figure 4.14: Pole-zero map of the closed-loop system derived from the
HTF matrix for (a) NH=0. (b) NH=1. (c) NH=2. (d) NH=3.

Indeed, the pole evolutions determined from the feedback analysis
of the HTF matrices of dimensions [1×1] (Figure 4.14a), [3×3] (Figure
4.14b) and [5 × 5] (Figure 4.14c) are not accurate. Whilst increasing
the dimensions of the HTF matrix from [1× 1] to [5× 5] improves the
precision of the predicted pole evolution, the poles obtained with the
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two di�erent methods (x and +) do not match completely for any of
the mentioned dimensions.

However, if the results of the magnitude analysis are considered
and the feedback analysis is carried out with a HTF matrix of dimen-
sion [7 × 7] (NH = 3), an accurate prediction of the pole evolution
is achieved. As can be veri�ed in Figure 4.14d, the pole evolution
obtained with the feedback analysis and the conventional parametric
pole-zero analysis match completely. As in the analytical example,
given that the data points of the closed-loop HTF analysis (x) and
the parametric conventional pole-zero analysis (+) are the same, the
combination of both symbols results in an asterisk (*) symbol.

A software routine has also been coded in Matlab [84] to determine
the size of the HTF matrix required for a precise prediction of the
stabilization of a circuit using the described approach.

Visualization of the Pole Map

Two possible problems related to the visualization of the pole-zero
map might arise when analyzing the poles of the closed-loop system
derived from the HTF matrix.

Firstly, it must be noted that as a result of the subtraction of the
N matrix in (4.48), that shifts the system poles by ±kjω0, the HTF
matrix will contain the system poles and its Floquet repetitions at
±kjω0. Consequently, if the order of the MIMO identi�cation is N ,
the order of the HTF matrix will be N(2NH + 1), NH being the
number of harmonics considered for constructing the HTF matrix.

Although interpreting a pole-zero map with N(2NH+1) poles can
be complicated when N and NH take considerable values, the pole-
zero map can be simpli�ed straightforwardly thanks to the option of
plotting only the resonant poles in a �xed frequency band introduced
previously in subsection 2.3.2. By calculating the resonant poles for a
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narrow frequency band centered around the frequency of the critical
poles, the pole-zero map can be successfully simpli�ed.

Secondly, since the MIMO identi�cation of the large-band fre-
quency responses in (4.39) could have already identi�ed some of the
Floquet repetitions, the poles of the HTF matrix may contain dupli-
cated Floquet repetitions.

An additional solution and software routine to eliminate the display
of the duplicated Floquet repetitions has been foreseen. In order to
apply it, the user must externally de�ne a small reference distance
value, so that all the poles that have a zero closer than that small
reference distance are considered as pole-zero quasi-compensations.
Next, by strategically calculating the euclidean distance between all
the poles and the zeros of the closed-loop HTF matrix and comparing
them with the reference distance, the pole-zero quasi-compensations
can be determined.

Obviously, in order to apply this solution, the zeros as well as
the poles of the closed-loop HTF matrix must be calculated. This
operation can be quite time-consuming. Given that special emphasis
has been applied to optimize the run time of the routine, the detection
of pole-zero quasi-compensations is not introduced by default to the
stabilization analysis tool that has been designed.

Run Time

The two main operations that can potentially give way to slow run
times are the construction of the HTF matrix and the feedback anal-
ysis. Many steps have been carried out to speed up the mentioned
operations. Some of the applied strategies and the run time results
are summarized here.

The computer that has been used to calculate the di�erent run
times presented in this document has an Intel i5 − 4590 processor
with a processing speed of 3.3 GHz and 8 GB of RAM Memory.
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Construction of the HTF Matrix

As mentioned previously, the MIMO identi�cation tool introduced
in Chapter 2 has been used to determine the HTF matrix from the
di�erent frequency responses obtained from mixer-mode harmonic bal-
ance analyses carried out in ADS [59]. However, the automatic order
selection algorithm introduced in subsection 2.3.1 has been slightly
modi�ed as follows, in order to speed up the run time.

� First, in the original automatic order selection algorithm, the ini-
tial order for the MIMO identi�cation is set equal to the highest
number of slope changes of the analyzed frequency responses,
Ninitial = r. Since the MIMO frequency responses used to con-
struct the HTF matrix require very high orders (N), it has been
determined that for this particular application, an improved run
time maintaining the identi�cation precision is achieved when
the initial order is set to Ninitial = (NH − 1)r.

� Next, in the original automatic order selection algorithm, ev-
ery time the phase error condition is not met, the Vector Fit-
ting identi�cation is repeated with a new increased order of
N = N + 2. Given that for this application we can assume
that the order will increase considerably, it has been determined
that an improved run time maintaining the identi�cation preci-
sion is achieved when the new order for the re-identi�cation is
set to N = N + 6.

� Finally, another step that can improve the speed is to relax the
phase error tolerance (θmax) restriction for the MIMO identi�ca-
tion from 0.5◦ to 1◦, but at the risk of loosing some precision.

Feedback Analysis

Regarding the computation of the closed-loop HTF matrix and its
poles, many examples have been analyzed and it has been determined
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that the time required for these operations depends on the order of
the HTF matrix, N(2NH + 1).

The relation between the measured run time to determine the feed-
back closed-loop system and its poles, versus the order of the HTF
matrix is plotted with green squares in Figure 4.15.

The run time can thus be predicted from equation (4.51), which is
the result of a polynomial curve �tting analysis carried out with the
Curve Fitting Toolbox [142] in Matlab [84]. The precision of the �tted
function in (4.51) can be veri�ed in Figure 4.15 since the di�erence
between the experimental data (green squares) and the �tted data
(black line) is very small.

f(x) = 1.24e−9x3 + 7.29e−7x2 + 1.84e−4x+ 2.28e−2 (4.51)
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Figure 4.15: Illustration of the measured (green square) and �tted (black
line) run time for the feedback analysis versus the N(2NH + 1) order of

the HTF matrix.

The time required for the mixer-mode harmonic balance algorithm
in ADS to converge varies depending on the circuit and the conver-
gence options. However, given that the N order of the MIMO identi�-
cation for constructing the HTF matrix and the number of harmonics
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NH are known before carrying out the feedback analysis, we can pre-
dict the time required for the feedback analysis from (4.51).

Consequently, if the N(2NH + 1) order of the HTF matrix is not
very high, the feedback analysis might be considerably faster than the
mixer-mode harmonic balance analysis simulation in ADS, as demon-
strated in the following section 4.6.

Nonetheless, the run time of the feedback analysis can also be
improved for the cases where N(2NH + 1) is too high. For these
cases, the most time consuming process is not the computation of
the closed-loop system, but the determination of the N(2NH + 1)
poles of the closed-loop system. In which case, alternative strategies
can be used in Matlab [84] that instead of calculating all the closed-
loop poles, only calculate a given small number (for example, 20) of
the poles of the closed-loop system, centered around the frequency of
the critical poles. As a result of the mentioned strategy to optimize
the run time, only the information regarding the dynamics centered
around the critical frequency will be obtained in these cases.

4.6 Application Examples

In this section, the large-signal stabilization method and tool described
in the previous section are illustrated with two examples of real cir-
cuits.

The �rst example is the low-frequency large-signal instability at
130 MHz of the three-stage ampli�er introduced in Chapter 2 that is
stabilized via the introduction of a series resistor in the bias path.

The second example consists of an odd-mode oscillation at f0/2
of a power ampli�er prototype designed with two stages connected in
parallel that is stabilized via the introduction of a stabilization resistor
connected in parallel between the gate nodes of the transistors.
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4.6.1 Stabilization of a Low Frequency Oscillation

As mentioned, the �rst example consists of an instability at 130 MHz
that appears on the three-stage ampli�er described in Section 2.4.1
(Figure 4.16), when the input power is increased.

Rstab

Figure 4.16: Photograph of the fabricated prototype signaling the
stabilization resistor Rstab.

Due to the high number of components and the use of their real
models in simulation, as well as the complexity of the design, it was
noted that any parametric mixer-mode harmonic balance analysis of
the ampli�er was very time consuming. Additionally, and specially
for high input power values, the harmonic balance algorithm often
aborted due to convergence errors, therefore returning no results of
the long parametric simulations.

The Rstab resistor that is connected in series with the bias path
capacitor in Figure 4.16 is chosen as the stabilization network since its
variations do not a�ect the large-signal steady state.

In order to construct the HTF matrix, a small-signal voltage source
is introduced in series with the capacitor and from a single mixer-mode
harmonic balance simulation, all the admittance frequency responses
required to construct the HTF matrix are obtained.
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As a �rst step, the magnitudes of the admittance frequency re-
sponses at the di�erent sidebands must be analyzed (Figure 4.17). In
doing so, the required dimensions of the HTF matrix for a precise
prediction of the evolution of the closed-loop poles can be determined.

0.2 0.4 0.6 0.8 1 1.2
−200

−150

−100

−50

0

Frequency (GHz)

M
ag

ni
tu

de
 (

dB
)

 

 

H
0

H
1

H
−1

Figure 4.17: Magnitude of the H0, H1 and H−1 frequency responses
obtained with the small-signal voltage source.

From the comparison of the magnitudes of the H−1 and H1 fre-
quency responses with the magnitude of the H0 frequency response in
Figure 4.17, it is determined that an HTF matrix of size [1 × 1] is
su�cient to predict the large-signal stabilization of this low-frequency
instability.

Therefore, in this case, by tracing the root-locus of just the H0

frequency response simulated in ADS (Figure 4.18) one can predict
the evolution of the unstable poles for variations of the stabilization
resistor Rstab connected in series.

It should be noted that, the fact that only the H0 frequency re-
sponse is required to predict the stabilization of this particular insta-
bility could have been expected given the low-pass �ltering of the bias
paths.

Indeed, as can be veri�ed in Figure 4.19, the results obtained with
a conventional parametric pole-zero analysis of the H0 transfer func-
tion simulated in ADS (+) and the results obtained by applying a
proportional feedback of k = Rstab to the H0 transfer function (x)
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match completely. As a result of the combination of both symbols, an
asterisk symbol (*) is formed for all of the analyzed values of Rstab.
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Figure 4.18: Magnitude and phase curves of the H0 admittance frequency
response simulated in ADS and required to construct the HTF matrix.
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Figure 4.19: Pole diagram containing the poles of the closed-loop system
derived from the feedback analysis of the HTF matrix for variations of the

Rstab resistor introduced in series (x) and the poles resulting from a
conventional parametric stability analysis varying the Rstab resistor (+)

for Pin = 1 dBm.
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As well as the e�ectiveness of the large-signal stabilization analysis,
from Figure 4.19 it is determined that a very small stabilization resistor
value Rstab = 0.325 Ω is su�cient to stabilize the circuit. However,
in practice, a higher stabilization resistor value would be selected to
guarantee higher stability margins.

As mentioned previously, the mixer-mode harmonic balance anal-
ysis is very time consuming for this example. Let us consider a simple
narrow-band parametric analysis, obtained by introducing a small-
signal voltage source in series with the stabilization resistor in ADS
for a frequency band of [100 MHz, 200 MHz] and 51 data points.
The simulation of the frequency response in ADS for a parametric
analysis of 10 parameter values is higher than 10 minutes as shown in
the data points plotted in blue in Figure 4.20.
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Figure 4.20: Run time versus number of values of the Rstab analyzed for
the conventional parametric analysis of frequency responses obtained in
ADS (blue), the feedback analysis (green) and the construction of the

HTF matrix and feedback analysis (red).

Due to the fact that the HTF matrix consists solely on the H0

transfer function, the prediction of the evolution of the closed-loop
poles, or in this case the root-locus analysis, is almost immediate.
Indeed, the feedback analysis for 10 values of Rstab takes only one 0.5
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seconds, as plotted in green in Figure 4.20. Whilst the computation
of the HTF matrix and the feedback analysis for 10 values of Rstab is
carried out in only one second, as plotted in red in Figure 4.20. That
is, both curves appear superimposed in Figure 4.20, but the run time
results plotted in green are slightly faster than the run time results
plotted in red.

In particular, in the case shown in Figure 4.19 where a feedback
analysis of 5 values of Rstab is carried out, the large-signal stabiliza-
tion method proposed in this chapter is 690 times faster than the con-
ventional strategy of simulating a parametric mixer-mode harmonic
balance simulation in ADS.

4.6.2 Stabilization of an Odd-mode Oscillation

A speci�c prototype has been designed in microstrip technology to
illustrate the proposed methodology. The prototype contains two GaN
HEMPTs (CGH40010) connected in parallel, delivering 41.3 dBm with
a gain of 11.8 dB in saturation and for a nominal input frequency of
f0 = 1 GHz. A photograph of the fabricated prototype is shown in
Figure 4.21.

Rstab

Figure 4.21: Photograph of the fabricated prototype signaling the
stabilization resistor Rstab.
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Whilst the ampli�er is stable in DC for the nominal bias conditions,
it exhibits an odd-mode instability of frequency division by two (f0/2)
when the input power introduced to the ampli�er at f0 = 1 GHz is
higher than Pin = 1 dBm (Figure 4.22).
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Figure 4.22: Pole-zero map resulting from the frequency domain
identi�cation of a parametric frequency response obtained by exciting the

odd-mode of the ampli�er for Pin = −20 dBm to 5 dBm.

A Rstab stabilization resistor connected between the gates of the
transistors (Figure 4.21) is chosen as the stabilization network, since
it is the optimum solution for stabilization of odd-mode oscillations
without a�ecting the even mode large-signal steady state.

To obtain the frequency responses required to construct the non-
analytical HTF matrix, a current source is introduced between the
transmission lines indicated in Figure 4.21 and the impedance fre-
quency responses required to construct the HTF matrix are obtained.

In order to determine the size of the truncated HTF matrix re-
quired for a correct stabilization prediction, the magnitude curves of
the Hk and H−k for k = 1, 2, ... frequency responses must be compared
with the magnitude curve of the H0 frequency response (Figure 4.23).

133



CHAPTER 4. STABILIZATION FOR LARGE-SIGNAL OPERATION

The magnitude of the H4 and H−4 frequency responses is larger
than the magnitude of the H0 frequency response for example at
around 0.75 GHz (Figure 4.23a). Additionally, the magnitude of the
H4 and H−4 frequency responses is also over the Href condition for
multiple frequency values. Thus, the H4 and H−4 frequency responses
must be taken into account when constructing the HTF matrix. How-
ever, the H5 and H−5 frequency responses do not the meet the men-
tioned two magnitude conditions (Figure 4.23b).

Therefore, from the magnitude curves in Figure 4.23, it is deter-
mined that an HTF matrix of size [9 × 9] (NH = 4) is su�cient to
analyze the large-signal stabilization of this odd-mode instability.
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Figure 4.23: Magnitude of the frequency responses obtained with the
small-signal current source (a) H0, Href , H4 and H−4. (b) H0, Href , H5

and H−5.

By calculating the closed-loop system from the HTF matrix con-
structed from the H0, H1, H−1, H2, H−2, H3, H−3, H4 and H−4 fre-
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quency responses simulated in ADS (Figure 4.24), one can predict the
evolution of the unstable poles when sweeping the value of Rstab.
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Figure 4.24: Magnitude and phase curves of the H0, H1, H−1, H2, H−2,
H3, H−3, H4 and H−4 impedance frequency responses simulated in ADS

and required to construct the HTF matrix.

Indeed, as can be veri�ed in Figure 4.25, the poles identi�ed with a
conventional parametric pole-zero analysis of the H0 transfer function
simulated in ADS (+) and the closed-loop poles identi�ed by applying
a proportional feedback of k = 1/Rstab to the HTF matrix of size [9×9]
(x) match completely. As a result of the combination of both symbols,
an asterisk symbol (*) is formed for all the analyzed values of Rstab.

From Figure 4.25 it is determined that a stabilization resistor value
Rstab = 300 Ω is su�cient to stabilize the circuit. However, in practice
a smaller stabilization resistor value would be selected to guarantee
higher stability margins.

The mixer-mode harmonic balance analyses for this circuit are not
as time consuming as is the previous example. For a fair comparison,
a simple narrow-band parametric analysis, obtained by introducing a
small-signal current source between the gates of the transistors in ADS
for a frequency band of [0.4 GHz, 0.5 GHz] and 101 data points is

135



CHAPTER 4. STABILIZATION FOR LARGE-SIGNAL OPERATION

analyzed. The run time of a conventional analysis in ADS is plotted
in blue in Figure 4.26.
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Due to the fact that the the amount of frequency responses (NH =
4) and frequency band analyzed ([0, 4f0]) are high, the order of HTF
matrix is consequently also high, N(2NH+1) = 1782. As a result, the
calculation of the closed-loop system and its poles is not as immediate
as in the previous example. However, as mentioned previously, this
step can be optimized by not calculating all the poles of the closed-loop
system but only a smaller set of poles centered around the frequency
of the unstable poles.

If the run time to construct the HTF matrix is not taken into
account (green curve in Figure 4.26), the large-signal stabilization
method and tool proposed in this chapter is 9 times faster than the
conventional strategy of simulating a parametric mixer-mode harmonic
balance simulation in ADS (blue curve in Figure 4.26).

However, the construction of the HTF matrix is not negligible in
this case. That is, if the time required to construct the HTF matrix
is also taken into account (red curve in Figure 4.26), it is determined
that a considerable time improvement is achieved with the proposed
strategy if more that 7 values of Rstab are analyzed to determine the
stabilization of the odd-mode instability of this ampli�er.

4.7 Conclusions

In this chapter a generalization of the systematic small-signal stabi-
lization methodology in [61] to the large-signal regime has been intro-
duced.

Firstly, its validity has been demonstrated by calculating the an-
alytical HTF matrix of a simple resonant circuit and applying a pro-
portional control action to stabilize it.

Once the validity of the technique has been demonstrated, the
formulation for the construction of the non-analytical HTF matrix
has been introduced. This step is essential since the calculation of
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the analytical HTF matrix is not realistic for real microwave circuits.
An automatic software routine has been created for constructing the
non-analytical HTF matrix from the impedance or admittance fre-
quency responses simulated in ADS. Additionally, a strategy has been
formulated to select the size of the HTF matrix from analyzing the
magnitude curves of the Hk and H−k frequency responses obtained in
ADS.

Finally, the potential of the large-signal stabilization methodology
based on the non-analytical HTF matrix has been demonstrated with
two examples. As well as the robustness of the technique, the poten-
tially fast execution time has been demonstrated.
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In this document the general stability analysis techniques for mi-
crowave power ampli�ers have been brie�y presented. Particularly,
the stability analysis technique based in Single-Input Single-Output
(SISO) pole-zero identi�cation has been reviewed. It has been demon-
strated that from identifying SISO closed-loop frequency responses of
a microwave circuit and by analyzing the identi�ed poles its small-
signal and large-signal stability can be determined. However its two
main limitations have also been discussed.

On the one hand, in order to obtain a SISO frequency response a
single node or branch of the circuit must be selected. The instability
will not be detected if the chosen observation port is isolated from
the unstable feedback loop (loss of observability and controllability).
On the other hand, the order of the transfer function to be �tted is a
priori unknown and must be de�ned externally. Despite the reliability
of existing automatic order selection algorithms, mathematical pole-
zero quasi-compensations might appear if the selected �nal order is
too high (overmodeling).

Consequently, a novel Multiple-Input Multiple-Output (MIMO)
pole-zero stability analysis methodology and tool capable of reducing
the mentioned limitations of the SISO pole-zero stability analysis tech-
nique has been created and its applicability has been demonstrated.
This method consists of carrying out transfer function identi�cations
of multiple small-signal or large-signal frequency responses of a same
circuit whilst establishing the same set of poles for all of them.
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The incorrect stability conclusions resulting from SISO identi�ca-
tions with lack of observability can be eliminated with the MIMO
stability analysis since one can assume that the instability will be de-
tected with high observability in at least one of the selected nodes.
To further improve the chances of detecting instabilities, it is advised
to select the input and outputs nodes of a transistor for each stage
of a multistage ampli�er. Additionally and along these lines, a new
ρ factor, that represents a normalized residue, has been created for
detecting the critical nodes of an ampli�er. The creation of this new
factor is based mainly on the idea that the residue associated to a pole
will be considerably higher at the observation port with high observ-
ability.

Additional features have also been introduced to detect or avoid
the apparition of mathematical pole-zero quasi-compensations results
of overmodeling. An automatic order selection algorithm has been cre-
ated that selects the order by reducing the phase error of the identi�-
cation until a phase error tolerance introduced by the user is reached.
Next, a novel representation consisting of plotting only the resonant
poles has been proposed. Finally, it has been determined that the
previously mentioned ρ factor, capable of detecting the critical nodes
of a circuit, can also be used to detect overmodeling.

A X-band Doherty ampli�er has been designed for a fundamental
frequency of f0 = 10.95 GHz and a bandwidth of 500 MHz. Addition-
ally, the e�ectiveness of the MIMO stability analysis has been demon-
strated since thanks to the MIMO stability analysis technique two
small-signal instabilities have been detected and their critical nodes
have been determined from calculating the ρ factor. After guaran-
teeing the small-signal and large-signal stability of the ampli�er for
variations of multiple parameters of the ampli�er, an output power of
Pout_SAT = 37.4%dBm with a drain e�ciency of µSAT = 61.7 % in
saturation have been achieved in simulation.

Finally, a systematic methodology for stabilization of large-signal
instabilities of microwave circuits has been formulated. The values of

140



CONCLUSIONS AND FUTURE WORK

the stabilization networks required to stabilize an unstable design can
be determined by considering the frequency responses at the multiple
harmonics of the fundamental frequency, constructing the Harmonic
Transfer Function (HTF ) and applying classical control theory. It
should be noted that the created MIMO stability analysis tool was
indispensable to construct the HTF matrix.

In conclusion, a MIMO pole-zero stability analysis tool has been
created and its potential has been demonstrated as it has been used
to successfully design a stable X-band Doherty ampli�er and it also
has been used to create a systematic methodology for stabilization of
large-signal instabilities in microwave circuits.

In the following paragraphs are some of the ideas that can be tack-
led in the future to improve the MIMO stability analysis and large-
signal stabilization techniques that have been introduced are summa-
rized.

� In [143] the appearance of spurious mathematical poles resulting
from the convergence of identifying noisy responses is addressed
and a new factor (µ) to identify and remove these spurious poles
is de�ned. An interesting line of work would be to compare the
potential of the ρ factor to detect overmodeling with the µ factor
described in [143].

� The propagation in voltage must be taken into account when
analyzing multiple voltage-voltage frequency responses of mul-
tistage power ampli�er. For example, even if the instability is
generated at a second stage of a multistage ampli�er, due to
the voltage propagation it might be detected with high precision
also in the following stages. Consequently, the residue of the
unstable poles might be high at the second stage and also at the
later stages. Therefore, a new ρ factor capable of detecting the
critical node from voltage-voltage frequency responses should be
created.
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� When constructing the HTF matrix, the MIMO identi�cation of
a high number of frequency responses and large frequency bands
often implies high identi�cation orders (N). Consequently, most
of the times mathematical poles that have no considerable e�ect
on any of the frequency responses are identi�ed. It would be in-
teresting to test if the elimination the poles of the HTF matrix
with excessively low ρ factors can improve the speed of the feed-
back calculus and further improve the large-signal stabilization
technique.

� In [61], the optimal location for stabilization of small-signal in-
stabilities is determined from analyzing the zeros of the identi�ed
transfer function. Future work could consist of analyzing the ze-
ros of the HTF matrix and the zeros the transfer functions of the
multiple sidebands in order to determine if additional informa-
tion can be obtained regarding the controllability of large-signal
instabilities.
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�Everything stinks till it's �nished.�

DR. SEUSS



�A ship in port is safe, but it is not what ships are for.

Sail out to sea and do new things.�

Grace Hopper
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