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by Pablo Rozas Larraondo

Weather forecasting is, even today, an activity mainly performed by humans. Al-
though computer simulations play a major role in modelling the state and evolution
of the atmosphere, there is a lack of methodologies to automate the interpretation
of the information generated by these models. This doctoral thesis explores the use
of machine learning methodologies to solve specific problems in meteorology and
particularly focuses on the exploration of methodologies to improve the accuracy
of numerical weather prediction models. The work presented in this manuscript
comprises two different approaches of applying machine learning to weather fore-
casting problems. In the first part, classical methodologies, such as multivariate non-
parametric regression and binary trees, are used to perform regression on meteoro-
logical data. This first part, particularly focuses on forecasting wind, whose circular
nature creates interesting challenges for classic machine learning algorithms. The
second part of this thesis explores the analysis of weather data as a generic struc-
tured prediction problem using deep neural networks. Neural networks, such as
convolutional and recurrent networks, provide a method for capturing the spatial
and temporal structure inherent in weather prediction models. This part explores
the potential for deep convolutional neural networks to solve difficult problems in
meteorology, such as modelling precipitation from basic numerical model fields.
The research underpinning this thesis serves as an example of how collaboration
between the machine learning and meteorology research communities is mutually
beneficial and leads to advances in both disciplines. Weather forecasting models
and observational data represent unique examples of large (petabytes), structured
and high-quality data sets, which the machine learning community demands for
developing the next generation of scalable algorithms.
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1

Chapter 1

Introduction and state-of-the-art

1.1 Contents and structure

This doctoral thesis is conceived with the objective of exploring new avenues for
the application of machine learning methodologies to the field of weather forecast-
ing. One of the main objectives is to publish the research outcomes in peer-reviewed
publications, as a way of measuring its relevance and impact within the meteoro-
logical and machine learning communities. At the moment of the defending this
thesis, two manuscripts have been published, another manuscript was presented in
a workshop held as part of a well known machine learning conference and a third
paper has been submitted to a weather forecasting journal. This document aims to
provide the reader with an understanding of the context and research lines pursued
by the author during the completion of this work.

This first chapter introduces the reader to the field of weather forecasting and
its intersection with machine learning. It provides context, covering the theory be-
hind numerical weather simulations and a historical perspective of the evolution
and current state of weather models. Chapter 2 provides an introduction to the
main research lines established for this doctoral work addressing the motivating
challenges driving the research and its main scientific outcomes. Chapter 3 reflects
on the overall contributions of this work to the field, presenting new avenues and
lines of work that we consider promising but did not have the opportunity to ex-
plore further. Four appendixes at the end of this thesis contain the original material
published by the different journals and conference proceedings.

1.2 The origins and evolution of weather forecasting

Weather forecasting is defined as the application of science and technology to pre-
dict the conditions of the atmosphere for a given location and time in the future
(Vasquez, 2009). Historically, humans have tried to understand the behaviour of the
atmosphere by studying the patterns and relationships between phenomena and re-
lating them with future events. For example, it has been well known for centuries
that a sudden descent in the barometric pressure is often followed by precipitation
events.

In 1922, L. F. Richardson proposed the use of basic fluid mechanics equations
to model the movements of the atmosphere. At that time, there was no way to
automate calculations, so this author came up with the idea of splitting the surface
of the Earth up into cells and using people to solve the differential equations that
describe the movements of the atmosphere. According to his estimates, an army
of 64,000 human computers would be required to generate an updated forecast for
the whole planet (Richardson, 1922). Figure 1.1 represents the building conceived
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by Richardson to host his idea of a human "forecasting factory". Unfortunately, due
to the proportions of this project, Richardson’s idea was never implemented, and
global weather forecasts had to wait two more decades.

FIGURE 1.1: Representation of Richardson’s idea of a “forecast fac-
tory”, which would employ some sixty-four thousand human com-
puters sitting in tiers around the circumference of a giant globe,
solving the equations to forecast the weather. (Source: http://

cabinetmagazine.org/issues/27/foer.php).

At the end of World War II, when electronic computers and atmospheric radio
sounding data became available, the United States led an ambitious project to im-
plement the first automated forecasting system. In 1950, meteorologists Jule Char-
ney, Agnar Fjörtoff, and mathematician John von Neumann published a paper titled
"Numerical Integration of the Barotropic Vorticity Equation" (Charney, Fjörtoft, and
Neumann, 1950), which establishes the basis for computer weather models, setting
the foundations of Numerical Weather Prediction (NWP) as we know it today. This
work resulted in the implementation of the first weather forecast by electronic com-
puters. The model was implemented and run operationally on the ENIAC computer,
at the University of Pennsylvania. Due to the capacity limitations of this computer,
it took 24 hours of processing time to generate a 24 hour forecast, which limited its
practical application, as it could not effectively predict the future.

Since the 1950s, computers have been used to simulate the state and evolution
of the atmosphere using NWP models (Kimura, 2002). These models use a set of
nonlinear differential equations to approximate the state and evolution of the atmo-
sphere, which are known as the primitive equations. These primitive equations de-
fine the conservation of mass, momentum and thermal energy. The primitive equa-
tions are solved by NWP models using finite difference, or spectral methods, for
the three dimensions of space and time. NWP models initialise these equations us-
ing observed data, to create a snapshot of the state of the atmosphere. This process
is known as "analysis" (Courtier, Thépaut, and Hollingsworth, 1994). To integrate
the parameters simulated through these equations, the Earth is divided in a discrete
grid, used to represent the evolution of the regions of the atmosphere through time.
Figure 1.2 represents the distribution of grid points in a regular Gaussian grid.

NWP models are therefore built using mathematical equations that describe the
dynamical physical processes in the atmosphere. To simulate the future state of the
atmosphere, the same set of equations is solved iteratively, using the output of the
previous step. This process is repeated until the solution reaches the desired forecast
time. However, errors in the simulated variables accumulate through time and the
accuracy of the computed forecast deteriorates at each step. Using too coarse grid

http://cabinetmagazine.org/issues/27/foer.php
http://cabinetmagazine.org/issues/27/foer.php
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FIGURE 1.2: Example of an F80 regular Gaussian grid used by some
NWP to represent the Earth’s atmosphere (Source: https://www.

ecmwf.int).

cells or long integration time steps are the main causes of NWP errors. The contribu-
tion of the small scale or sub-grid processes, which are not explicitly resolved by the
physical equations in the model, becomes significant. Increasing the spatial and tem-
poral resolution of NWP partially solves this problem, but at the cost of significantly
increasing the computational requirements of the model.

One of the main constraints limiting NWP is the resolution of the grid used
to resolve the equations, which is usually in the order of kilometres. This resolu-
tion is usually smaller than the natural scale of some important atmospheric pro-
cesses. Processes such as convention, radiative transfer or cloud formation happen
at smaller scales than models can explicitly resolve. For these small-scale or complex
processes, NWP models use simplified or approximated processes called parametri-
sations (Milton and Wilson, 1996; Delage, 1997).

Parametrisations are one of the most complicated components of NWPs. Parametris-
ing small-scale processes correctly becomes crucial when forecasting events more
than 48 hours in advance, when the effect of these processes usually becomes sig-
nificant. Parametrisations are usually built using simplified models to approximate
atmospheric processes. These models are often defined by discretising a process
into different categories, where different linear models are applied in each case.
Parametrisations for different processes are sometimes closely related and have to
be specified in conjunction, resulting in non-trivial interactions and dependencies.
Figure 1.3 contains a representation of the output of the National Oceans and At-
mosphere Administration (NOAA) Climate Forecast System (CFS) representing the
global atmospheric precipitable water, which is a parametrised variable.

Another consequence of the NWP grid resolution is the limitation in accounting
for the effect of topography. Global NWP models use a coarse representation of the
shape and features of the surface of the Earth, averaging coastlines and mountain

https://www.ecmwf.int
https://www.ecmwf.int
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FIGURE 1.3: NOAA CFS output for the global atmospheric precip-
itable water on March 15, 1993 for a 12-hour accumulation period

(Source: https://www.ncdc.noaa.gov).

heights over the extent of the corresponding grid cell, which is normally in the order
of 10 to 100 kilometers. As a consequence, they are unable to represent important
local effects that happen at a sub-grid scale.

Another major constraint that physical NWP models suffer is the difficulty to
represent the chaotic nature of the atmosphere (Lorenz, 1982). The mathematical
equations governing the dynamics of the atmospheric flows are nonlinear and they
represent non-stable hydrodynamical and thermodynamical processes. Small differ-
ences in the initial state can amplify as the system evolves, resulting in significantly
different scenarios. NWP models are initialised in the analysis phase using observa-
tional data, which has an intrinsic uncertainty. This uncertainty can be propagated
through time, resulting in a variability in the results. The instability of the atmo-
sphere defines an upper and lower bound on the predictability of instantaneous
weather patterns.

At the beginning of the 1990s, the meteorological community proposed ensemble
forecasting as a methodology to measure the predictability of the atmosphere using
NWP (Molteni et al., 1996). Instead of making a single high resolution simulation,
ensemble forecasts run a set of forecasts with slightly different initial conditions.
This set of forecasts provides an indication of the range of possible future states of
the atmosphere and possible scenarios. Figure 1.4 represents the evolution of the
temperature variable represented as a transformation in the shape of its probabil-
ity distribution through time. The members normally aggregate around the values
which correspond to the most likely scenarios for a given physical parameter.

As we have seen, the representation of non-linear sub-grid processes and the
quantification and propagation of uncertainty are central to the process of weather
forecasting. The former is closely related to the scale of the equations used to repre-
sent the atmospheric physical processes and the latter to the precision of the sensors
and the confidence we have in their measurements.

https://www.ncdc.noaa.gov
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FIGURE 1.4: An ensemble of forecasts produces a range of possible
scenarios given an initial probability distribution of a forecasted pa-
rameter. The different ensemble members provide an indication of
the possible resulting scenarios based on a probability distribution.

(Source: https://www.ecmwf.int).

1.3 Numerical weather prediction

As introduced in the previous section, computers have been used since the 1950s to
simulate the state and evolution of the atmosphere. Ever since this time, capacity
of the computers has doubled every 18 months following Moore’s Law and simi-
larly the resolution of the weather models. Although the physical equations and
methodologies for resolving them have remained fundamentally the same as in the
first weather models, the spatial and temporal resolution, as well as the frequency of
the runs of the models, has constantly increased over time. In terms of the accuracy
– skill in the weather forecasting literature – of the forecasts, NWP performance has
improved by two days per decade, as shown in Figure 1.5. This means that the accu-
racy of a 4-day forecast today is as good as it was 10 years ago for a 2-day forecast.

The field of NWP verification has been extensively studied in weather forecast-
ing (Ahijevych et al., 2009). The need for methods that can measure the accuracy
and quality of the information produced is fundamental to identify weaknesses in
the simulation of the atmospheric processes. The two baselines that are often used to
measure the quality of the forecasts are persistence in short range (0-2 days) forecasts
and climatology in mid- (2-5 days) to long-range (5+ days) forecasts. Persistence is
the assumption that the meteorological conditions are going to stay the same. In this
context, a NWP model needs to be better at forecasting the weather than a simple
model which keeps the variables constant in time. The climatology baseline, on the
other hand, assumes that the weather is going to behave as the averaged historical
records for that particular area.

One of the main limitations of NWP models has been the lack of observations
over large regions of the world, which limited the initialisation of the initial state
of models, called "analysis". For a long time, the conditions over the Pacific ocean
or the southern hemisphere were largely unknown, due to a lack of ground station
and atmospheric sounding data. This limitation has been greatly improved since
the introduction of satellites and remote sensors. Since the 1990s, satellite data has
become available and the assimilation of these data by NWP models has resulted
in a significant improvement in the quality of their forecasts. This is a trend that is
expected to continue, as new satellites equipped with more capable sensors become
available. For example, in August 2018, a joint initiative of the European Union
and the European Space Agency (ESA) launched Aeolus, the first satellite able to

https://www.ecmwf.int
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FIGURE 1.5: The performance of the Ensemble Prediction System
(EPS) has improved steadily since it became operational in the mid-
1990s, as shown by this skill measure for forecasts of the 850 hPa tem-
perature over the northern hemisphere at days 3, 5 and 7. Comparing
the skill measure at the three lead times demonstrates that on average
the performance has improved by two days per decade. The level of
skill reached by a 3-day forecast around 1998/99 (skill measure = 0.5)
is reached in 2008-2009 by a 5-day forecast. In other words, today a 5-
day forecast is as good as a 3-day forecast 10 years ago. The skill mea-
sure used here is the Ranked Probability Skill Score (RPSS), which is
1 for a perfect forecast and 0 for a forecast no better than climatology.

(Source: https://www.ecmwf.int).

monitor the Earth’s winds. This satellite alone is expected to significantly increase
the accuracy of NWP models by providing valuable information of the winds with
a global coverage.

The synoptic scale in meteorology (also known as large scale or cyclonic scale)
is a horizontal length scale of the order of 1000 kilometers or more. NWP models
have been able to simulate the presence and evolution of the synoptic atmospheric
systems since the beginning. This comprises phenomenons such as mid-latitude
depressions, fronts and most high and low-pressure areas seen on weather maps. As
the size of the grid cells used to simulate the weather has been reduced, models have
been able to simulate atmospheric processes happening at lower scales. Current
models are able to explicitly solve the processes that occur at the mesoscale level,
which comprises phenomena that manifest at scales ranging from 5 to 100 km, such
as sea breezes, squall lines or medium to large-sized convective cells. Current global
weather models operate at a resolution that ranges from 25 to 100 km which allows
for partially accounting for some of these mesoscale systems. Important phenomena
such as convection, turbulence, radiative processes or raindrop coalescence occur
at the micro-scale level, which comprises scales smaller than 5 km. NWP models
cannot explicitly solve the physical equations ruling these processes.

The physical variables simulated by NWP can be separated in two main types,
depending on the nature of the equations used to simulate them. Basic fields are
the ones explicitly computed by NWP solving the physical equations. Examples of
these are atmospheric pressure, wind, temperature or humidity. Derived fields are
the ones that are not explicitly solved by NWP but are derived from basic fields using
parametrisations. Precipitation, convection, heat radiative processes or turbulence
are examples of derived fields.

https://www.ecmwf.int
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Due to the relatively coarse resolution of NWP models, there are considerations
to be made relative to the representativeness of its variables and their interpreta-
tion at specific grid cells. Figure 1.6 compares the topography of Europe using two
different resolutions. As can be seen, the level of detail varies significantly across
representations and important details in mountainous and coastal areas cannot be
represented using coarse representations. This implies that NWP models cannot ac-
count for the impact that topography has on weather variables at scales lower than
its grid cell’s size.

FIGURE 1.6: Comparison between the horizontal resolutions used in
global models today [30 km] (b) and the equivalent models 10 years

ago [87.5 km] (a). (Source: http://www.climatechange2013.org).

A common problem in NWP data interpretation is to infer high-resolution in-
formation from low-resolution variables. This process is called "downscaling" in
disciplines such as meteorology, climatology or remote sensing. This process can be
based on dynamical or statistical approaches, such as splines, kriging or nesting into
higher resolution models (Peng et al., 2017). Machine learning based methods lie
in the category of statistical methods, and they can be used to improve the output
of NWP learning and extracting patterns of the relationship between the model’s
historical output and their corresponding observed values.

NWP models are complex systems which are usually developed by large organ-
isations during decades. Their development requires a high degree of specialisation
and entire teams of highly skilled scientists are dedicated to individual components

http://www.climatechange2013.org
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of the model. Models are often designed using modules which can be run with
a certain independence from the rest of the system. However, the atmosphere is
a complex system in which most variables are interlinked, defining dependencies
and feedback processes between them. NWP are highly optimised to run on High
Performance Computing (HPC) facilities using Fortran and C and libraries such as
OpenMP (Dagum and Menon, 1998) and MPI (Gropp et al., 1999) to distribute the
computation between large compute clusters and accelerate the generation of its
output.

1.4 The sources of weather data

So far, we have focused our attention on NWP, as this is currently the only tool
available that is able to "forecast" the evolution and future state of the physical pa-
rameters describing the atmosphere. However, NWP output is not the only source
of information when studying the atmosphere. Sensors, in many forms, provide ac-
curate values of the observed conditions in a region of the atmosphere. Examples
of sensors used in weather forecasting are: ground stations, atmospheric sounding
balloons, weather radars or satellites. Each of these types of sensors has different
characteristics in terms of the spatial and temporal resolution and the extent that
they can cover.

Observational data sets are crucial in the process of weather forecasting, as they
provide a live stream of information describing the current state of the atmosphere.
Forecasters use these data operationally to validate the NWP output and to correct
for possible errors or local effects.

Specially relevant to this thesis work are METARs, which are weather observa-
tion reports generated in most of the airports in the world. These reports are used to
plan air traffic control in airports, and are one of the highest quality observed data
sources available. The following code represents a METAR report for the airport of
Donostia, Spain. The code starts with the International Civil Aviation Organization
code of the airport, date of the report, wind conditions, visibility, cloud coverage,
temperature and finishes with the pressure conditions.

LESO 071119Z 31013KT 280V340 3000 RA FEW018 SCT033 BKN040 14/12 Q1020

NWP models also combine all the sources of observed data to establish the initial
conditions of the model. The NWP analysis is a complex process in which all the
sources of information, together with the previous output of the model, need to be
combined in a consistent manner. Figure 1.7 represents some of the most important
sensor data used to initialise NWP models.

There are two main techniques used to perform the analysis of NWP models: En-
semble Kalman Filter (EKF) (Burgers, Leeuwen, and Evensen, 1998) and 4-Dimensional
Variational assimilation (4D-Var) (Courtier, Thépaut, and Hollingsworth, 1994). These
techniques basically integrate the variables across space and time, minimising a cost
function which measures the difference between the observed values and the ones
in the NWP.

Historical observational data sets are kept in the records of the weather organi-
sations for performing climatological and research studies. A special kind of NWP
model, called climatic or re-analysis, simulates the state of the atmosphere in the past
instead of the future. These models produce physical parameters that represents the
weather of the past. Re-analysis models are mainly used for research purposes and
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FIGURE 1.7: The Global Observing System (GOS) consists of a net-
work of synoptic surface-based observations made at over 11000 land
stations, by about 7000 ships and 750 drifting buoys at sea and around
900 upper-air stations, together with reports from aircraft and re-
motely sensed data from geostationary and polar orbiting satellites.

(Source: http://www.wmo.int/pages/prog/www/OSY/GOS.html).

study the evolution of the atmosphere over years or centuries, depending on the
temporal extent and resolution of the model. Examples of these models are ERA-
Interim (Dee et al., 2011) and CMIP5 (Taylor, Stouffer, and Meehl, 2012).

Weather agencies around the world provide access to weather forecasts, severe
weather warnings, observations, flood information and climate information to soci-
ety. The amount of information generated by these centres is very large and its stor-
age and management requires high capacity supporting infrastructure. The volume
of some of these collections is in the order of Petabytes of information. For example,
ERA5, one of the latest reanalysis data sets, has generated nearly 6 Petabytes of data.
Although these data sets have been historically maintained in tape storage systems,
there is an increasing demand to consume these data in real-time, which requires
high-performance storage file systems (Evans et al., 2015).

Weather data are mostly represented using multidimensional numerical arrays.
There are specific file formats, such as NetCDF-4 (Rew, Hartnett, and Caron, 2006)
or HDF5 (Folk et al., 2011), which are optimised to provide fast access to the whole
data or subsets of it implementing advanced compression techniques to reduce the
size of the files. These formats also implement metadata standards to ensure the
compatibility and interoperatibility of the files between organisations.

The high volumes of data generated by simulating the atmosphere and an in-
creasing interest in these data by sectors such as agriculture, air and maritime trans-
port or renewable energies, creates a challenge as to how best make these data avail-
able. Currently, large investments are dedicated to infrastructure to facilitate the
access to weather data by the public. Multiple national and international efforts,
such as the European Copernicus program (Copernicus Europe’s eyes on Earth), are
currently focused on designing and implementing new systems capable of process-
ing and extracting value from weather and climate data.

http://www.wmo.int/pages/prog/www/OSY/GOS.html
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More generally, the ready availability of large data sets about the Earth has awo-
ken interest in integrating new sources of data into models and analysis, coining
the term data fusion (Wald, 1999). One of the biggest challenges when combining
data from different sources is the heterogeneity of their representation. Data coming
from NWP models or satellites are represented using different grids, units, projec-
tions, spatial and temporal resolutions and file formats. The process of data fusion
is normally preceded by a laborious and error prone process to homogenise the data
into a common representation. This process is commonly known as data wrangling
(Goldston, 2008) and, unfortunately, is a frequent activity in weather sciences. For
example, downscaling of NWP output constitutes an active field of research in me-
teorology, which usually requires the combination of low resolution gridded NWP
data with other higher resolution sources, such as local weather stations or remote
sensing (Giebel et al., 2011; Renzullo, Sutanudjaja, and Bierkens, 2016).

Over the last decade, there has been increasing interest from private companies
in weather and remote sensing data sets. Weather data sets have been made avail-
able by large cloud computing companies, such as Amazon or Google. These com-
panies are investing in systems to access and process these large data sets using
distributed infrastructures (Gorelick et al., 2017; Earth on AWS). This offers a new
avenue for the use of these data, which has been historically dependent on the sup-
port of large national agencies and High Performance Computing (HPC) centres.

These initiatives are popularising and democratising the access by the general
public to weather data sets. However, the Cloud presents a quite different architec-
ture when compared to traditional HPC centres. Systems, models and file formats
have been developed over the last half century, based on mature and stable tech-
nologies, such as the POSIX file system and the x86 CPU microprocessor. There is
nowadays an unprecedented opportunity to redesign the systems that will bring
weather data into new applications and ubiquitous uses in society.

This transition making weather data more accessible is happening at the same
time to the development of new machine learning and large scale analytics algo-
rithms. Due to the size of these data sets, computers have replaced humans as the
main consumers of data. This trend is expected to continue, with the release of new
algorithms capable of analysing weather data and produce on-demand added value
products (Cloud AI; AWS Machine Learning).

1.5 Machine learning

The term "machine learning" dates back to the middle of the last century. In 1959,
computer scientist Arthur Samuel defined machine learning as "the ability to learn
without being explicitly programmed." (Samuel, 1959). Machine learning can also be
seen as a particular way to solve a more generic task: "artificial intelligence", which
involves machines being able to think and reason in a similar way to humans. The
concept of "artificial intelligence" predates that of "machine learning" by a few years.
In 1950, Alan Turing published a groundbreaking paper entitled "Computing ma-
chinery and intelligence" (Turing, 1950), in which the question of whether machines
can think was formally raised. In 1956, John McCarthy, computer scientist at Stan-
ford University, used this term to express the idea that machines can simulate any
form of human learning.

There are various ways of defining and representing the intersection between "ar-
tificial intelligence" and "machine learning". Depending on the author and scientific
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field, these terms are often found in conjunction with others, such as "computational
statistics" or "data science". In the context of this thesis, we use the term "machine
learning" to refer to the field of computer science that uses statistical techniques to
give computer programs the ability to "learn" from data. This section introduces
some of the main areas and algorithms in machine learning, with special empha-
sis on those that have been applied in this doctoral work to solve specific weather
forecasting problems.

One of the main challenges in machine learning is to design generic algorithms
that can find meaningful representations in the data. In practice, input data is usu-
ally adapted through a series of transformations to suit the requirements of a specific
algorithm. For example, designing an algorithm that is able to extract the time from
images of wall clocks is a non-trivial problem. If the same wall clock images are
processed resulting in a new dataset that contains the angles of the clock hands for
each image, the complexity of the problem is reduced significantly. This problem is
called representation or feature learning (Bengio, Courville, and Vincent, 2013).

Representation of features becomes a central topic of research in the first half of
this thesis. Weather data and specifically wind data, is naturally represented as
vectors defining the speed and directional components. The directional component
is represented by a circular variable that, as opposed to linear variables, does not
define a minimum and maximum value. If represented in radians, this means that
a circular variable with the value of 0 represents the same point in the variable
space as 2p. Most of the machine learning algorithms are not designed to work
with circular variables and fail to represent them correctly. In our work, we explore
methods to improve the representation of circular variables through use cases that
contain wind direction, time and calendar date variables.

From the point of view of the nature of the problems that machine learning al-
gorithms try to solve, we can differentiate two main categories of problems: super-
vised and unsupervised. In supervised problems (Russell and Norvig, 1995), the
learning algorithm is provided with training data that contains the output values,
which are used to train a model. Once the model is trained, it can be used to pre-
dict the output of new input data samples, whose label or output value is unknown.
On the other hand, unsupervised learning (Hastie, Tibshirani, and Friedman, 2009)
addresses problems where the output remains unknown at the training stage of the
model. These algorithms perform an exploratory analysis on the data trying to find
its inherent structure or relationships between the input samples. It is used to draw
inferences from data sets consisting of input data without labeled responses.

A central application of unsupervised learning is in the field of density estima-
tion in statistics, though unsupervised learning encompasses many other domains
involving summarising and explaining data features. Examples of unsupervised
tasks are clustering and dimensionality reduction. Clustering consists on identi-
fying groups of elements in a data set that share some characteristics. One of the
most popular methodologies to perform clustering is k-means (Forgy, 1965). Mix-
ture models (Day, 1969) provide a range of methodologies to perform dimension-
ality reduction and deep belief networks (Hinton, 2009) and autoencoders (Hinton
and Salakhutdinov, 2006) allow performing dimensionality reduction tasks based on
neural networks.
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Supervised problems can be divided in two categories: regression and classifica-
tion, depending on the nature of the output variable to be predicted. In regression,
the output is represented using a continuous variable, whereas in classification prob-
lems, the output variable contains a discrete number of possible values or labels.
Both classification and regression problems can be formally expressed using vectors
of random variables to represent the input and output data. For the purposes of
this work, and taking into account the nature of the problems that we have worked
with, we develop the theory around regression problems. Classification problems
can be expressed using using similar equations changing the output variable to be a
discrete random variable instead of continuous.

A supervised regression problem can be described generically by the correspon-
dence between a set of n predictive variables X = (X1, . . . , Xn) and a set of m con-
tinuous explanatory or output variables Y = (Y1, . . . , Ym). When both n and m are
greater than one, the problem is called "multivariate multiple regression", or com-
monly, "multivariate regression". Each sample of the random vector (X, Y) is repre-
sented by (x, y) = (x1, . . . , xn, y1, . . . , ym). The domain of each input variable Xi is
denoted by Xi and the domain of each output variable Yj is denoted by Yj. There-
fore, the domain of a random vector (x, y) is (X ,Y) = X1 ⇥ . . .⇥Xn ⇥Y1 ⇥ . . .⇥Ym
which contains the set of all possible instances (x, y).

A regression model defines a function F that maps each instance of input vector
space into the output variable space:

F : X ! Y
(x1, . . . , xn) 7! (y1, . . . , ym)

Similarly, a classification problem maps the input space to a set of discrete vari-
ables C.

However, it is not always possible to have a fully supervised data set during
training, which introduces the concept of weakly supervised problems (Chapelle,
Scholkopf, and Zien, 2009; Hernández-González, Inza, and Lozano, 2016). Weakly
supervised learning deals with scenarios in which data sets present missing or inac-
curate labels or target values. Weakly supervised algorithms explore learning meth-
ods for accurately predicting the output values of new "unlabeled" samples.

This thesis focuses on exploring and applying regression methods. The rest of
this section covers the different methodologies used to perform regression, with spe-
cial mention of the algorithms explored in the research contributions of this thesis.

The most basic algorithm to perform regression is linear regression (Neter, Wasser-
man, and Kutner, 1989), which uses a linear function to relate the input or indepen-
dent variables with an output or dependant variable. In mathematics, a linear sys-
tem can be solved when we know a number of equations that is equal to the number
of variables in the system. Linear regression presents the problem of having a data
set normally containing a much larger number of points than variables in the data,
which can be seen as solving an over-determined system. Liner regression finds a
solution for such systems by considering a linear function that relates the different
variables and minimises the overall error when predicting the output.

The following equation represents the linear relationship between one output
element of the dataset and a set of n input variables:
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y = b1x1 + b2x2 + ... + bnxn + e

There are many approaches to solving linear regression models, which are all
based on minimising the error, represented by the e value in the equation, across
the whole dataset. Least-squared methods are normally used to perform linear re-
gression. Most implementations require a matrix inversion which makes the com-
putational cost of these methods grow cubically with the dimension of the data. An
alternative approach is to use iterative methods, such as gradient descent, to make
the model converge minimising the error value.

Linear regression models, although simple and effective in many situations, do
not provide good accuracy when the data presents non-linear relationships. Non-
linear regression methods allow training models that are able to represent non-linear
relationships between the input variables. There are many methods for defining
non-linear methods such as Taylor or sinusoidal series, or by segmenting the space
and using a series of linear regression models, also called piece-wise regression.

Non-linear regression models are better capable of representing relationships in
the data than linear models. However, the larger representational capacity of non-
linear regression models can lead to data representations with excessive detail. If
the model learns to reproduce, with high precision, the relationships in the train-
ing dataset, sometimes that is an undesirable effect as it can fail to generalise new
data points, unseen during the training phase. This problem is known as overfit-
ting (Hawkins, 2004) and its effect is represented in Figure 1.8. In this figure, we
can see a non-linear regression model accurately representing all the points in a data
set, as opposed to a linear model which approximates its values. In some cases, the
linear model can provide a better representation of the problem than the non-linear
version, which overfits the data. Sometimes, overfitting can be easily resolved by
adding more data to the model. In other situations, avoiding overfitting requires a
careful consideration of the model design and its parameters.

FIGURE 1.8: Comparison of a non-linear regression model (blue) and
a linear model (black) representing a 2-dimensional data set. Source:

Creative Commons by M. Giles

Another alternative for performing non-linear regression are the so called non-
parametric regression methods. In non-parametric regression, there is not a single
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model that represents the whole data set. The model is constructed ad hoc for each
individual case, according to the information derived from the data. Non-parametric
regression models search the dataset, looking for the elements that are "closer" to
the input value. Therefore, they often require larger data sets than the equivalent
parametric methods.

Kernel regression is a particular method of non-parametric regression. Kernel
regression uses mathematical window functions, called kernels, to weight the con-
tribution of input data points. This method estimates a continuous dependent vari-
able from a limited set of data points, which the kernel selects by weighting the
contribution of each data point, giving higher weights to nearby locations. Figure
1.9 shows seven different kernel functions which apply different weighting patterns
to the data.

FIGURE 1.9: Comparison of the shape of seven common window
functions used in kernel regression. Source: Creative Commons by

Brian Amberg

Kernel regression is the method used in the first contribution of this doctoral thesis.
It was used to resolve the local effects of local topography and improve the NWP
forecasted wind speed values at airports. Cyclic kernels can be used to filter histori-
cal wind observations by their directional component. The resulting models provide
a dynamic regression model that can account for the effects of surrounding physical
features of an area, such as mountains or coast lines.

We have covered some methodologies used to perform statistical regression on
data based on least-squares and non-parametric methods. However, there are other
well known ways of building models from data that represent continuous variables.
Decision trees, for example, provide a tool to model relationships in the data by
partitioning the dataset space into independent regions. The algorithm of Classi-
fication and Regression Trees (CART), proposed by Leo Breiman in 1984 (Breiman
et al., 1984), is based on the use of binary decision trees to generate classification and
regression models.



1.5. Machine learning 15

Regression trees perform a recursive partitioning of a dataset based on a metric
that maximises the homogeneity in the resulting children nodes, such as the vari-
ance. At each node of a binary regression tree, one variable is selected to perform
a partition; typically data points with values larger than the splitting value end up
in one child node and the smaller ones are assigned to the other child node. This
partitioning process is performed until a stop criteria is met, usually based on the
number of data points or a minimum variance value per node. When a node is no
longer partitioned, it is called "leaf".

Regression trees are an easy and intuitive way to model data. They are fast to
train, scale well with large data sets and are easy to interpret and understand by
looking at the decisions made at each node of the tree. These factors have con-
tributed to their popularity, and nowadays regression tree applications can be found
in nearly any field of science. There are many versions and implementations of re-
gression trees and, since their invention, many authors have presented alternative
methods for building such trees, presented new metrics or ways of pruning trees to
better represent the data (Quinlan, 1993; Freund and Mason, 1999).

Regression tree algorithms perform significantly better when trained in groups
or ensembles (Breiman, 1996). Bagging, also known as bootstrap aggregation, is an
ensemble tree method used to reduce the variance of individual decision trees. The
tree members of the ensemble are created using sub-data sets by randomly selecting
data points, with replacement, from the training data. The average of all the individ-
ual predictions from the ensemble trees provides a more robust predictor than any
of the individual regression trees. Ensemble methodologies have also become very
popular and there is a wide range of algorithms available in the literature, such as
boosting or random forest (Dietterich, 2000; Breiman, 2001).

The second contribution in this doctoral thesis proposes a new methodology to build
regression trees that can incorporate circular variables. Based on a previous pioneer-
ing work that introduces circular trees, we build up and extend this concept with
an alternative method that generates better partitions of the circular space. The
methodology restricts the options to partition a circular variable, by only allowing
splits that generate contiguous regions, in a similar way to how linear variables are
handled in classic regression trees.

Alternatively to the covered methods, there are other kind of algorithms for per-
forming regression that are often more capable of representing high-dimensional
data sets and non-linearities in the data. Two very popular examples are Support
Vector Machines (SVMs) (Hearst et al., 1998) and multilayer feed-forward Artifi-
cial Neural Networks (ANNs) (Hornik, Stinchcombe, and White, 1989). Both these
methodologies use a series of "basis functions" to define hyperplanes and repre-
sent the data. Non-linearities in the data can be represented by using the "kernel
trick" (Mika et al., 1999) in SVM and activation functions in ANN. Although there
are similarities between SVM and multilayer feed-forward ANN, the former is non-
parametric and has variable size, whereas the latter is parametric and has fixed size,
defined by the number and dimensions of its layers. Later in this section, we come
back to ANNs in the context of image analysis and deep learning.

Within the area of machine learning that explores the applications of SVM and
ANN methodologies, problems that involving structured and high-dimensional data
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sets are commonly known as "structured prediction" (Taskar et al., 2005). Structured
prediction focuses its attention on methodologies that deal with regular and large
output spaces, such as data sets representing temporal or spatial dimensions (Gupta
et al., 2010; Tran and Yuan, 2012).

In the field of spatial data analysis, computer vision has been traditionally fo-
cused on the development of methods to extract patterns from image data. Given
the difficulty of coming up with generic algorithms that are able to interpret image
data effectively, computer vision has been traditionally centred on developing fea-
ture engineering methods, such as SIFT (Lowe, 2004) and HOG (Dalal and Triggs,
2005), which describe features from basic human-defined, building blocks. In the
past decade, new methodologies based on the use of convolutional neural networks
have proven to be more generic and offer substantial advantages over previous
methodologies.

Deep Learning (LeCun, Bengio, and Hinton, 2015) methods have recently achieved
unprecedented results in different supervised classification and regression tasks, us-
ing high-dimensional data sets, such as images or audio. These methods use large
ANNs composed of tens or in some cases hundreds of layers. Recent research
has presented networks that are capable of surpassing human-level performance
in complex tasks such as image classification (Krizhevsky, Sutskever, and Hinton,
2012) or semantic description (Karpathy and Fei-Fei, 2015). Deep learning networks
for image analysis are normally based on Convolutional Neural Networks (CNN)
(Krizhevsky, Sutskever, and Hinton, 2012), which have been proven to be very effec-
tive at capturing intrinsic features represented at different scales of an image. CNNs
learn several layers of convolutional kernels, which are able to establish local con-
nections between nearby pixels in the image. Each layer in the network performs a
sampling operation immediately after the convolution, reducing the dimensions of
the image. Kernels in one layer cover larger areas than in the previous layer. The
network is able to progressively aggregate the spatial features of images, creating
high level representations. Although the deep learning literature focuses on solving
classification problems such as image classification or segmentation, in this work
we extend these techniques to solve regression problems such as image-to-image
regression.

Convolutional encoder-decoder networks are a type of CNN that provide state-
of-the-art results at tasks such as image segmentation (Badrinarayanan, Kendall, and
Cipolla, 2017), image denoising (Mao, Shen, and Yang, 2016) or image-to-image re-
gression (Isola et al., 2017). These networks are based on autoencoders (Hinton and
Salakhutdinov, 2006), which use CNNs to learn reduced but accurate representations
of images, generalising its use to perform regression between images. Convolutions
in the encoder half of the network perform a feature selection process by reducing
the dimensionality of the data. The decoder part enlarges the feature space map-
ping it to the output space. Encoder-decoder networks offer an effective method for
learning the relationship between high dimensional input and output spaces, such
as the ones defined by images or video.

Convolutional encoder-decoder networks have recently opened an active and
promising field of research in areas such as medicine (Greenspan, Ginneken, and
Summers, 2016), astronomy (Shallue and Vanderburg, 2018) or high-energy physics
(Baldi, Sadowski, and Whiteson, 2014). In the field of weather and climate sciences
there is also an incipient interest in the introduction of convolutional networks to
analyse and interpret NWP weather and climate data sets.
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Our third contribution applies convolutional encoder-decoder networks, originally
designed to carry out image segmentation tasks, to model the relationships between
atmospheric variables. Convolutional encoder-decoder networks can learn to ex-
tract the 3-dimensional spatial structure represented by pressure fields from NWP,
and predict precipitation. This application becomes specially relevant in the field of
weather forecasting, as precipitation is a parameter that is not explicitly resolved
by NWP and it is modeled or parametrised instead. This method provides a viable
alternative to generate parametrisations in NWP models.

Within regression, there is a field of research specifically focused on analysing
temporal series data, which is closely related to the topic of weather forecasting. The
objective of these methods is to predict future values based on the short- and long-
term trends and patterns in time-series data sets. This problem has been tradition-
ally approached by the statistical community by applying auto-regressive methods,
such as Auto-Regressive Moving Average (ARMA) or Auto-Regressive Integrated
Moving Average (ARIMA), to predict the future state or transitions of temporal and
sequential variables (Stram and Wei, 1986; Zhang, 2003). Although weather fore-
casting can be regarded as a time-series prediction problem, these methodologies
have a limited application in predicting the weather. There are examples (Hodge
et al., 2011; Eldali et al., 2016) where these techniques have been applied with sat-
isfactory results to very short prediction windows (minutes), but in general, NWP
achieves significantly better results by explicitly simulating the physical equations
of the atmosphere.

1.6 Weather forecasting: The machine learning approach

Before the existence of NWP models, humans used a simple technique to forecast the
weather based on the observed data collected over the years for a specific region,
which is known as climatology. Rough estimations about long-range trends and
cumulative values of variables, such as temperature or precipitation, can be inferred
by applying basic statistics to observed weather events over long-enough periods of
time.

At the beginning of the 20th century, with the advent of the technology to accu-
rately measure the atmosphere and to communicate these values across geograph-
ically distant places, weather maps became available. These maps initially started
representing the position and shape of the low and high pressure systems and al-
lowed the development of weather forecasting methodologies, which predicted the
movement and effects of these pressure system in the atmosphere. The application
of statistical models to weather forecasting was proposed as early as the 1950s (Mal-
one, 1955). At the same time that the first NWP models were developed, Malone
made the argument that "statistics must eventually play some role" in the simula-
tion of the atmosphere. The author demonstrated a methodology, using multiple
linear regression, to forecast the sea-level pressure field. Figure 1.10 shows this first
attempt to use regression methods to predict the evolution of the surface temper-
ature at Indianapolis (USA). This model uses the atmospheric circulation pressure
field in the previous 24 hours as input to forecast the next 24 hours.
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FIGURE 1.10: This figure represents a comparison between a 24-hour
prediction of daily mean temperature and the observed temperature

values at Indianapolis (USA). Source (Malone, 1955)

In spite of the optimism expressed by Malone in the early 1950s, the reality is that
the application of machine learning and statistical methods has come as a comple-
ment of NWP rather than as an alternative to it. The power of the physical equations
to simulate the evolution of the atmosphere along the spatial and temporal dimen-
sions has not yet been matched by other methodologies. In this section, we cover
examples of how machine learning methodologies have been applied to solve vari-
ous problems in the field of weather forecasting. Depending on the task to be solved
and the nature of the underlying data, we can identify the following categories of
problems, in which different machine learning methodologies have been success-
fully applied to improve our understanding of the processes in the atmosphere.

• Correction of NWP systematic error: This category comprises the cases where
NWP output data is post-processed to remove biases, increase the output res-
olution or resolve local topographic effects using observed data (Aznarte and
Siebert, 2017; Buehner et al., 2010).

• Predictability assessment: Due to the chaotic nature of the atmosphere, weather
forecasts have an intrinsic uncertainty score, which limits its value. Machine
learning methods have been used to assess the uncertainty and associated con-
fidence scores of ensemble forecasting (Wilks, 2002; Foley et al., 2012; Mallet,
Stoltz, and Mauricette, 2009).

• Extreme detection: This category groups classification problems in which the
outcome is the prediction or detection of a rare event. Examples of these ap-
plications are found in methods that predict phenomena such as hail, wind
gusts or cyclones (McGovern et al., 2017; Williams et al., 2008; Herman and
Schumacher, 2018).

• NWP parametrisations: NWP models generate multiple variables, using ap-
proximate models or parametrisations to describe processes which cannot be
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simulated through explicit physical equations. Although these parametrisa-
tions have been historically based on empirical models, the use of machine
learning is starting to grow. There are examples of machine learning meth-
ods applied to model processes, such as radiative transfer, convective and
boundary-layer or turbulence (Szturc, Osrodka, and Jurczyk, 2007; O’Gorman
and Dwyer, 2018; Gentine et al., 2018).

Although pure statistical based methodologies have not yet been able to replace
NWP simulations in forecasting the weather, statistics have played a major role in
improving the quality of the output of NWP. It is well known that forecasts from
NWP models have certain defects that can be corrected by statistically post-processing
their output (Wilks, 1995). The first category of problems, in which models try to im-
prove the output of NWP, is the most common application of machine learning to
weather forecasting. Observational data is often used to perform some sort of re-
gression on the NWP data to enhance its accuracy.

Statistical models, used for post-processing NWP output, have evolved within
three general frameworks: "Perfect Prog" (Vislocky and Young, 1989), Model Out-
put Statistics (MOS) (Glahn and Lowry, 1972), and Reanalysis (Marzban, Sandgathe,
and Kalnay, 2006). "Perfect Prog" models use regression to represent the relationship
between the initial state of NWP (analysis) variables, such as temperature or precip-
itation, and observations of those same parameters (Klein, Lewis, and Enger, 1959).
The trained models are then used to correct NWP forecasted fields, such as tem-
perature or precipitation, rectifying deficiencies in the NWP forecast. "Perfect Prog"
assumes that the accuracy of the forecast does not depend on the size of the forecast-
ing window. In contrast, MOS fits a linear regression model between NWP output
at a certain forecast time with observations at that time. Because MOS fits the NWP
output directly, it can correct for biases and systematic errors in a model. When
NWP model configurations are updated, MOS must be retrained after a sufficient
number of new model forecasts are collected. "Perfect Prog" models are generally
less accurate than an optimised MOS model, but they are less sensitive to model
configuration changes and tend to be more robust over time. In the development
of all the variations on MOS and "Perfect Prog", a limitation is the amount of data
available for training the regression models (McGovern et al., 2017). Lastly, reanal-
ysis provides a post-processing method to generate consistent and homogeneous
NWP output data. Reanalysis allows developing models similar to "Perfect Prog"
and MOS but without the limitation of the amount of observed data (Kalnay, 2003).

Linear regression models have been used in weather forecasting within a broader
context than removing bias from NWP simulated fields. For example, regression
methods have been proposed to downscale extreme precipitation events from NWP
data (Friederichs and Hense, 2007). Similarly (Rozas-Larraondo, Inza, and Lozano,
2014) propose a form of parametric regression based on the use of kernels to resolve
the local effects of winds non resolved by NWP. We can find other applications of
regression to forecast the probability of severe weather (Kitzmiller, McGovern, and
Saffle, 1995) or the maximum hail size and its probability (Billet et al., 1997). In cases
where the output is not a continuous variable, but rather a binary outcome or a set
of categories, logistic regression can be used to forecast the occurrence of certain
events such as convective processes (Mecikalski et al., 2015) or the selection of NWP
ensemble members (Messner et al., 2014).

One of the main limitations of linear regression based models is that not all the
relationships between the different atmospheric processes and its variables can be
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modeled using linear functions. Also, least-squared based methods used to solve
linear regression, which require a matrix inversion, do not scale well when a dataset
presents a large number of input variables. To overcome these limitations different
methods have been proposed in the literature, such as multilevel regression used to
model climatic variability for non-linear processes (Kravtsov, Kondrashov, and Ghil,
2005) or quadratic regression for the generation of ensemble members (Hodyss and
Campbell, 2013). In the case of having a large number of input variables or when
these variables are closely related, the training process of regression models can be
difficult. For example, ridge regression based techniques have been proposed as a
method to select variables in multi-model scenarios (DelSole, Jia, and Tippett, 2013)
where different models forecast the same variables with different levels of accuracy.
Least Absolute Shrinkage and Selection Operator (LASSO) is another technique,
similar to ridge regression, which has been applied to weather forecasting prob-
lems for NWP downscaling (Hofer et al., 2017) or long-range seasonal forecasting
(DelSole and Banerjee, 2017). Also, Principal Component Analysis (PCA) methods
have been proposed to parametrise sub-grid scale processes in the atmosphere by
identifying the most relevant variables used in regressions (Godfrey and Stensrud,
2010).

Regression and classification tree based methods are a popular approach to model
non-linear atmospheric processes. Before tree methods became popular in the 1980s,
decision trees were introduced to provide diagnosis of upper-level humidity lev-
els in the atmosphere (Chisholm et al., 1968). Trees can be easily scaled to train
models using large data sets and with high number of input variables. The easy
interpretability of the trained models has also contributed to the popularisation of
these methods in weather forecasting. Decision tree based methods have proven to
be a powerful tool in a wide variety of weather applications, such as the detection
and diagnosis of thunderstorm turbulence (Williams et al., 2008), extreme precipi-
tation events (Herman and Schumacher, 2018), or to represent the circular nature of
wind (Larraondo, Inza, and Lozano, 2018). Figure 1.11 represents a decision tree for
predicting hail precipitation (McGovern et al., 2017), which clearly communicates a
method that human forecasters can follow to forecast hail.

FIGURE 1.11: Example of a decision tree used to forecast the event of
hail based on thresholds for different observed and NWP parameters.

Source (McGovern et al., 2017)

Tree based methods are able to represent non-linearities in the data through a
piece-wise approximation, by recursively splitting the input space. Artificial Neural
Networks (ANNs), Support Vector Machines (SVMs) or Support Vector Regression
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(SVR) provide a generic, more powerful alternative to modeling non-linear pro-
cesses. Both ANN and SVM/SVR models are flexible and powerful, but produce
models that are often difficult to interpret in terms of underlying physical concepts
that the model has identified. This characteristic has limited the application of such
models to weather forecasting problems, in domains where scientists require an un-
derstanding of the assumptions made by the model due to the need for coupling
with other models or the need to account for inter-dependencies between variables.
SVM and SVR based methods have been extensively used in weather applications,
for example to detect and predict tornadoes (Adrianto, Trafalis, and Lakshmanan,
2009) or for forecasting precipitation (Wei, 2012; Liu and Zhang, 2015)

ANNs suffer a similar problem: the resulting models are difficult to interpret
through the weights and nonlinear activation functions. ANNs have been used
in a wide variety of meteorology applications since the late 1980s (Key, Maslanik,
and Schweiger, 1989), with applications such as cloud classification (Bankert, 1994),
tornado prediction and detection (Marzban, Sandgathe, and Kalnay, 2006), cloud
height and visibility (Marzban, Leyton, and Colman, 2007), precipitation classifica-
tion (Anagnostou, 2004) or bias correction for precipitation and temperature fore-
casts (Moghim and Bras, 2017). ANNs have recently expanded into deep learning
methods, whose applications in the field of weather forecasting are presented at the
end of this section.

More recently, deep neural network models have been demonstrated to effec-
tively and efficiently extract complex patterns from large structured data sets. Specif-
ically, Convolutional Neural Networks (CNNs) provide a methodology for extract-
ing spatial information from image data sets. Similarly, Recurrent Neural Networks
(RNNs), developed in the field of natural language processing, have many applica-
tions in a broad range of data sets containing the temporal dimension. The combi-
nation of both models was first proposed in the context of precipitation now-casting
(Xingjian et al., 2015) using radar data.

Another problem in weather forecasting is accounting for the uncertainty associ-
ated with meteorological situations. Any given forecast has associated a confidence
value, indicating its likelihood. The chaotic and non-linear nature of the atmosphere
(Lorenz, 1982) imposes a limit to our capacity to forecast its evolution. The weather
forecasting community uses the term "predictability" (Palmer and Hagedorn, 2006)
to express the capacity to accurately model the evolution of a certain parameter or
situation. A common approach to representing variability in the atmosphere is to use
ensembles of numerical models which are constructed by running the same model,
perturbing the initial conditions (Buizza et al., 2005) or by considering the output of
different NWP models (Tebaldi and Knutti, 2007). The interpretation of ensemble
NWP often requires the identification of groups of models or regions that present
similar meteorological situations. Unsupervised methodologies, such as clustering,
are used to represent the likelihood of a forecast by aggregating ensemble members
by similarity.

Examples of the use of cluster analysis to perform ensemble analysis of weather
and climate models includes: grouping daily weather observations into synoptic
types (Kalkstein, Tan, and Skindlov, 1987); defining weather regimes from upper air
flow patterns (Mo and Ghil, 1988; Molteni, Tibaldi, and Palmer, 1990); performing
statistical downscaling (Gutiérrez et al., 2004); and grouping members of forecast
ensembles (Tracton and Kalnay, 1993; Molteni et al., 1996). Clustering algorithms
have also been proposed in the literature with applications to precipitation map seg-
mentation (Baldwin and Lakshmivarahan, 2005), precipitation distribution patterns
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using hierarchical clustering (Ramos, 2001), El Niño pattern identification (Johnson,
2013), and typhoon trajectories (Camargo and Ghil, 2007).

Generative models, such as Variational Auto-Encoders (VAE) (Kingma and Welling,
2013) and adversarial models (Goodfellow et al., 2014), are being explored as ways
to simulate variability and understand the stability of specific meteorological situ-
ations. This approach uses a single model that can represent the space of all the
possible meteorological situations expressed using a small number of variables. Al-
though there are not yet publications demonstrating the application of these meth-
ods, several works exploring this idea have been presented in conferences lately.

A special and important category of problems in weather forecasting arises in
relation to the prediction of extreme events. There is great value in correctly iden-
tifying the occurrence of extraordinary atmospheric phenomena, which normally
present a threat to human activities. This problem is normally not addressed ac-
curately by regression methods, which tend to treat these extreme events as out-
liers in the training data and misrepresent their occurrence. Several works have
been presented proposing changes to regression methodologies to account for infre-
quent events. For example, a method based on multiple linear regression is used
to detect hail size (Billet et al., 1997); support vector machines for tornado predic-
tion (Adrianto, Trafalis, and Lakshmanan, 2009); and random forest for detection
of convective cells (Ahijevych et al., 2016). However, the representation of extreme
events remains a challenge in weather forecasting. Machine learning based method-
ologies are found to underestimate these events, while classical empirical models
forecasts tend to be overconfident (Herman and Schumacher, 2018). The problem
of dealing with imbalanced data sets (Wu and Chang, 2003) appears in the broader
context of machine learning and has been applied to weather forecasting, such as
re-forecasting analogues based techniques (Hamill and Whitaker, 2006). The study
of climate change requires algorithms that can account for long-term trends in the
data (Gutiérrez et al., 2013).

Parametrisations are commonly used in NWP to represent atmospheric processes
that are either too complex to be resolved explicitly, or occur at scales not resolved by
the numerical model. Parametrisation is normally performed using empirical mod-
els to represent atmospheric processes such as convection or radiation. However,
in the last decade statistical or probabilistic models have appeared to be a viable
alternative (Berner et al., 2017).

Pure machine learning methodologies have been recently proposed to parametrise
moist convection (O’Gorman and Dwyer, 2018) and convection (Gentine et al., 2018).
Our work (Rozas Larraondo et al., 2018) proposes the use of deep learning convo-
lutional networks to parametrise precipitation. All these proposals present a com-
pletely new approach compared to the traditional methodologies that have been
used in NWP for the last half century. The effectiveness of machine learning based
methods at representing weather phenomena, and their simplicity, compared to ear-
lier approaches, opens a promising future for these techniques.

An important consideration when applying machine learning in the field of weather
forecasting is the large data volumes. Although the availability of large data sets is
an advantage for training models, the high dimensionality of the data sets becomes a
challenge for most methodologies. Most examples of machine learning applications
found in the literature involve a drastic simplification or reduction of the dimension-
ality in the data, for example, by restricting the input space to individual grid points
in space or time.
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Creating generic machine learning models, which account for the effects of mul-
tiple input variables, usually requires the use of parametric approaches. These para-
metric models require training multiple versions of the same models for different
points in time and space. This approach involves large processing resources and is
often difficult to scale. Further, implementations of traditional machine learning al-
gorithms, such as linear regression, tree based methods or fully-connected artificial
neural networks, are designed to work on reduced input spaces and their complex-
ity quickly becomes unmanageable as the number of input variables grows (Raible
et al., 1999; Bowler, Pierce, and Seed, 2006). Training models on highly dimensional
spaces remains a challenge in the field of machine learning (Fan and Bifet, 2013),
which has hindered the development of substantial alternatives to NWP for simu-
lating the weather.

Recently, there has been a strong focus in the machine learning community ex-
ploring new methodologies which can be applied to large volumes of data and/or
high dimensionalities. In particular, deep learning methods (LeCun, Bengio, and
Hinton, 2015) have demonstrated state-of-the-art results using large data sets (Deng
et al., 2009; Krasin et al., 2017). The application of these methodologies has also
been recently explored in the field of weather forecasting, with unprecedented re-
sults (Xingjian et al., 2015; Liu et al., 2016; Rasp, Pritchard, and Gentine, 2018). For
example, Figure 1.12 shows the results of a deep learning model trained using a
large collection of NWP pressure fields to detect jet-stream flows. This model was
trained on a large cluster of compute nodes at the Lawrence Berkeley Supercomput-
ing centre in the USA, demonstrating the scalability and capacity of CNNs to extract
complex spatial patterns in the data.

Even if new methodologies prove capable of learning the physics ruling NWP
models, it is hard to imagine that they will substitute NWP, at least in the short-
to mid-term. Basic fields in NWP, such as pressure or winds, are accurately mod-
elled using physical models, which are solved using highly-optimised numerical
methods. The code and compilers running these models have been continuously
improved over the past 60 years. Machine learning models would still need some
time to achieve similar levels of efficiency in running simulations at comparable res-
olutions than NWP.

Regarding the trend in the volume of data generated by NWP models and ob-
servation systems over recent decades, we can foresee that the size and complexity
of data sets is going to continue growing at an exponential rate. Interpreting and
analysing such volumes of data will require methodologies that are able to extract
patterns from large and complex data sets, making an efficient use of the available
computational and storage resources.

If a system were capable enough of analysing the whole collection of historical
observations of the atmosphere, extracting the patterns and spatio-temporal rela-
tionships between the variables, such a system would be able to replace NWP en-
tirely. In this scenario, there would be no need to understand the physical equations
that rule the atmosphere, as algorithms would be able to extract models that simu-
late it. Figure 1.13 represents the approaches taken by NWP and machine learning
in addressing weather forecasting.

NWP and observed data collections from ground stations and remote sensing
sources provide a unique resource for the exploration of structured weather predic-
tion problems. Experts working on weather and climate modeling agree that we
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FIGURE 1.12: Sample images of atmospheric rivers (jet-streams) cor-
rectly classified and extracted from a multi-Terabyte NWP dataset by

a deep CNN model. Source (Liu et al., 2016)

will see a proliferation of automated statistical methods to help on the interpretation
of weather information in the near future (Jones, 2017). First, as a complement to
NWP, machine learning based methods will enable a better understanding of com-
plex processes occurring in the atmosphere. In a second stage, more comprehensive
methodologies will become available, as the efficiency and capacity of the algorithms
improve and more computational power becomes available.
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FIGURE 1.13: Comparison of the traditional NWP and machine learn-
ing approaches to weather forecasting.
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Chapter 2

Objectives, hypothesis and
methodology

2.1 Objectives

This thesis explores the application of machine learning methodologies to solve
problems and find alternative solutions to weather forecasting tasks. Weather fore-
casting is currently based on a combination of explicitly-solved physical numerical
and empirical models that represent the current state and evolution of the atmo-
sphere. Using the data produced by this models as benchmark, we aim to identify
machine learning methodologies that can improve the accuracy of the forecasts and
automate activities in the forecasting process.

Previously to propose any solution, we need to perform an extensive research to
understand historical and current practices in the fields of weather forecasting and
machine learning. This study should result in the identification of areas in the field
of weather forecasting where machine learning can provide a novel solution.

For each of these areas, different techniques will be tested following a scientific
method to measure and validate the results. The proposed solutions need to be
compared with previous solutions providing statistical evidence of its superiority.
These results will be presented to the scientific community through publication on
peer-reviewed journals, to validate the relevance and acceptance in the field.

The following areas and problems are considered in this thesis, presenting new
approaches and methodologies to solve them:

• Application of non-parametric regression circular kernels to model local wind
effects.

• Evolution of the concept of regression tree to improve the prediction of circular
variables.

• Use of 3-dimensional convolutional networks to classify local precipitation
events.

• Application of convolutional encoder-decoder networks to learn precipitation
parameterisations.

2.2 Hypothesis

Weather forecasting is underpinned by numerical simulation models, which simu-
late the evolution of the atmosphere into the future. Observational data, coming
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from ground stations or remote sensing, provide accurate information about the
present and past state of the atmosphere at specific locations in our planet.

This thesis builds upon the idea that machine learning can be used to represent
relationships between large enough historical collections of simulated and observed
data sets. This machine learning models can then be used to improve the results of
numerical simulation models increasing the accuracy of their forecasts.

Multiple national meteorological services across the world make publicly avail-
able large collections of modeled and observed data. Some of these data are used
operationally to provide information to emergency or transport services. We assume
that the quality of these data sets will offer an accurate and consistent representation
of the atmosphere to apply machine learning methodologies and find patterns and
relationships.

Nowadays humans are not capable to assimilate and interpret the amounts of
data that are currently generated about our planet’s atmosphere. At the same time,
new compute technologies have been developed enabling new machine learning
methodologies that can scale to process massive data sets. These two processes
are converging into the development of new methodologies, specific to the field of
weather forecasting, that can improve our understanding of the atmospheric pro-
cesses and prediction of the weather.

2.3 Methodology

2.3.1 Use of circular kernel regression for improving wind forecasting

The first part of this thesis is focused on exploring how classic non-linear regression
methodologies can be used to improve the output of numerical weather models.
Multivariate linear regression is a classic method for modelling the relationship be-
tween a scalar output variable and one or more input variables. This method serves
in many cases as the baseline for comparing new regression approaches. This work
commences with exploring the most fundamental techniques.

The challenge in this case is to perform regression on the NWP wind speed vari-
able using observed data. Wind is a weather phenomenon that is highly dependent
on topography. Wind is normally represented using vectors, where the module pro-
vides the speed and the angle is the direction of the wind. Weather models decom-
pose the wind speed variable into its Cartesian components to simplify its repre-
sentation. The problem with this approach is that performing operations such as
regression is not straightforward, because of the relationship and dependence be-
tween both components.

For this study, we use the Global Forecasting System (GFS) NWP model and
Aviation Routine Weather Reports (METARs) from three airports in northern Spain:
Vitoria-Gasteiz, Bilbao and San Sebastian-Donostia. The GFS model represents data
using a regular grid which covers the whole world, with a spatial resolution of ap-
proximately 50 km and a temporal resolution of 3 hours. This model is operated
by the National Oceanographic and Atmospheric Administration (NOAA) and the
global dataset for the latest 15 years is made publicly available. METARS are high
quality meteorological reports drafted in most of the civil airports in the world.
These reports are made available every 30 minutes and describe variables such as
wind, temperature, visibility and cloud coverage at the airport’s runway. METARS
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are encoded as text messages and distributed worldwide, so that flight controllers
and pilots can plan take off and landing procedures.

For each of the three airports, we selected the NWP grid points closest to the
observation points, creating a temporal series that contains both the modeled and
observed values for different weather parameters. We compare different linear and
non-linear regression methodologies, using combinations of NWP variables in the
input and the observed wind speed as the output variable.

The reason for choosing wind speed as the output is that this variable is highly
affected by the local topography surrounding the airports. Airports are normally
located in open spaces with constant and wind patterns. These three airports in
northern Spain are in a mountainous region near the Atlantic coast and have very
specific wind regimes which are highly affected by the local topography. The reso-
lution of the NWP model used in this study is in the order of 75 km, which means
that these three airports are modeled in contiguous grid cells. The work is focused
on studying the potential for observed wind speed data to correct the NWP values
for specific locations.

Non-parametric regression is a category of regression analysis in which the pre-
dictor does not take a predetermined form but is built each time from the data.
Non-parametric regression requires larger sample sizes than regression based on
parametric models, because the data must supply the model structure as well as the
model estimates. This work demonstrates a technique using non-parametric regres-
sion for improving wind speed prediction, by clustering wind speed data around
specific directional components. This regression is performed dynamically, select-
ing historical data with similar characteristics. The level of similarity and the rela-
tive weights for each element in the regression are controlled using different kernel
shapes.

FIGURE 2.1: Relationship between GFS and METAR wind speed val-
ues from San Sebastian. GFS wind direction is represented using a
color scale, with yellow colours showing northerly winds and clue

colours representing southerly winds.

For example, Figure 2.1 represents of the relationship between the observed and
forecasted wind values generated for one of the studied airports. In this case, wind
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direction is used in a cyclic kernel to dynamically weight the contribution of each
input data point in the regression.

This work introduces the concept of cyclic kernel, which provides a way of clus-
tering elements using a circular variable. We demonstrate how circular kernels can
successfully assimilate directional data into a regression model. This concept can
also extend and improve other circular or temporal variables and can be used to
extract seasonal or daily patterns from data.

This work was published in the "Weather and Forecasting" journal, which is a
scientific publication from the American Meteorological Society. This publication
contains articles on weather forecasting and analysis techniques, forecast verification
studies, and case studies useful to forecasters. Our work was first submitted to the
journal in March 2014 and was published in December 2014, after a revision process
which added a statistical method to validate the methodology.

2.3.2 Circular regression trees

Most of the current regression machine learning algorithms are focused on mod-
elling the relationships between linear variables. Circular variables have a differ-
ent nature to linear variables, so traditional methodologies are not able to represent
them correctly, leading to sub-optimal results in most cases.

Continuing with the study of methodologies for modelling circular variables, we
decided to look at regression trees for this new research study. Regression trees and
tree based ensemble methods, such as bagging or Random Forest, are a versatile,
computationally efficient and accurate method for performing regression. Building
upon the pioneering concept of circular regression tree (Lund, 2002), we decided to
explore alternative and more efficient methods for introducing circular variables in
regression trees.

Traditionally, circular variables have been used in regression trees using two ap-
proaches. The first one ignores the circular nature of a variable treating it as linear
variable. The problem with this approach is that 0 and 360 degrees are represented
at each end of the variable range, but in fact, they are the same value. The second
approach is to decompose a circular variable into its Cartesian components and use
them as separate variables in a tree. Both of these approaches introduce constrains
and limit the performance of regression trees. With the first approach, trees cannot
perform splits that cross the origin, and in the second case splits performed on the
Cartesian components independently lead to an excessive and unnatural partition
of the space defined by circular variables, having a negative impact in the accuracy
of the resulting models.

For this work we use a similar dataset to the one introduced in the previous sec-
tion, about non-linear kernel regression. We choose to forecast the observed speed
of the wind at 5 different locations in Europe. Data from airport METARS of Berlin
Tegel, London Heathrow, Barcelona El Prat, Paris Charles de Gaulle and Milano
Malpensa are used to train the different tree models and to analyse the results. Sim-
ilarly to the previous work, we extract the time series data from the GFS model
for the closest grid cells to each of each airport. The tree models are trained using
three-hourly data for the years 2011, 2012 and 2013, resulting in approximately 8760
samples per airport.

The key idea behind circular trees is that circular variables can be naturally in-
corporated in regression trees by considering splits that cross the origin point [0-360]
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in the search space. The original implementation of circular trees performs splits on
non-contiguous regions of the variable space, leading to excessive fragmentation of
the dataset. The improvement proposed in our work restricts the search space to
contiguous regions of the variable space leading to an improvement in computation
performance and accuracy of the results. Figure 2.2 contains a representation of the
splits performed by our circular tree for a dataset that contains one circular and one
linear variable. The splits generated by this tree define contiguous regions in the
space.

In this work we introduce a new methodology that restricts the search space
of each partition in a tree leading to the generation of contiguous partitions. This
constraint added to the initial idea of circular regression trees in Lund’s work (Lund,
2002), has the implication of generating more simple partitions, which improve the
accuracy and the train efficiency of the tree models. Although the search space for
optimal splits at each node of the tree is more limited than the original version, the
overall error of the tree results to be lower. In this work we found that even if non-
contiguous splits provide good results at the top part of a tree, these partitions tend
to degenerate as the splitting process evolves, resulting in poor performance trees.

FIGURE 2.2: Example of the proposed circular regression tree and a
representation of how the space is divided in contiguous regions.

The software developed in this work is presented in the form of a self-contained
Python library. This library implements a general version of regression tree, which
can be used with both linear and circular variables both as input and output. Also,
the library offers the option to perform non-contiguous partitions, as in the original
proposal by Lund (Lund, 2002) and contiguous, as in the methodology that we pro-
pose. The software can also be used as a command line interface, allowing users to
train and test different regression tree models and download data sets for any airport
in the world. These tools have been designed so users can experiment and explore
the differences between models, input variables and airports. The scripts and li-
braries are written in a simple way, so users can read the code and understand the
structure and modify or extend its functionalities. AeroCirTree comes with a GNU
GPLv3 licence so anyone can use, modify and share this program for any purpose.

In March 2017 this work was submitted to the "Environmental Modelling & Soft-
ware", a peer-reviewed scientific journal which publishes works in the area of en-
vironmental sciences. The work was published in February 2018, after a revision
process that extended the experimental part of the manuscript with a comparison
with other linear tree methodologies.
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2.3.3 Convolutional neural networks for precipitation classification

While working on circular regression trees, we started experimenting with the ap-
plication of deep neural networks to perform regression on weather data. Although,
as far as we knew, there were no applications in the weather forecasting literature,
we decided to learn and apply these techniques to weather forecasting problems.
Convolutional neural networks, used mainly on image classification tasks, seemed
a good candidate to model NWP gridded data.

Up until this point in our research, we had extracted data from the closest NWP
grid point to the desired observed dataset, resulting in a time series. Convolutional
Neural Networks (CNN) offer the possibility of treating a whole image as the in-
put to a model and the neural network can learn to detect the regions of the image
that are most correlated with the output. This was a major change in our research
methodology compared to our two previous works. CNNs do not require the lo-
cation of the individual grid points as an input: they can treat the whole weather
grids (images) as their only input, avoiding the need for extracting temporal series
beforehand.

CNNs are mainly used to perform classification and extraction of spatial infor-
mation in images, building from fine grained details into higher level structures.
In this work, we explored the use of CNNs to classify the event of precipitation
(rain/dry) in different cities in Europe.

CNNs require large data sets for training. For this work, we used a dataset called
ERA-Interim (Dee et al., 2011), which contains data since the year 1979, with a tem-
poral resolution of 3 hours. It is publicly available from the European Centre for
Medium-Range Weather Forecasts (ECMWF). This dataset is generated using a nu-
merical weather model which simulates the state of the atmosphere for the whole
planet, with a spatial resolution of approximately 80 km. The output is presented in
the form of regular numerical grids and there is a large number of physical param-
eters available, representing variables such as temperature, wind speed and relative
vorticity.

To determine rain events at the different locations, we use Aviation Routine
Weather Reports (METARs), similarly to our previous works. We consider 5 main
airports located in different cities across Europe and a period of 5 years (2012-2017).
The airports are: Helsinki-Vanta, Amsterdam-Schiphol, Dublin, Rome-Fiumicino
and Vienna.

We extract an extended area over Europe from ERA-Interim, creating a 3 hourly
series of images composed by 3 bands, corresponding to the geopotential height z at
the 1000, 700 and 500 pressure levels of the atmosphere. This parameter represents
the height in the atmosphere at which a certain pressure value is reached. These
levels correspond typically to 100, 3000 and 5500 metres above the mean sea level
respectively.

In this work, we experimented adding the temporal dimension to the CNN net-
work. The temporal dimension is added to these networks by adding a fourth axis
to the convolutional kernels (latitude, longitude, height, time). Using the collection
of geopotential fields as input and the precipitation conditions for the different lo-
cations as output, the CNN networks are trained to predict the rain conditions at
each point. Although the coordinates of the different locations are not given to the
network, the network succeeds at finding the relationship between the pressure field
and the precipitation data for a specific location. This work demonstrates therefore
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that CNNs can be used to interpret the output of NWP and generate local forecasts
automatically.

Also as part of this work, we used a technique called Class Activation Mapping
(CAM) (Zhou et al., 2016) to introspect the CNN models and visually assess the
regions of the input space that have more influence in the output. The use of CAM
is represented in Figure 2.3, using a heat-map to represent the relative weight of
each pixel in the network. The network learns to give more weight to the pixels
surrounding the region, even when this parameter is not known to the network.

Also in this work, 3D convolutions are proven to be able to naturally incorporate
the temporal component of the data into neural networks, resulting in a significant
improvement in the accuracy of the results when compared to a similar network
trained with individual frames.

FIGURE 2.3: Example of the resulting Class Activation Maps for
an ERA-Interim CNN, trained using the observed precipitation at
Helsinki-Vantaa airport, EFHK, (left) and Rome Fiumicino airport,
LIRF, (right). Coastlines have been overlaid as a reference for read-

ers.

This work was accepted for the "Deep Structured Prediction" workshop, part of
the 2017 ICML conference in Sydney. The work was presented in July 2017 at the
workshop and received very positively feedback from the machine learning com-
munity. Some of the attendants demonstrated an interest in finding more details
about the used data sets for testing temporal methodologies.

2.3.4 Convolutional encoder-decoders for image to image regression

The work presented at the 2017 ICML conference motivated us to continue research-
ing the field and applications of Convolutional Neural Networks (CNN). Being aware
of the demonstrated capacity that CNNs have to extract the spatial structure from
input images, we decided to explore the possibilities that these techniques had in
the field of meteorology.

For this new research work, we focused on studying NWP parametrisations.
There are physical processes in the atmosphere that cannot be represented by NWP,
regardless of its resolution. For these, NWP uses approximate models, which are
known as parametrisations.

To perform the experiments in this work, we use the ERA-Interim global climate
reanalysis dataset produced by the European Centre for Medium-Range Weather
Forecasts (ECMWF). ERA-Interim makes available a large number of parameters,
from which we choose geopotential height and total precipitation. We crop an ex-
tended area over Europe and extracted the selected parameters over the 1980-2016
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period with a temporal resolution of 6 hours, resulting in a data set with more than
50,000 samples.

Autoencoders (Hinton and Salakhutdinov, 2006) are generic neural networks
that recreate the input by performing a dimensionality reduction and subsequent
expansion of the input space. This technique permits learning compressed represen-
tations of the data in an unsupervised manner. Convolutional autoencoders com-
bine CNNs with autoencoders to efficiently learn compressed representations of im-
ages. A latter evolution of convolutional autoencoders demonstrates that similar
networks offer an efficient way of performing image segmentation, by training the
model with samples of segmented images. Figure 2.4 represents of the transforma-
tions performed by an encoder-decoder network to the geopotential field transform-
ing it into a precipitation field for the same region.

We consider three state-of-the-art convolutional encoder-decoder networks in
the field of image segmentation: VGG-16 (Long, Shelhamer, and Darrell, 2015), Seg-
net (Badrinarayanan, Kendall, and Cipolla, 2017) and U-net (Ronneberger, Fischer,
and Brox, 2015). These networks are modified to perform image regression tasks
instead of segmentation by changing the loss function to MAE, and are tested with
the task of predicting precipitation.

This work demonstrates that convolutional encoder-decoder neural networks
can be used, as an alternative to parametrisations, to learn complex atmospheric pro-
cesses using basic NWP fields as input. As far as we know, this is the first attempt
to provide an end-to-end automated learning approach to derive new parametrisa-
tions from basic NWP fields using deep convolutional encoder-decoder networks.
This work also demonstrates how popular deep learning networks in the field of
image segmentation can be adapted to interpret and derive new weather parame-
ters.

FIGURE 2.4: Representation of the transformations performed by
the encoder-decoder network to the geopotential height field and its
transformation into a field representing the total precipitation field

for the same region.

This work was first submitted in June 2018 to the "Monthly Weather Review",
which is a peer-reviewed scientific journal published by the American Meteorolog-
ical Society. It covers research related to analysis and prediction of observed and
modeled circulations of the atmosphere, including technique development, data as-
similation, model validation, and relevant case studies.

The paper was adapted, following the indications received from the editor of the
journal. The new version contains an introduction to machine learning and CNNs
in the context of weather forecasting and NWP parametrisations. This new version
was submitted in December 2018 to the same journal for its consideration.
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Chapter 3

Results

This section provides a detailed description of the methodologies and applications
developed in this doctoral thesis to solve specific problems in the field of weather
forecasting. Each piece of work contained in this chapter is presented in a self-
contained format, offering an introduction to the problem, providing previous lit-
erature work and performing experiments to demonstrate the suitability of the pro-
posed methodologies.

The first work, with title “A method for wind speed forecasting in airports based
on non-parametric regression”, was published in the “Weather and Forecasting”
journal (Rozas-Larraondo, Inza, and Lozano, 2014). The second piece of research,
with title “A system for airport weather forecasting based on circular regression
trees”, was published in the “Environmental Modelling & Software” (Larraondo,
Inza, and Lozano, 2018). Our third contribution, with title “Automating weather
forecasts based on convolutional networks” was presented in the workshop and
published in the proceedings of the International Conference of Machine Learning
(ICML) Workshop on Deep Structured Predictions (Larraondo, Inza, and Lozano,
2017). The last contribution, with title “A data-driven approach to precipitation
parameterizations using convolutional encoder-decoder neural networks” has been
submitted to the “Weather and Forecasting” journal for consideration and is under
review process at the time of writing this thesis.
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ABSTRACT

Wind is one of the parameters best predicted by numerical weather models, as it can be directly

calculated from the physical equations of pressure which govern its movement. However, local winds

are highly a↵ected by topography which global numerical weather models, due to their limited

resolution, are not able to reproduce. In order to improve the skill of numerical weather models,

statistical and data analysis methods can be used. Machine learning techniques can be applied to

train a model with data coming from both the model and observations in the area of interest. In

this paper, a new method based on Non-parametric Multivariate Locally Weighted Regression is

studied for improving the forecasted wind speed of a numerical weather model. Wind direction data

is used to build di↵erent regression models, as a way of accounting for the e↵ect of surrounding

topography. The use of this technique o↵ers similar levels of accuracy for wind speed forecasts

compared with other machine learning algorithms with the advantage of being more intuitive and

easy to interpret.

1. Introduction

Global Numerical Weather Prediction (NWP) models
are run with a spatial resolution which is not able to repre-
sent the e↵ects of local topography explicitly. Several tools
and methodologies have been developed for downscaling
global NWP forecasts into regional or local scales. Basi-
cally all of them could be classified as dynamical and statis-
tical approaches. For the dynamical downscaling methods,
the aim is to use a high resolution physical model nested
and initialized with the boundary conditions of a low res-
olution model, which usually covers a more extensive area
[Wilby and Wigley, 1997]. Statistical downscaling is based
on the statistical analysis of the output of the NWP and
observational data for a location.

According to [Kannan and Ghosh, 2013], statistical down-
scaling can also be grouped into three categories: i) Weather
classification/typing identifies patterns or synoptic weather
schemes and analyzes data according to each case [Conway
and Jones, 1998; Schnur and Lettenmaier, 1998]; ii) Re-
gression/transfer function techniques fit NWP and obser-
vational data using di↵erent regression and other machine
learning algorithms [McLean Sloughter et al., 2008; Sailor
et al., 1999]; and iii) Weather generators are based on the
idea of creating a stochastic time series as a pipeline pro-
cess for the di↵erent parameters [Khalili et al., 2009].

Non-parametric regression downscaling techniques are
based on the idea that the predictor cannot be stated using

a unique formula, but is constructed during execution time
considering the whole data set and selecting a subset of it
to build a di↵erent regression model for every case. Non-
parametric regression requires larger datasets than regres-
sion based on parametric models, because only a limited
portion of the data is used to construct the predictor each
time.

Non-parametric regression has already been applied into
meteorological problems for downscaling precipitation pat-
terns [Kannan and Ghosh, 2013]. In this paper, a simple
form of kernel non-parametric regression is used to improve
the forecast of wind speed coming from the NWP, consid-
ering wind direction and wind speed variables to filter out
data. This form of regression is particularly suitable for
real time forecasting, because it can be updated to include
the most recent data, which makes it a perfect candidate
for operational on-demand applications.

Wind statistical analysis cannot be performed directly
by applying out-of-the-box machine learning or downscal-
ing algorithms to data, because of the cyclic nature of wind
direction. The proposed regression model uses a cyclic ker-
nel approach to select similar wind direction cases. This
way of fitting circular data into a model is a di↵erent ap-
proach to that taken by other directional statistics tech-
niques, such as circular regression [Downs and Mardia,
2002], or using generalized additive models on separate
wind components [Salameh et al., 2009].
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The aim of this technique is to present a method for
measuring the systematic error of an NWP when forecast-
ing wind speed. The systematic error of a NWP is mainly
caused by its limited spatial resolution. If this error can
be measured taking into account the di↵erence in wind di-
rection and how it a↵ects wind speed, it will be possible
to substract this error from any of the leading times of the
model improving its skill. The proposed method builds a
non-parametric regression model to estimate the relation-
ship between NWP forecasted wind speed and observed
wind speed filtering the data by wind direction.

Airports are usually located in wide open areas, with
particular wind regimes favorable to air tra�c. Surround-
ing topography a↵ects wind behavior, by blocking, intensi-
fying or changing its direction as it travels, generating local
wind e↵ects not resolved by NWPs. If wind speed has to
be forecasted for a particular direction, grouping together
similar wind direction cases to build a regression model is
justified, as all are a↵ected by the same topographic con-
figuration.

Civil airports also o↵er high quality observational data
which is publicly accessible. These characteristics make
airports specially suitable for studying the problem of wind
speed downscaling. To carry out this study, the airports
of Foronda, Loiu and Hondarribia in northern Spain have
been chosen, where wind is highly a↵ected by adjacent
steep topography and the e↵ect of the nearby sea. Ul-
timately better wind speed forecasts mean better quality
aerodrome forecasts (TAFOR), which implies safer air traf-
fic operations.

All the data sets and algorithms used in this paper have
been published in a public repository (https://code.google.com/p/wind-
kernel-regression/) using a GNU GPL v3 code licence. Any
experiment contained in this article can be reproduced and
freely modified.

2. Data Sources and Processing

To test the performance of the present downscaling
technique, both NWP and observational data have to be
collected. In the proposed regression model, the dependent
variable is the observed wind speed and the independent
variables are the wind speed and wind direction coming
from the NWP. These data have to be represented as time
series, using the same units and time resolution for each of
the selected airports.

a. Observations

Observational weather data of civil airports are pub-
licly available through Meteorological Aerodromes Reports
known as METAR [WMO Manual on Codes], a form of
coded aeronautical weather reports regulated by the In-
ternational Civil Aviation Organization (ICAO). These re-
ports are normally produced half hourly and contain many

di↵erent observed weather conditions a↵ecting the airport
at the time of observation.

Each METAR contains information such as the airport
identifier, date and time of the observation, wind, cloud
cover, temperature, dewpoint and pressure, amongst other
parameters, using a coded format specified by the World
Meteorological Organization (WMO). To perform the tests,
only the observed wind speed value is extracted together
with its correspondig time stamp value for each of the air-
ports. METAR wind speed and direction are stated as the
measured or estimated mean over the 10 minutes prior to
the time of issue of the report. Gust wind, if present, is en-
coded as a separate variable and is not taken into account.

ICAO uses a four character code to identify each air-
port. The ICAO codes for the selected airports are: Foronda
(LEVT), Loiu (LEBB) and Hondarribia (LESO). METARs
for these airports are collected for the period from March
2011 to March 2013.

b. NWP Data

The Global Forecast System (GFS) [Campana, EMC
and Caplan, 2005] is a Global Numerical Weather Model
run operationally by the US National Weather Service since
March 2011 and all its historical NetCDF files are available
at the National Oceanic and Atmospheric Administration
(NOAA) Operational Model Archive and Distribution Sys-
tem (NOMADS) [Rutledge, Alpert and Ebuisaki, 2006],
public repository on the web. GFS has a version with spa-
tial resolution of 0.5 degrees (approx. 55 kilometers) and a
temporal resolution of 3 hours with a new run available ev-
ery 6 hours. In order to assess the NWP systematic error,
reanalysis data should be used. The use of T+3 forecast
data doubles the number of points used in the regression,
at the expense of introducing additional inherent uncer-
tainty to the forecasting model. This extra uncertainty is
assumend to be reasonable small 3 hours away from the
reanalysis and its use is compensated by the fact that the
number of points used in the regression model is doubled.

For this study, a simple approach is used to extract the
time series of a site. The closest GFS grid point to each
airport is selected without considering any other form of
spatial interpolation or correction. For each location the
u and v 10 meters wind speed components are extracted
into a time series, corresponding to the ”U component of
wind height above ground” and ”V component of wind
height above ground” GFS variables. These variables con-
tain instantaneous values measured in meters per second.
Proceeding the same way as with observational data, GFS
wind data is collected for the closest grid points to the
airports for the period from March 2011 to March 2013.
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Fig. 1. Sample of time series data for METAR and GFS
wind speeds from the airport of Loiu (LEBB).

c. Time series

NWPs usually represent wind through its Cartesian
components, which is very convenient for computing av-
erages and other statistical analysis. However, wind data
coming from weather stations are normally described using
their ’directional’ and ’speed’ components. For this study,
wind direction is used to filter out data included in the
non-parametric regression. Wind values coming from GFS
have to be converted from their Cartesian components into
direction and speed components before being included in
the time series.

As the GFS data has been collected with a 3 hours reso-
lution and the METARs are are available every 30 minutes,
only a subset of the values can be compared. A combined
time series for 00, 03, 06, 09, 12, 15, 18 and 21 UTC hours
is created using data from the GFS model and METAR
reports, all the extra METAR reports are ignored.

Foronda (LEVT) is the only airport of the three record-
ing METARS 24 hours a day. For this airport 5840 data
points are collected. The other two airports close some
hours at night. 00H and 03H METARs are missed for the
airport of Loiu (LEBB) and also 21H in the case of Hon-
darribia (LESO), giving totals of 4380 and 3650 data rows
respectively. Table 1 shows a sample of the combined time
series data for the airport of Loiu (LEBB) and (Fig. 1)
contains a representation of the METAR and GFS wind
speed values.

3. Methodology Fundamentals

An improvement in the wind speed forecasting error
could be achieved by applying a simple univariate regres-
sion model combining wind speed values derived fromMETARs
and the GFS model. However, NWPs contain many dif-
ferent physical parameters which can be included in a re-

gression method to improve the results. Non-parametric
regression techniques require large data sets to be tested,
as they use subsets to calculate the regression, which is the
reason for collecting two years of time series data in the
database. Non-parametric regression is a form of regres-
sion in which the predictor cannot be expressed through
a single function, rather, it calculates a new regression for
each forecasted value. This kind of algorithm is especially
suitable for real time forecasting, as the regression model
is built on execution time. Locally Weighted Regression is
a form of non-parametric regression wherein values close to
the forecasted point have a stronger influence in the regres-
sion. The following sections outline the basic techniques
used in this regression model.

a. Regression model

Weighted Least Squares is the most basic way of fitting
data into a model when weighting is required. Its equation
in matrix notation can be expressed as follows:

(XTWX)� = XTWY

Where X is the independent variables matrix, W is a
diagonal matrix containing the weights of each point, Y
is the vector containing the values of the dependent vari-
able and � is the vector containing the coe�cients for each
regression variable.

If a training set is defined where the values of both X
and Y are known, the value of � can be determined and
used to predict new values of the dependent variable.

A form of Locally Weighted Regression can be imple-
mented using Weighted Least Squares defining a weighting
function to select local points around the regression point.

The comparison between Simple Linear Regression and
Locally Weighted Regression for wind speed data of the
airport of Hondarribia (LESO) (Fig. 2) demonstrates how
non-parametric regression adapts to non-linearities in the
data at the expense of the computational cost of calculat-
ing new regression parameters for each point of the plot.
The weighting function used to create the Locally Weighted
Regression shown in this figure is explained in the next sub-
section.

b. Kernel function

A kernel is a well-known weighting function used in
non-parametric estimation techniques to shape the influ-
ence of the di↵erent data points which take part in a non-
parametric regression. There are many functions which
could be used as kernels, such as the uniform, triangle, co-
sine or tricube. The tricube is one of the most popular
kernels and the one used in the model proposed in this
study.
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Table 1. Sample of the time series data for the airport of Loiu (LEBB) combining data from METARs and the GFS
model. Displaying only the first three columns for space economy (TimeStamp, Metar Wind Speed and GFS Wind
Speed).

T imeStamp MetarWindSpeed GFSWindSpeed GFSWindDir

2012-05-16T09:00 6.0 12.060 95
2012-05-16T12:00 8.0 15.114 81
2012-05-16T15:00 12.0 16.094 79
2012-05-16T18:00 9.0 14.291 79
2012-05-16T21:00 2.0 13.870 100

Fig. 2. Simple Linear Regression and Locally Weighted
Regression comparison for Wind Speed Data from the air-
port of Loiu (LEBB).

K(d) =

(
81
90 (1� | d

dmax
|3)3, if d  dmax

0 if d > dmax

This function returns the relative weight of every point
in the model, where d represents its distance to the fore-
casted point and dmax is the maximum distance from which
any point will not be included in the regression model. This
kernel determines both the number of points and their rel-
ative weight in the regression model, depending on how far
each point is from the forecasted value.

Fig. 3 shows how the tricube kernel weights the dif-
ferent data points around the value of 15 and 20 knots
to create a regression model. In this sample, the relative
weight of each point in the regression decreases from its
maximum value at 15 and 20 knots and becomes zero for
points further than 10 knots on each side, which is the fixed
value of dmax.

c. Cross dimensional weighting

In the previous section, there is an example of how a
kernel shapes the weight of the points depending on their
distance from the forecasted point. Every point considered
in the regression contains many other parameters apart
from wind speed. This technique is inspired in the idea of
fitting regression models using historical data with similar
characteristics to the day we are trying to forecast. For
example, if the NWP model forecasts a wind blowing from
the north, better results should be obtained filtering the
data to use the values of the database where the wind is
blowing from the north. However, data can also be fil-
tered using any other variable contained in the data set.
Wind speed can be forecasted by filtering the data points
to include those showing a similar characteristics to the
forecasted day. In this paper wind direction is proposed as
a good filtering variable but any other variable can also be
used.

Kernels are used to define the weights matrix W used
in the regression. W is a square matrix determined by:

W = IK1K2...Kn

where I is the identity matrix, and Ki is the ith kernel ma-
trix. A kernel matrix K is a diagonal matrix in which each
value of the main diagonal corresponds to the weight of
each data point in the regression. K is, therefore, a square
matrix with a dimension equal to the number of elements
in the dataset. The weight of each value is determined by
the tricube kernel function. As all the matrices used to
calculate the weights matrix W are same dimensional di-
agonal matrices, the commutative property can be applied,
which means the order of the kernels does not a↵ect the
result.

Fig. 4 shows wind speed data for the airport of Hon-
darribia (LESO) where the color of each point represents
its wind direction. Fig. 5 shows an example of this cross
dimensional weighting, using wind direction to filter the
data. A wind direction tricube kernel selects a subset of
the original points with wind directions around 0 and 180
degrees.
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4. Proposed Methodology

The idea of considering historical similar cases comes
naturally in the activity of weather forecasting. In the
previous section, some mathematical tools and ideas are
introduced, which can be helpful to filter out those ”similar
situations” from the whole data set. In the particular case
of wind forecasting, topography has a major influence in
defining the pattern of winds at any place.

Wind direction classifies winds blowing from di↵erent
places and it can be used to introduce local e↵ects on winds.
Grouping same direction wind data together is a way of
implicitly introducing the e↵ect of local topography.

In this section the idea of using wind direction values to
forecast wind speed is explored. Kernel matrices are used
as a way of weighting subsets of data into the regression
model. However, the kernel function, as introduced in the
previous section, is designed to work with linear variables
and wind direction is circular.

a. Cyclic Kernel

Wind direction has the particularity of defining a cir-
cular space instead of a linear one. Measured in degrees,
wind direction can take values in the range [0-360], where 0
and 360 represent the same point. To calculate a distance
between two angles, the minimum of the two possible dis-
tances around the cycle must be chosen.

Dist(a, b) = min

(
b� a

a+ 360� b
where b � a

This distance and a defined maximum angular distance
dmax are used in the tricube kernel to assign weights to
the di↵erent data points and derive the best estimates of
wind speed. Choosing an optimal value for dmax is key to
build an accurate regression model. Too small dmax values
consider only small sectors of the data, which can cause
overfitting and a poor generalization of the model, while,
on the other hand, too large values give extremely general
regressions which are not able to discriminate among the
di↵erent cases.

b. Building and validating the model

For each airport, wind speed and direction data from
the GFS model and from METAR reports are used. GFS
wind speed data determines the dependent variable matrix
X; METAR observed wind speed values form the explana-
tory variable matrix Y; GFS wind direction data is used
to build the weight matrix W using cyclic kernels.

To validate the proposed model a methodology to test
the results must be defined. A model validation technique
has to be defined in order to assess how the wind forecasts
generalize to an independent data set. Hold-out, cross-
validation and bootstrapping are di↵erent techniques for

randomly splitting a data set and validating a statistical
method. Hold-out divides the data set into two di↵erent
groups, one being used to train the statistical model and
the other to validate or test the performance of the trained
model. Cross validation divides the data set into n dif-
ferent groups and carry out validation. One data group
is excluded at a time from training, using that excluded
group to conduct testing. This process is then repeated,
changing the group selected for exclusion each time, until
all groups have been covered. Bootstrapping is a varia-
tion of hold-out where each of the subsets is obtained by
random sampling with replacement from the original data
set.

To test the proposed model a repeated hold-out method
is chosen. The decision to use a repeated hold-out method
instead of cross-validation or bootstrapping is made based
on the size the data set. For large data sets, the di↵er-
ence between randomly holding out data points or cross
validating fixed subsets of the data, is negligible.

For each experiment a repeated hold-out estimation is
performed, where the whole data set of each airport is ran-
domly split into two sets, one used to train the regression
model containing 75% of the data and the other 25% used
for validation. In the training set, the observational values
of wind speed are used to train the regression model and
the same variable is hidden and used to estimate the error
in the validation set. Root Mean Square Error (RMSE) of
wind speeds is used as the estimator for the error of the
model. For each experiment and airport, this procedure is
carried out 10 times and its RMSE values averaged.

Di↵erent values of dmax used in the regression model
yield di↵erent RMSE values, the larger the value of dmax,
the more points are included in the regression of each point.
The experiment forecasts every observed wind speed con-
tained in the validation set, using the data from the train-
ing to create a regression model for each value. The result
obtained from the regression model is compared with the
observed wind speed to estimate the error. This experi-
ment is repeated using di↵erent values of dmax to identify
the value or values which minimize the error of the model.

5. Results

The model is compared with other state-of-the-art re-
gression techniques, to assess its performance. To vali-
date each technique a 10 times repeated holdout evalua-
tion process is used, as expained in the precedent section.
Comparisons between di↵erent methodologies are always
performed using the same repeated hold-out splits. The
significance of the di↵erence between compared types of
regression models is statistically assessed using a paired
t-test. The use of a parametric test is justifiable as the
Shapiro-Wilks test has ensured the normality assumption
of the compared RMSE samples.
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Table 2. Wind speed mean RMSE and � results of
directly forecasting the observed wind speed using the
wind speed output of the GFS model compared with the
RMSE obtained after applying an univariate linear regres-
sion model containing the same data.

E(RMSE)±�(RMSE)

Method LESO LEV T LEBB

GFS output 4.361±0.067 4.015±0.074 6.863±0.107
Linear Reg. 2.765±0.110 3.929±0.083 3.560±0.068

Table 3. Wind speed mean RMSE and � results for the
di↵erent airports using di↵erent values of dmax wind di-
rection in degrees in a tricubic kernel to weight data in a
non-parametric regression.

E(RMSE)±�(RMSE)

dmax LESO LEV T LEBB

5 2.758±0.104 3.434±0.059 3.426±0.079
10 2.735±0.104 3.414±0.059 3.378±0.074
20 2.711±0.100 3.428±0.063 3.370±0.070
30 2.706±0.097 3.459±0.067 3.381±0.069
40 2.706±0.095 3.496±0.070 3.401±0.069
60 2.710±0.095 3.571±0.079 3.441±0.070
90 2.725±0.100 3.657±0.089 3.487±0.069
120 2.741±0.105 3.711±0.090 3.509±0.069
180 2.760±0.109 3.762±0.087 3.544±0.069

First of all, a benchmark is established as a reference,
so the results of the proposed regression model can be com-
pared with it. The most basic and least accurate wind fore-
casting method is to use the wind speed value from the nu-
merical weather model to predict the observed wind speed
at the airport. This result could be easily improved by ap-
plying a simple linear regression to relate wind speed val-
ues from the NWP and observational data from METARs.
Table 2 contains the RMSE results of a direct compari-
son between wind speeds forecasted by GFS and the corre-
sponding observed METAR values. Table 2 also contains
RMSE results achieved using a univariate linear regression
model to predict wind speed for the di↵erent airports. The
first result is obtained using the whole data set, whereas
in the case of the regression, the methodology explained
at the end of the previous section is used to calculate the
RMSE values of each airport. As shown in Table 2, linear
regression introduces a notable improvement in forecast-
ing wind speed. The proposed non-parametric regression
model aims to improve these RMSE values.

Table 3 contains the results of running the experiments
using di↵erent dmax wind direction values to filter data used

in the regression, as explained in the methodology section.
As indicated in Figure 6, the three airports present a sim-
ilar behavior showing minimum wind speed mean RMSE
values with dmax ranging between 10 and 30 degrees, but
the overall improvement achieved is di↵erent for each of
them.

Once the value of wind direction dmax, which minimizes
the error, it can be fixed and a new kernel can be introduced
to filter data using a di↵erent variable. The data points
with similar wind direction selected by the first kernel are
weighted again using a second kernel with a new variable.
Using multiple kernels allows us to filter data according
to di↵erent variables and thereby achieve better results in
the regression. For example, if the value of wind direction
dmax is fixed to 30 degrees in one kernel, a secondary kernel
can be used again to weight the resulting subset of data
according to another variable.

As the objective is to improve the wind speed fore-
cast coming from the model, GFS wind direction and wind
speed can be combined together to select the data points
where winds come from the same direction and have sim-
ilar speed. As explained in the previous paragraph, two
kernels can be applied, one using wind direction and the
other wind speed, to select the NWP points with similar
wind characteristics (direction and speed) as the predicted
one. Using the results of the previous experiment, which
determined an optimal value of wind direction dmax around
30 degrees, a new experiment is proposed combining two
kernels. The first kernel filters the data by its GFS wind
direction, using the optimal dmax value and the second ker-
nel filters the data using the GFS wind speed variable. As
carried out in the previous experiment, di↵erent values for
the wind speed are tested d’max to find an optimal value
which minimizes the error of the regression. To avoid con-
fusions in the notation of the parameters of the two kernels,
references to the wind speed kernel use the prime symbol.
Table 4 contains the RMSE results of this experiment using
di↵erent values of d’max in the regression model.

Analizing the results contained in Table 4 indicates that
the proposed non-parametric regression using kernels sta-
tistically outperforms standard linear regression (p-value=0.001).
A pattern in the mean values can be observed, where per-
formance improves as the value of d’max increases until a
point where it degrades again. Di↵erent airports show dif-
ferent optimal values of d’max, but all of them have a min-
imum in the range between 2 and 4 knots.

Applying this technique, a large number of di↵erent
combinations for fitting a non-parametric regression model
arise, depending on the number and type of variables, the
order they are applied and the shape of the kernel used.

In order to evaluate the performance of this wind fore-
casting model, a comparison with a popular regression ma-
chine learning technique is performed. Random Forest
[Breiman, 2001] is used as the reference. Random Forest is
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Table 4. Mean RMSE and � results using a fixed value of
wind direction dmax and di↵erent wind speed d’max values
as kernel parameters in a non-parametric regression.

E(RMSE)±�(RMSE)

dmax d
0
max LESO LEV T LEBB

30 0.5 2.691±0.093 3.442±0.059 3.329±0.054
30 1.0 2.666±0.095 3.426±0.062 3.303±0.055
30 2.0 2.634±0.096 3.419±0.063 3.294±0.054
30 4.0 2.655±0.094 3.430±0.062 3.291±0.053
30 8.0 2.684±0.092 3.438±0.060 3.318±0.054

Table 5. RMSE results for the di↵erent airports, applying
the optimised non-parametric regression model (NP) and
Random Forest (RF).

E(RMSE)±�(RMSE)

Model LESO LEV T LEBB

NP (30/2) 2.764±0.096 3.433±0.063 3.328±0.054
RF 2.682±0.172 3.448±0.117 3.362±0.139

an ensemble learning method for regression. It operates by
constructing a multitude of decision trees at training time
and outputting the average of the outputs from individual
trees. Every tree is trained using a random subset of the
whole data set.

To compare the proposed model, a Random Forest model
is used, containing 100 trees, and using wind speed and
wind direction values from the GFS model; and observa-
tional wind speed values from the METAR. As carried out
with the non-parametric regression, 75% of the data are
used for training the Random Forests and the other 25%
are used for validating the model, where METAR wind
speed values are used for estimating the errors. For each
airport, the process is repeated 10 times, averaging the
RMSE results.

Table 5 presents very similar results in the performance
of both the proposed model and Random Forest. A paired
t-test does not show statistically significant di↵erences be-
tween both techniques (p-value=0.36).

One important advantage of this model is that it is very
intuitive, and kernels could be customised to maximise the
performance of the model for each airport or location. This
is a major benefit when compared with the black box re-
sults of other techniques such as Random Forest or Neural
Networks. The Random Forest algorithm used in this ex-
periment did not consider the circular nature of wind direc-
tion. Therefore, an improvement in its performance would
be expected if a version capable of dealing with directional
data is used.

6. Conclusions

Di↵erent kinds of statistical postprocessing can be used
to improve the performance of NWPs. In some cases, when
local forecasts are needed, statistical analysis and machine
learning algorithms can dramatically reduce the error of
the forecasted variables.

Non-parametric regression models introduce a simple
and yet e�cient way of representing non linear relation-
ships between the variables. The use of kernels inside
these models allows us to shape the influence (weight) that
nearby points have in the regression depending on their
proximity to the forecasted point. In this study, the use of
kernels inside a non-parametric regression has been proved
to work specially well applied to wind speed forecasting in
airports showing marked local wind regimes. Kernels also
o↵er a simple way of fitting directional data into a regres-
sion model.

As pointed out in the previous section, there is a large
number of di↵erent possibilities of fitting data into a non-
parametric regression model depending on the number of
variables used as kernels to weight data and the order they
are applied. Solar irradiance, for example, which is avail-
able as a variable in most of the NWP, also resulted in a
solid filtering kernel when forecasting wind speeds. Its high
correlation with wind turbulence, originating from the sun
heating the surface of the earth, makes it a good way of ac-
counting for the daily and seasonal turbulent wind regimes.
The results of using this variable are not included in this
paper, as it mainly focuses on the fact of using wind direc-
tion as the main variable to determine the local e↵ect of
topography.

Cyclic kernels have been proven to succesfully assimi-
late directional data into a regression model. Other circular
variables, normally contained in time stamped datasets are
”time-of-day” and ”day-of-year”. The same non-parametric
regression technique using cyclic kernels, can be applied to
these variables extractring seasonality and daily patterns
from data. Time series analysis of airport data, as season-
alities or daily patterns filtering, has not been explored in
this paper but it merits further research.
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Fig. 3. Selection of wind speed points for the airport of
Hondarribia (LESO) using two tricube kernels centered
around 15 and 20 knots with a dmax value of 10 knots
weighting data. Points are faded by the e↵ect of the ker-
nel, color intensity represents their corresponding weight
in the regression.
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Fig. 4. Relationship between GFS and METAR wind
speed values for the airport of Hondarribia (LESO). GFS
wind direction is represented using a color scale, colors
around yellow are northerly winds and colors around blue
represent southerly winds.

Fig. 5. Selection of wind speed points for the airport of
Hondarribia (LESO) using a two wind direction tricube
kernel around 0 and 180 degrees. A dmax value of 35 degrees
to weight data is used. Note the di↵erent intensity of faded
points all over the plot as wind direction is being used as
weighting variable.
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Fig. 6. Evolution of the wind speed mean RMSE for the
di↵erent airports as a function of the wind direction kernel
dmax value. Dots represent the computed values and the
line has been plotted using a spline interpolation
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Abstract

This paper describes a suite of tools and a model for improving the accuracy of airport weather forecasts produced by
numerical weather prediction (NWP) products, by learning from the relationships between previously modelled and
observed data. This is based on a new machine learning methodology that allows circular variables to be naturally
incorporated into regression trees, producing more accurate results than linear and previous circular regression tree
methodologies.

The software has been made publicly available as a Python package, which contains all the necessary tools to
extract historical NWP and observed weather data and to generate forecasts for di↵erent weather variables for any
airport in the world. Several examples are presented where the results of the proposed model significantly improve
those produced by NWP and also by previous regression tree models.

Keywords: Circular Variables, Weather Forecasting, Meteorology, Regression Trees, Machine Learning
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Name of software: AeroCirTree
Developer: Pablo Rozas Larraondo
Contact Address:National Computational In-
frastructure, Building 143, Australian National
University, Ward Road, ACT, 2601, Australia
(pablo.larraondo@anu.edu.au)
Source: http://github.com/prl900/AeroCirTree
Programming Language: Python 3
Dependencies: Numpy, Pandas
Licence: GNU GPL v3

1. Introduction

Modern weather forecasting relies mostly on numer-
ical models that simulate the evolution of the atmo-
sphere, based on fluid dynamics and thermodynamics
equations. These equations are solved for the discrete
points of a regular grid covering the region of inter-
est. Higher resolution models generate more detailed
forecasts, but also require large computational resources

⇤Corresponding author: Tel.: +61 (02) 6125 3211;
Email address: pablo.larraondo@anu.edu.au (Pablo

Rozas Larraondo)

and longer running times. Operational models trade
o↵ resolution quality for shorter processing times. The
need for higher resolution forecasts has driven numer-
ous methodologies to generate more detailed outputs,
which is known as downscaling. Dynamic downscaling
uses the output of a coarser model as the initial condi-
tion of a higher resolution local model, which better re-
solves sub-grid processes and topography [1]. Another
approach is statistical downscaling, where historical ob-
served data are used to enhance the output of a numer-
ical model. There are numerous methodologies for sta-
tistical downscaling based on di↵erent principles, such
as analogues [2], interpolation [3] or machine learning
models [4, 5].

Aviation operations are highly a↵ected by the
weather and require the best quality meteorological in-
formation to maximise e�ciency and safety. The In-
ternational Civil Aviation Organization (ICAO) and the
World Meteorological Organization (WMO) have estab-
lished international standards to ensure high quality me-
teorological reports [6]. To generate these reports, na-
tional weather services across the world employ highly
qualified personnel who continuously observe and fore-
cast conditions around the airport, such as visibility, di-
rection and speed of the wind or proximity of storm
cells. Aviation weather forecasters rely mainly on their
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knowledge of the airport and the quality of the NWP
used.

There are a number of tools that facilitate the process
of generating airport weather forecasts [7, 8], being an
area of active research at the moment. Airports usually
have long and regular series of high quality historical
observation data that can be used to create statistical
downscaling models to help forecasters in their work.
The e↵ect of non-resolved surrounding mountains, wa-
ter bodies or local climate conditions can be incorpo-
rated by these models, by studying the local e↵ects pro-
duced by weather patterns in the past.

Circular variables are present in any directional
measurement or variable with an inherent periodicity.
Weather data contain many parameters that are repre-
sented as circular variables, such as wind direction, ge-
ographical coordinates or timestamps. Most of the cur-
rent regression machine learning algorithms focus on
modelling the relationships between linear variables.
Circular variables have a di↵erent nature to linear vari-
ables, so traditional methodologies are not able to rep-
resent their content thoroughly, leading to suboptimal
results in most cases. The model presented in this arti-
cle builds upon the concept of circular regression trees
introduced by Lund [9]. Our model is computationally
more e�cient and generates contiguous splits for circu-
lar variables, which results in improved accuracy when
compared to its precursor.

Circular regression trees can better represent circular
variables, as they consider more possibilities for split-
ting the space than linear regression trees do. Circular
regression trees can define subsets of data around the
origin 0, 2⇡ radians point. For example, when predict-
ing an event that shows a high correlation with the win-
ter months in the northern hemisphere, a circular tree
would be able to isolate the months from December to
March in one group. On the other hand, a linear tree
would most likely consider splits starting or ending at
the beginning of the year, failing to create a group con-
taining these months.

This paper introduces AeroCirTree, a system
based on the described circular regression tree model,
which is able to generate improved airport weather fore-
casts for any airport in the world. This software presents
a general solution where all the necessary tools required
to extract historical weather data, train models and gen-
erate new forecasts are made available. This system
is intended to help aviation weather forecasters to pro-
duce better quality reports and for machine learning re-
searchers to build upon more sophisticated models.

The paper is structured as follows: Section 2 contains
the methodology used to create the model. Section 3

contains an introduction to the observed and numerical
weather datasets used to develop and test the system.
Section 4 presents results where the proposed model
is compared with other regression tree methodologies.
This section also contains a discussion of the results,
providing the reader with deeper insight into the nov-
elty of the proposed model. Section 5 provides a high
level description of the model implementation, includ-
ing its key components and their functionality as well
as examples on how to use the software. Section 6 con-
cludes this paper, revisiting the research highlights and
proposing some ideas on future developments to carry
this work forward.

2. Methodology

Because of their simplicity, training speed and per-
formance, regression trees are a popular and e↵ective
technique for modelling linear variables. Classification
and Regression Trees (CART) [10] is one of the most
popular versions of regression trees.

Linear regression trees recursively partition the
space, finding the best split at each non-terminal node.
Each split divides the space in two sets using a cost
function, which is usually based on a metric for min-
imising the combined variance of the resulting children
nodes.

Figure 1 contains an example of a regression tree
based on two linear variables x1 and x2. On the right
side, there is a graphical representation of how the space
is divided by creating splits on these two variables.

Figure 1: Example of a classic linear regression tree and a representa-
tion of how the space is divided.

Circular variables are numerical variables whose val-
ues are constrained into a cyclical space - for example,
a variable measuring angles in radians, spans between
0 and 2⇡, where both values represent the same point
in space. Although these variables can be included in a
linear regression tree, they have to be treated as linear
variables, which is an oversimplification and normally
leads to suboptimal results [9].

A circular variable defines a circular space. A circu-
lar space is cyclic in the sense that it is not bounded;
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for instance, the notion of a minimum and maximum
value does not apply. The distance between two val-
ues in the space becomes an ambiguous concept, as it
can be measured in clockwise and anticlockwise direc-
tions, yielding di↵erent results. Also, this space cannot
be split in two halves by selecting a value, as the ’<’ and
’>’ operators are not applicable.

In order to split a circular variable, at least two dif-
ferent values need to be defined. These two values de-
scribe two complementary sectors, each containing a
portion of the data. Circular regression trees use this
splitting approach for incorporating circular variables
into regression trees.

There are many examples of circular variables. Any
variable representing directional data or a periodic event
is circular. More specifically, in the field of airport
weather forecasting, wind direction, the time of the day
or the date are examples of circular variables.

Lund [9] proposes a methodology that allows circular
variables to be incorporated into regression trees. Figure
2 contains a similar representation to the previous exam-
ple, but considering one circular variable ↵ and a linear
one x1. On the right side, there is a chart representing
how the space is partitioned using polar coordinates.

Figure 2: Example of Lund’s original proposal of circular regression
tree and a representation of how the space is divided.

The methodology presented in this work builds upon
the concept of circular regression trees, presenting an al-
ternative that improves computational performance and
the accuracy of its results. Figure 3 shows how the space
is partitioned using the proposed methodology.

Figure 3: Example of the proposed circular regression tree and a rep-
resentation of how the space is divided.

Visually comparing Figure 2 and Figure 3, it is evi-

dent that regions are split di↵erently. The novelty of this
methodology, when compared to the original version
proposed by Lund, is that it always generates contigu-
ous splits. In doing so, we avoid an excessive fragmen-
tation of the space, and the splits provide a better gener-
alisation for its child nodes. The original methodology
uses the ’2’ and ’<’ operators to generate all the splits
for circular variables. This usually generates partitions
in which the subsets defined by the 2 clause are sur-
rounded by the complementary < subset. Our methodol-
ogy uses these operators to create just the first split of a
circular variable and, after that, uses the ’<’ and ’>’ op-
erators to create the subsequent splits. This change also
results in a reduction of the search space for possible
splits. The proposed algorithm for generating circular
trees has, as a consequence, O(n) cost instead of O(n2),
when compared to Lund’s original proposal. The only
exception is when computing the first split of a circular
variable, which has a computational cost of O(n2), as it
has to consider all the di↵erent splits around the circle.

3. Software and datasets

AeroCirTree is a collection of Python scripts
which provides the tools to train and test the three pre-
viously described regression tree methodologies using
airport weather data. It uses NWP variables as the in-
put and generates a more accurate value for the selected
output variable by learning from the observed values for
a certain location. Once the model has been trained, it
can be used to improve the accuracy of the forecasted
output value provided by new incoming NWP data.

It is worth noting that regression tree models are pre-
sented in this work as a method to statistically down-
scale the output of NWP for specific locations. They
are not used to predict future values of a time-series but
to improve the values produced by NWP. Analysis data
from the NWP model and observed data are used to train
the regression trees. These trees can account for biases
and systematic errors of the NWP model. Trained mod-
els can be applied to any forecasting horizon produced
by the NWP to correct systematic and random errors.

The AeroCirTree software presented in this work
o↵ers a general implementation of a regression tree.
AeroCirTree allows its users to train linear re-
gression trees as well as circular versions using non-
contiguous or contiguous splits, as we propose. To
determine which methodology is used, each variable
in the input or output can be tagged as being either
[linear, circular] using a configuration file.
An extra tag, contiguous, which can be set to
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[true, false], indicates the split methodology ap-
plied to circular variables. Di↵erent values of these
tags indicate di↵erent versions of regression trees. For
example, classic linear regression trees can be gener-
ated by tagging all their input variables as linear and
contiguous=true. Lund’s proposal of circular tree
would require the circular input variables to be tagged
as circular and contiguous=false. Lastly, our
proposed methodology would require the same circular
input variables to be contiguous=true.
AeroCirTree makes use of two weather datasets.

The first is the output of a global NWP, called the Global
Forecast System model (GFS) [11], which is run opera-
tionally by the National Oceanic and Atmospheric Ad-
ministration (NOAA). The second uses Meteorological
Aerodrome Reports (METARs) [6], which contain peri-
odic meteorological observations from airports around
the world.

Each of these datasets contains several variables de-
scribing di↵erent weather parameters, such as the tem-
perature, humidity, wind speed or cloud cover at the dif-
ferent locations they represent. The GFS model repre-
sents data using a regular grid which covers the whole
world with a spatial resolution of approximately 50 km
and a temporal resolution of 3 hours. NOAA maintains
an Operational Model Archive and Distribution System
(NOMADS) to publish the GFS data. This archive con-
tains the GFS outputs for the last 10 years.

METARS are weather text reports that encode ob-
served meteorological parameters at airport runways us-
ing a well defined code. METARS are produced with
an hourly or half-hourly frequency and are also made
publicly available through the WMO Global Telecom-
munication System (GTS). The National Centers for
Environmental Prediction (NCEP) maintains a system
called Meteorological Assimilation Data Ingest System
(MADIS), which archives all the METAR reports that
have been produced in the world for the last 10 years.
Each report is uniquely identified by its header, which
contains the International Civil Aviation Organization
(ICAO) airport code and a UTC time stamp.

The provided AeroCirTree software contains a
command line utility that extracts the information from
these two datasets for any given airport and date range.
The output is presented as a convenient csv file con-
taining the values of the di↵erent variables as a time
series. All operations, such as locating the airport coor-
dinate in the GFS grid, parsing and extracting METARs
or homogenising variable units, are handled by the soft-
ware, so the user can easily get a clean dataset for the
desired airport. This csv file is the input used to train
new models.

4. Experiments and results

The hypothesis of this study is that our proposed
methodology for generating regression trees provides
better generalisation and accuracy than previous non-
contiguous circular regression trees when using circular
variables and the equivalent classic linear methodolo-
gies.

The next sections go through the required steps to ex-
tract the necessary data, train the models and generate
the forecasts. The last section contains an analysis of
the proposed model accuracy and a comparison with the
results provided by the GFS raw output, Lund’s method-
ology and classic linear regression trees.

4.1. Data extraction and model training

To compare the di↵erences in performance between
methodologies, we use weather data coming from sim-
ulated NWP and observed data from di↵erent airports.
Regression trees are trained using NWP as input and the
observed speed of the wind as the output variable. It is
worth noting that regression tree models are not used to
forecast wind speeds into the future. These models are
used to statistically downscale NWP data, correcting bi-
ases and systematic errors.

We choose to forecast the observed speed of the
wind at 5 di↵erent locations in Europe. Data from
the airports of Berlin Tegel (EDDT), London Heathrow
(EGLL), Barcelona El Prat (LEBL), Paris Charles de
Gaulle (LFPG) and Milano Malpensa (LIMC) are used
to train the di↵erent models and to analyse the results.
The models are trained using three-hourly data for the
years 2011, 2012 and 2013, providing approximately
8760 samples per airport.

Each model generates the required partitions to pre-
dict the observed wind speed using the following GFS
parameters as input variables: relative humidity, speed
and direction of the 10-meter wind as well as the time
of the day associated with the values. Wind speed is
one of the most important weather variables a↵ecting
airport operations. This variable is also highly depen-
dent on another variable, wind direction, which is circu-
lar. The reason for including these two variables in our
experiments is that, in conjunction, they can represent
local topography e↵ects non resolved by weather mod-
els. Surface relative humidity is used as an indicator for
phenomena such as rain or fog conditions. Lastly, time
of the day, also a circular variable, is highly correlated
with the daily patterns of the wind.

The stop criterium for all the considered trees is based
on the number of elements in a node. Splits are recur-
sively performed until the number of data entries in a
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node falls below a certain value. Then, the splitting pro-
cess is stopped and the node is denoted as a leaf. This
value receives the name “maximum leaf size”. Large
values of “maximum leaf size” generate shallow trees,
whereas small values generate deep trees with a larger
number of nodes. For each airport, di↵erent versions of
the model are generated using di↵erent maximum tree
leaf sizes. The maximum leaf size values considered in
this experiment are: 1000, 500, 250, 100 and 50. This is
the content of the config file used to train our proposed
model for the comparison defining a maximum leaf size
of 100 (please refer to Section 5.2 for more details on

how these files are used and defined.):

{"output":{"name":"metar wind spd",

"type":"linear"},"input":[

{"name":"gfs wind spd","type":"linear"},

{"name":"gfs wind dir","type":"circ"},

{"name":"gfs rh","type":"linear"},

{"name":"time","type":"circ"}],

"contiguous":true

"max leaf size":100}

4.2. Experimental analysis

Following the process described in the previous sec-
tions, data from 2011 to 2013 is extracted for the 5 se-
lected airports. For each airport and value of maximum
leaf size, three di↵erent models are generated: classic
linear regression tree (using the u, v components of the
wind speed and time of the day), Lund’s and our pro-
posed circular regression tree.

To evaluate the di↵erences in accuracy between these
three methodologies, a 5-fold cross validation proce-
dure is used. This validation process ensures that mod-
els are tested using data that has not been used at train-
ing time. In order to avoid di↵erences in the results
caused by di↵erent partitions in the validation process,
the same 5-fold partition is used to validate all the
methodologies for the di↵erent values of the “maximum
leaf size” parameter. The error in forecasting is de-
fined as the di↵erence between the speed of the wind
predicted by the tree, which is the mean of the target
values contained in the corresponding leaf, and the ob-
served METAR wind speed value. The Refined Index
of Agreement (RIA) [12] is used to measure the dif-
ferences in accuracy between methodologies. This in-
dex provides greater separation when comparing mod-
els that perform relatively well and is less sensitive to
errors concentrated in outliers when compared to other
methods such as absolute or root mean squared error.
The RIA can be expressed as

RIA = 1 �
P

n

i=1 |Pi � Oi|

2
P

n

i=1 |Oi � O|

Where Oi represents the observations and Pi the pre-
dictions produced by the model.

Table 1 contains the resulting RIA values for each
tree methodology as well as the reference value of the
10-meter wind speed produced by GFS in the airports
previously referenced. Higher values of RIA indicate
better accuracy in the results. Similar results using dif-
ferent combinations of input and output variables com-
bining linear and circular variables are made available,
as a text file, at the main code repository.

Looking at the RIA values contained in Table 1, it can
be noted that the use of regression tree models signifi-
cantly improves the level of accuracy from the output
of the GFS model. The level of improvement is highly
dependent on the selected airport. This may be due to
the fact that each grid point of the GFS model contains
a representation of the weather in an area of approx-
imately 50 square kilometres, and some locations and
variables are better represented by this simplification
than others. For example, airports surrounded by moun-
tains will benefit more from statistical models than air-
ports located on large plains.

Comparing the di↵erences in accuracy between the
three regression tree models shown in Table 1, the use
of the proposed model provides better results in most
of the cases. The level of improvement also varies
significantly between di↵erent airport locations. Re-
sults are analysed considering the case of shallow and
deep trees. For shallow trees, the two circular models
show very similar behaviour outperforming the linear
approach. As the maximum leaf size parameter gets
smaller, we see an improvement in accuracy for all three
models. Deeper trees still show better results for the cir-
cular models, but Lund’s proposal starts showing signs
of premature over-fitting when compared to the other
two models. In the case of the deepest tree (maximum
leaf size equal to 50), all three models show a deterio-
ration of performance, with Lund’s being the most no-
ticeable case.

In the case of Paris Charles de Gaulle (LFPG), shal-
low circular trees show an improvement of around 4 to
5% when compared to the classic linear tree version.
This improvement is maintained by our proposed model
when considering deeper trees. However, Lund’s model
does not improve at the same rate. A more systematic
analysis of the results of this test is o↵ered at the end of
the section, providing the statistical significance of the
di↵erences between methodologies.
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Table 1: Comparison of the RIA values when forecasting the observed METAR wind speed for the di↵erent airports using the direct output of GFS,
a classic linear regression tree, Lund’s circular tree and the proposed model.

Airport Method RIA per Max Leaf Size
1000 500 250 100 50

EDDT GFS (ref.) 0.669 0.669 0.669 0.669 0.669
Linear 0.684 0.695 0.710 0.716 0.713
Lund 0.700 0.713 0.720 0.715 0.702

AeroCirTree 0.700 0.712 0.717 0.721 0.714
EGLL GFS (ref.) 0.653 0.653 0.653 0.653 0.653

Linear 0.687 0.703 0.716 0.728 0.730
Lund 0.702 0.721 0.731 0.735 0.729

AeroCirTree 0.702 0.720 0.730 0.737 0.737
LEBL GFS (ref.) 0.362 0.362 0.362 0.362 0.362

Linear 0.591 0.601 0.607 0.613 0.607
Lund 0.602 0.608 0.615 0.606 0.590

AeroCirTree 0.601 0.607 0.619 0.619 0.606
LFPG GFS (ref.) 0.604 0.604 0.604 0.604 0.604

Linear 0.674 0.691 0.702 0.711 0.707
Lund 0.704 0.716 0.719 0.706 0.691

AeroCirTree 0.704 0.712 0.715 0.714 0.707
LIMC GFS (ref.) 0.401 0.401 0.401 0.401 0.401

Linear 0.517 0.519 0.519 0.509 0.496
Lund 0.521 0.520 0.518 0.500 0.482

AeroCirTree 0.522 0.521 0.521 0.513 0.501

Figure 4 and Figure 5 show a graphical representa-
tion of the evolution of the RIA when predicting wind
speed for the airports of London Heathrow (EGLL) and
Barcelona El Prat (LEBL) respectively. All the regres-
sion tree methodologies improve their accuracy as the
maximum leaf size decreases, showing signs of over-
fitting for the smallest leaf size case. The value of
the GFS wind speed value at the closest grid point is
shown as a reference to represent the relative improve-
ment achieved by each model.

Figure 4: RIA values for the airport of London Heathrow (EGLL),
comparing the accuracy of the output for di↵erent maximum leaf
sizes.

Figure 5: RIA values for the airport of Barcelona El Prat (LEBL) com-
paring the accuracy of the output for di↵erent maximum leaf sizes.

As introduced in Section 2, the circular methodolo-
gies have the benefit of considering extra partitions for
circular variables, those that cross the origin, when com-
pared to linear methods. The benefits of using circular
trees are more noticeable for the case of shallow trees,
the ones with larger values of maximum leaf size. The
first split of a circular variable normally happens at one
of the first nodes of the tree, near the root node. Splits
that happen at the top part of a tree have a major impact
on its performance, because they divide a bigger pro-
portion of the dataset. For shallow trees, finding a good
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partition at these levels is critical, whereas deeper trees
can improve poor partitions by creating new ones.

Non-contiguous circular regression trees generate
partitions that seem to provide a poorer generalisation
for subsequent splits than the other two methodologies.
The good results shown by Lund’s method for shal-
low trees quickly deteriorate for deeper trees. The pro-
posed methodology, based on contiguous circular trees,
achieves a similar performance to Lund’s method for
shallow trees and also better results than the other two
methodologies for deeper ones. Moreover, as men-
tioned in Section 2, the proposed methodology is more
e�cient computationally than the non-contiguous ver-
sion.

In order to evaluate the results, the methodology pro-
posed by Demsar [13] is used to assess the statistical
significance of the di↵erences between methods. The
null hypothesis of similarity is rejected for linear and
both circular regression trees. This justifies the use of
post-hoc bivariate tests, Nemenyi in our case, which
assess the statistical di↵erence between pairs of algo-
rithms. The results of these tests can be graphically ex-
pressed using Critical Di↵erence (CD) diagrams. The
Nemenyi test pairwisely compares every methodology.
The accuracy of any two methodologies is considered
significantly di↵erent if the corresponding average rank
di↵ers by at least the critical di↵erence.

Figure 6: Critical Di↵erences comparing the three methodologies for
shallow and deep trees. ↵ = 0.05

Figure 6 represents the RIA results of the Nemenyi
test (↵ = 0.05) making use of CD diagrams for the max-
imum leaf sizes of 1000, 100 and 50, as they represent
both extremes of the proposed range.

CD diagrams connect the groups of algorithms for
which no significant di↵erences were found, or in other
words, those whose distance is less than the fixed criti-
cal di↵erence, shown above the graph. Note that algo-
rithms ranked with lower values in CD diagrams imply
higher RIA scores. These tests have been performed

using the scmamp R package, which is publicly avail-
able at the Comprehensive R Archive Network (CRAN)
[14].

As can be seen in the CD diagrams in Figure 6, for
shallow trees, both circular methodologies outperform
the linear approach (maximum leaf size 1000). As the
experiment progresses into deeper trees (maximum leaf
size 100), the proposed methodology statistically out-
performs the other two in the considered datasets. Even
for the case of maximum leaf size 50, when all the
methods show a deterioration in accuracy, the proposed
methodology shows the best results. Lund’s methodol-
ogy, on the other hand, reveals a major degradation in
accuracy for the smallest maximum leaf size. These re-
sults corroborate our experimental hypothesis: the pro-
posed circular regression tree is able to generate models
that provide better generalizations for circular variables.

5. Design and use of the software

AeroCirTree is a Python 3 package implement-
ing regression trees and a set of command line tools
to extract weather data and train tree models for
any airport in the world. Users will normally use
the provided package by using three scripts, named
aerocirtree extract, aerocirtree train

and aerocirtree test, which fetch historical
time-series weather data, train models and test results
respectively, for any airport in the world.

5.1. Implementation design

The proposed circular regression tree has been imple-
mented as a Python package. Most of its functionality
is contained in two classes, called Data and Node. A
tree is modelled as a nested structure of Node instances.
Each Node in the tree contains an instance of the Data
class, which represents the subset of the dataset con-
tained in that node. The Data object is built around the
Python Pandas DataFrame class.
Node contains two class attributes of type Node,

named left child and right child, defining a
recursive structure. Each non-terminal node in a tree
contains two Node instances which constitute its left
and right children. On the other hand, terminal nodes
or leaves are characterised by having the contents of its
children set to the None value.
Node defines also the .Split()method which cre-

ates a split generating two new instances of the Node
class. Each of these two new Node instances contains
one part of the original Data and is assigned to the
left child and right child attributes. A tree
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is built by recursively calling the .Split() method
on each of the children Node until the stop criteria is
satisfied. The stop criteria can be configured to be a
minimum number of elements or variance value for the
Data contents of a node.

Each column of a node’s Data has to be tagged as
linear or circular to designate the nature of the data it
represents. By tagging columns, we can dynamically
train di↵erent tree versions and compare their results.
Classic regression trees consider all the variables as lin-
ear, whereas our proposed methodology allows some of
the variables to be treated as circular. For example, by
tagging all variables as linear, we will get a classic re-
gression tree.

This implementation is generic and can be applied to
data from any field if made available in csv format.

5.2. User guide

AeroCirTree also provides a series of scripts to
extract weather data, train and test regression tree mod-
els. These scripts make use of the previously described
package to train specific models for any airport in the
world.

Here is an example that shows how to extract the data
for the airport of London Heathrow from the 1st of Jan-
uary 2016 to the 1st of June 2016:

$ ./aerocirtree extract

--airport EGLL --start date

20160101 --end date 20160601

metar press,metar rh,metar temp,

metar wind spd,gfs press,gfs rh,

gfs temp,gfs wind dir,gfs wind spd,

time,date

1025.0,75.5,6.0,2.57,1016,92,3,280,3,

45.0,0

1024.0,80.92,5.0,4.12,1016,96,3,290,3,

90.0,0

1024.0,80.92,5.0,2.57,1015,97,4,300,3,

135.0,0

1024.0,86.99,6.0,2.57,1016,93,6,340,3,

180.0,0

...

Note that the values of time and date are transformed
to their numerical values as circular variables, where the
origin [0-360] corresponds to 00:00 hours and the 1st of
January respectively. The output of this command can
be redirected to a local file. These files are used as the
input required to train tree models.

Once a dataset is available for a given airport, a model
can be trained by defining its input and target variables.

The output variable has to be one of the observed vari-
ables coming from the METAR reports and the input
variables are the GFS forecasted variables or a subset of
them.

Doing it this way, when new forecast data from the
GFS is available, the model can be used to generate
an enhanced forecast of the target variable. The dif-
ferent options to create a model are specified through
a configuration file. This configuration file contains a
JSON object with three fields: “output”, “input” and
“max leaf size”. The name of the target variable pro-
duced by the tree is specified in “output”. Input vari-
ables are listed in the “input” field along with a tag to
treat them as either circular or linear. The max leaf size
parameter specifies the value to control the depth of the
resulting tree. For example, to specify a model to fore-
cast temperature using GFS relative humidity, wind di-
rection as a circular variable and a maximum leaf size
of 100, a file with the following content should be spec-
ified:

{"output":{"name":"metar temp",

"type":"linear"},"input":

[{"name":"gfs wind dir","type":

"circular"},{"name":"gfs rh",

"type":"linear"}], "contiguous":true,

"max leaf size":100}

To train a model we use aerocirtree train,
which receives as arguments the paths of a file contain-
ing the data and a configuration file. Supposing the out-
put of the data extracted in the previous section has been
saved in a file named EGLL.csv and the presented con-
figuration file is saved as Model A.json, a model can
be trained by running:

$ ./aerocirtree train --data

EGLL.csv --config Model A.json

This command learns the specified model and
saves it using a name that combines both input file
names and using the extension .mod. The previ-
ous model would be saved on disk with the file name
EGLL Model A.mod.

Finally, aerocirtree test can be used to run
the model on new data. This script receives the path
to a saved model file and input csv as arguments. The
script returns the resulting model outputs for each line
of the input file.

For example, supposing we want to test our pre-
viouly trained model EGLL Model A.mod with new
data contained in the file EGLL.csv, we could run:
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$ ./aerocirtree test --data

EGLL.csv --model EGLL Model A.mod

This command computes the resulting temperature
values for each of the input values at the airport of Lon-
don Heathrow.

6. Conclusions

This work presents a software application for fore-
casting the weather in any airport of the world. It also
proposes a new circular regression tree methodology
which o↵ers better accuracy when compared to classic
linear methods, and also better accuracy and computa-
tional e�ciency than Lund’s original proposal of circu-
lar regression trees.

This software contains a library that implements a
general version of regression trees as well as the com-
mand line tools to train, test and download new airport
datasets. These tools have been designed so users can
create their own forecasts and also so that they can ex-
periment and explore the di↵erences between models,
input variables and airports. Scripts and libraries are
written in a simple way so users can read the code to
understand what the program is doing and also modify
parts of it. AeroCirTree comes with a GNU GPLv3 li-
cence so anyone can use, modify and share this program
for any purpose.

The model proposed in this work is based on a new
methodology to build a basic circular regression tree.
Regression trees have evolved with the introduction of
many di↵erent techniques that improve both their accu-
racy and e�ciency. Well known techniques that mod-
ify standard regression trees such as pruning, balancing,
smoothing [10, 15] or random forests [16] and ensem-
bles [17] can be also applied to circular regression trees
and can improve the accuracy of results when compared
to basic regression trees. Future work could implement
the ideas presented in the referred publications o↵ering
more advanced models.
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Automating weather forecasts based on convolutional networks

Pablo Rozas Larraondo 1 Iñaki Inza 2 Jose A. Lozano 2 3

Abstract
Numerical weather models generate a vast
amount of information which requires human in-
terpretation to generate local weather forecasts.
Convolutional Neural Networks (CNN) can ex-
tract features from images showing unprece-
dented results in many different domains. In this
work, we propose the use of CNN models to in-
terpret numerical weather model data which, by
capturing the spatial and temporal relationships
between the input variables, can produce local
forecasts. Different architectures are compared
and a methodology to introspect the models is
presented.

1. Introduction
Weather forecasting is based on Numerical Weather Pre-
dictions (NWP) that capture the state of the atmosphere and
simulate its evolution based on physical and chemical mod-
els. Global NWP models normally provide a large number
of parameters representing different physical variables in
space and time. Because of the lack of spatial and tempo-
ral resolution, these fields need to be interpreted by highly
qualified personnel to produce forecasts for any specific re-
gion. This is still today a human based process, which re-
lies on specifically trained and experienced professionals to
interpret modeled and observed data (Wilson et al., 2017;
Gravelle et al., 2016). NWP variables define the state of the
atmosphere and its changes through space and time. NWPs
define a highly structured dataset in which the relationships
between its variables are defined by physics equations, such
as conservation of mass, momentum and energy.

Recent advances in neural networks have proven that by
increasing the number of general hidden layers, unprece-
dented results can be achieved in many different domains.

1National Computational Infrastructure, Australian National
University, Australia 2University of the Basque Country, Spain
3Basque Center for Applied Mathematics, Spain. Correspondence
to: Pablo Rozas Larraondo <pablo.larraondo@anu.edu.au>.

Proceedings of the ICML 17 Workshop on Deep Structured Pre-

diction, Sydney, Australia, PMLR 70, 2017. Copyright 2017 by
the author(s).

More specifically, research around Convolutional Neural
Networks (CNN) (Krizhevsky et al., 2012) has proven to
be very effective in solving image classification and seg-
mentation problems.

Machine learning has been applied to different areas of
weather forecasting, such as downscaling (Tripathi et al.,
2006) or nowcasting (Xingjian et al., 2015). The main de-
ficiency of the traditional methodologies is their inability
to incorporate both the spatial and temporal components
present in the data. Most of the existing research in this
field has been based on manually extracting the points in a
model representing a certain location, and training models
with the resulting data. The problem with this approach is
that weather is a dynamic system, and analysing individual
points in isolation misses important information contained
in the synoptic and meso-scales.

CNNs enable analysis and extraction of the spatial infor-
mation in images, building from fine grained details into
higher level structures. The temporal dimension can be
added to these networks by adding a third axis to the convo-
lutional kernels. This work demonstrates how CNNs can be
used to interpret the output of Numerical Weather Predic-
tion (NWP) automatically to generate local forecasts. The
main outcomes of this work are:

• CNNs are able to provide a model to interpret numeri-
cal weather model fields directly and to generate local
weather forecasts.

• Class Activation Mapping (CAM) provides a valuable
mechanism to assess the spatial and temporal correla-
tions of the different fields visually, helping to intro-
spect and develop new models.

• 3D convolutions can naturally incorporate the tempo-
ral component into neural networks, significantly im-
proving the accuracy of the results.

2. Datasets
For this work, we propose the use of NWP and observed
precipitation data from different locations, to experiment
with different configurations of CNN models. The objec-
tive is to train a model which predicts the event of rain for a
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Figure 1. a) represents the 3 geopotential subsets extracted from ERA-Interim, corresponding to different heights of the atmosphere,
stacked over a map to represent the spatial extent. b) Represents the whole extracted time series and the alignment of both datasets.

particular location, using numerical weather model data as
input. In this section, we describe how these datasets have
been generated.

ERA-Interim (Dee et al., 2011) is a publicly available mete-
orological reanalysis dataset from the European Centre for
Medium-Range Weather Forecasts (ECMWF). This dataset
is generated using a numerical weather model which simu-
lates the state of the atmosphere for the whole planet, with
a spatial resolution of approximately 80 km. There is data
available since the year 1979, with a temporal resolution
of 3 hours. The output is presented in the form of regu-
lar numerical grids and there is a large number of physical
parameters available, representing variables such as tem-
perature, wind speed and relative vorticity.

Aviation Routine Weather Reports (METARs) are opera-
tional aviation weather text reports that encode observed
meteorological variables for every commercial airport in
the world. METARs are produced with an hourly or half-
hourly frequency and are also made publicly available
through the World Meteorological Organisation (WMO)
communications system. Each report is uniquely identified
by its header, which contains the International Civil Avi-
ation Organization (ICAO) airport code and a UTC time
stamp.

We considered 5 main airports located in different cities
across Europe and a period of 5 years (2012-2017) to
perform our experiments. The airports and their cor-
responding ICAO codes are: Helsinki-Vanta (EFHK),
Amsterdam-Schiphol (EHAM), Dublin (EIDW), Rome-
Fiumicino (LIRF) and Vienna (LOWW).

We extracted an extended area over Europe from ERA-
Interim, creating a 3 hourly series of images composed by
3 bands, corresponding to the geopotential height z at the
1000, 700 and 500 pressure levels of the atmosphere. This
parameter represents the height in the atmosphere at which

a certain pressure value is reached and the levels corre-
spond typically to 100, 3000 and 5500 metres above the
mean sea level respectively.

The reason for selecting these fields is that weather fore-
casters normally base their predictions on these. They con-
tain information about the shape, location and evolution of
the pressure systems in the atmosphere.

Using the METAR data, the precipitation conditions [rain,
dry] were extracted for each airport for the same time pe-
riod and frequency. The resulting dataset time series con-
tains over 12000 samples. Figure 1 represents a sample of
the considered ERA-Interim fields with their size and geo-
graphical extent on the left. The right side, shows how the
ERA-Interim data aligns with the observed precipitation for
a sample location.

3. Experiments and Results
The objective of the proposed experiment is to predict pre-
cipitation events for the considered airports using ERA-
Interim geopotential data as the input and METAR obser-
vations to annotate the samples [rain, dry]. Two different
CNNs are used. The first model performs 2D convolutions
and the second incorporates the temporal dimension based
on 3D convolutions (Ji et al., 2013). We aim to prove that
these models can capture part of the mental and intuitive
process that human forecasters follow when interpreting
numerical weather data.

3.1. CNN architecture

To perform the experiments, a 2 layer CNN is used. Each
convolution layer uses a 3x3 kernel followed by a 2x2 max-
pooling layer. After the convolution operations, a fully con-
nected layer is used to connect the output [rain, dry] using
a ’softmax’ activation function.
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Table 1. Rain forecasting accuracies for the different locations
comparing 2D and 3D CNNs with the reference accuracy of cli-
matology.

AIRPORT RAIN CLIM. 2D CNN 3D CNN

EFHK 60.8 73.6 75.4
EHAM 74.2 77.8 79.3
EIDW 61.2 70.7 72.6
LIRF 83.1 87.3 88.2
LOWW 75.7 77.1 78.8

For the 3D CNN, the configuration is similar to the previ-
ous version, but the kernels in both the convolution and
max-pooling layers have an extra dimension, with sizes
3x3x3 and 2x2x2 respectively. The 3D CNN, is trained
by aggregating the input dataset in groups of 8 consecutive
images. This aggregation represents the evolution of the at-
mosphere over 24 hours. The neural network can then ex-
tract information out of the temporal dimension, using the
observation corresponding to the last image of the series as
output.

The 2D and 3D CNNs were implemented in TensorFlow
(Abadi et al., 2016) and trained per airport over 300 epochs
using 80% of the data. The remaining 20% was used as
validation to test the accuracy of the models.

3.2. Results

Table 1 contains the results produced by the different mod-
els using the validation dataset. The accuracy values rep-
resent the success rate of the model when predicting either
rain or dry conditions for each location. The climatology
for each location, number of rain observations over the to-
tal number of observations, is also included in the results as
a reference. A model whose output is always ’dry’ would
have that success rate.

Figure 2 represents the results using a stacked bar chart.
The relative improvement over climatology achieved with
the 2D and 3D convolutional models is represented by the
green and red fractions of the bar.

3.3. Class Activation Mapping

Class Activation Mapping (CAM) (Zhou et al., 2016) is a
technique that localises class-specific image regions in a
trained CNN.

This technique uses the last layer of a CNN to create a
graphical representation for a particular output based on
its weights. The resulting image is a heat-map represent-
ing which parts of the image have a higher influence in the
output.

For example, Figure 3 depicts two different CAM repre-

Figure 2. Accuracy results obtained for the different airports and
methodologies.

sentations for the 2D CNN models trained using the pre-
cipitation data of Helsinki and Rome. Warmer colours in
the image represent higher weight values, so the network
makes its decisions mostly based on the features located in
those areas. The images in Figure 3 corroborate the intu-
itive idea that local weather patterns have a higher influence
than distant ones when forecasting the weather of a partic-
ular location. The images have been overlaid with a coast
map to serve as a reference for the relative position of the
structures in the heat-maps.

Figure 3. Example of the resulting Class Activation Maps for an
ERA-Interim CNN trained using the observed precipitation at
Helsinki-Vantaa airport, EFHK, (top) and Rome Fiumicino air-
port, LIRF, (bottom). Coastlines have been overlaid as a reference
for readers.

This technique has been proven very useful for visually as-
sessing the soundness of a CNN model. Another use could
be for input variable selection, identifying NWP parame-
ters which show a higher correlation with respect to the
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class to be predicted.

3.4. Software and Data

The code used to run all the experiments included in this
work and instructions on how to access the correspond-
ing datasets are available at the following repository:
http://github.com/prl900/DeepWeather

4. Conclusions and future work
This work demonstrates how CNNs can be directly applied
to the output of numerical weather models by using ob-
served data to annotate the samples. The design of the
CNNs used in our experiments is very simple compared
to some of the state-of-the-art architectures (Simonyan &
Zisserman, 2014; Szegedy et al., 2015). Despite their sim-
plicity, results show that convolutional layers can be used
to interpret the output of weather models.

The NWP parameters used in the experiments are not di-
rectly correlated to the precipitation output variable. NWPs
have many other variables, such as humidity, vorticity or
even total precipitation, that could be used to forecast pre-
cipitation patterns with better accuracy. The purpose of this
initial experiment was to demonstrate that CNNs can learn
certain configurations of the atmospheric pressure systems
and associate them with precipitation events (fronts, con-
vection, etc).

Apart from weather model interpretation, these techniques
open a new research pathway for the automatic generation
of derived products. Some of the variables contained in
NWPs are computed based on parameterisations or statis-
tical models instead of physical equations. We think that
these variables can be computed using CNN based models,
potentially offering better results.
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A data-driven approach to precipitation parameterizations using convolutional
encoder-decoder neural networks
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ABSTRACT

Numerical Weather Prediction (NWP) models represent sub-grid processes using parameterizations, which
are often complex and a major source of uncertainty in weather forecasting. In this work, we devise a sim-
ple machine learning (ML) methodology to learn parameterizations from basic NWP fields. Specifically, we
demonstrate how encoder-decoder Convolutional Neural Networks (CNN) can be used to derive total precipi-
tation using geopotential height as the only input. Several popular neural network architectures, from the field
of image processing, are considered and a comparison with baseline ML methodologies is provided. We use
NWP reanalysis data to train different ML models showing how encoder-decoder CNNs are able to interpret
the spatial information contained in the geopotential field to infer total precipitation with a high degree of ac-
curacy. We also provide a method to identify the levels of the geopotential height that have a higher influence
on precipitation through a variable selection process. As far as we know, this paper covers the first attempt to
model NWP parameterizations using CNN methodologies.

1. Introduction

Numerical Weather Prediction (NWP) currently under-
pin most weather forecasting operations across the globe.
The steady increase in NWP skill over the past 40 years is
linked to the growth in computing power, the increased
availability of observational data, and the development
of better data assimilation methods (Bauer et al. 2015).
However, despite technological advances, some impor-
tant physical processes, such as convection, friction, tur-
bulence or radiation, manage to elude adequately repre-
sentation at the sub-grid scales for most NWP systems
(Kalnay 2003; Stensrud 2009). NWP uses parameteri-
zations to model these physical processes, which rely on
the availability of explicitly resolved parameters. Parame-
terizations are often based on empirical assumptions used
to represent processes which occur at sub-grid scales and

⇤Corresponding author address: Pablo Rozas Larraondo, Fenner
School of Environment & Society, ANU Building 141, Linnaeus Way,
Canberra, ACT, 2601
E-mail: pablo.larraondo@anu.edu.au

†Fenner School of Environment & Society, ANU Building 141, Lin-
naeus Way, Canberra, ACT, 2601

‡National Computational Infrastructure, ANU Building 143, Ward
Road, ACT, 2601, Australia

§Intelligent Systems Group, Computer Science Faculty, University
of the Basque Country UPV/EHU, Paseo de Manuel Lardizabal, Donos-
tia, 20018, Spain

¶Basque Center for Applied Mathematics (BCAM), Mazarredo 14,
Bilbao, 48009, Spain

constitute a major source of uncertainty in NWP (Palmer
et al. 2005; Slingo and Palmer 2011).

Most parameterizations are based on deterministic
model equations representing simplifications of the phys-
ical processes. There are also some that are based on sta-
tistical or probabilistic approaches (Berner et al. 2017).
These parameterized processes can interact with each
other leading to complex model behaviours. Often, a small
modification in one of its components can lead to inconsis-
tencies with other parameterizations and ultimately results
in instabilities in NWP estimatation. The process of de-
signing and maintaining individual parameterizations and
the relationships between them, is therefore laborious and
requires a high level of domain-specific knowledge.

The ready access to large volumes of data permits the
use of data-driven methods to derive parameterizations.
Machine learning has been proposed to derive parame-
terizations using methods such as regression trees (Belo-
chitski et al. 2011; O’Gorman and Dwyer 2018) or neu-
ral networks (Krasnopolsky et al. 2013; Brenowitz and
Bretherton 2018). In meteorology, the question of whether
deep neural network models (LeCun et al. 2015), for ex-
ample, trained on atmospheric data, can compete with
physics-based NWP models has been recently addressed
demonstrating promising results (Dueben and Bauer 2018;
Scher 2018). Similar deep learning networks have also
been explored in the context of parameterizing sub-grid
physical processes in NWP. For example, deep neural
networks have been used to perform prognostic simula-
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tions (Brenowitz and Bretherton 2018) or to learn convec-
tive and radiative processes from cloud resolving models
(Rasp et al. 2018) using single column models.

In this paper, we propose the use of a specific kind
of deep neural network, called an encoder-decoder con-
volutional neural network (CNN), to learn relationships
between NWP variables and demonstrate their potential
as a novel approach to parameterization. Specifically, we
demonstrate how the geopotential height parameter can be
used exclusively to infer total precipitation – a field that is
strongly dependent on NWP parameterizations and other
NWP explicitly resolved parameters such as humidity or
temperature. Our objective here is to demonstrate that de-
spite only using the most basic of NWP fields, i.e. geopo-
tental height, CNN’s have the capacity to extract informa-
tion necessary to estimate precipitation in the absence of
additional physical fields. NWP offers fields closely re-
lated to precipitation, such as humidity or temperature.
However, the objective of this work is to demonstrate the
capacity and prediction power of CNNs to extract the in-
formation contained in geopotential height, which is one
of the most basic fields.

The challenge is to design a model that is capable of
extracting the synoptic and mesoscale spatial information
contained in the geopotential height and that finds the re-
lationships with the corresponding total precipitation field.
To train the networks for the experiments presented in this
manuscript, we use 40 years of reanalysis data made avail-
able by ECMWF’s ERA-Interim model (Dee et al. 2011).

We demonstrate that encoder-decoder CNNs are able to
learn, with some skill, the relationship between geopoten-
tial height and precipitation. We devise a methodology
to identify the input variables (atmospheric levels in our
case) which result in the most accurate total precipitation
estimates. We also compare the skill of several encoder-
decoder architectures, from the domain of computer vi-
sion, identifying the most accurate architecture for deriv-
ing precipitation.

The paper is structured as follows: section 2 provides an
overview of CNNs, identifying the key components rel-
evant to NWP learning and describing the specific class
of CNN used in our research. We then illustrate the ap-
plication of CNN to the estimation of precipitation from
the geopotential fields of ECMWF reanalysis product. A
comparison with traditional methodologies, including lin-
ear regression and random forest is provided for a selected
group of locations across the extended European region.
We finish providing some conclusions and ideas on how
this technique can be further developed in the future.

2. Convolutional neural networks in the context of
weather forecasting

NWP outputs are expressed as two-dimensional (2d)
numerical arrays of numbers for any given time at discrete

levels of the atmosphere. Typically these 2d weather fields
are represented as digital images comprising the latitude
and longitude dimensions. In this section we introduce
Convolutional Neural Networks (CNN), a popular image
analysis methodology from the field of computer vision.
We describe their application to NWP and parameteriza-
tion the problems, referring to 2d array of numerical data
as an image hereafter.

a. Image convolution

Convolution, in the context of image processing, is a
mathematical operation performed over a neighbourhood
of pixels in an image, weighted by a 2d matrix called a
kernel. The output of convolution operation is another
transformed image with the same dimensions as the orig-
inal image (ignoring border effects). Performing image
convolution requires the application of the same opera-
tion iteratively, by sliding the kernel across the whole im-
age. The result of each convolution operation is assigned
to the pixel in the new image at the position designated
by the kernel’s centre. The following equation shows the
decomposed convolution operation between the different
grid points in a region of a weather field F, a convolution
kernel K and how the results are assigned to an output im-
age C:
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Figure 1 contains a representation of how a convolution
operation is applied using a 3⇥3 kernel over a region of a
gridded NWP 850 hPa geopotential field. Two kernels are
used: a smoothing kernel (top) and a edge-detecting ker-
nel (bottom). The figure shows the effect of two different
convolution kernels on a 850 hPa geopotential height field
as grey-scale images. The Right-Sobel kernel, for exam-
ple, detects the edges with an orientation to the right or, in
other words, it makes salient the regions of the image that
contain right to left decreasing gradients. We observe that
this kernel has identified features in the geopotential that
are reminiscent of those that a trained weather forecaster
might identify as frontal systems. This automated method
for the identification of key features provides a targeted
approach for identifying weather phenomena over vast ar-
eas and large volumes of numerical data.

b. Convolutional neural networks

Convolutional Neural Networks (CNN’s) (LeCun et al.
2010) contain a series of layers which perform convolu-
tion operations, extracting the spatial information of input
images. Instead of using predefined kernels, CNN’s use
gradient descent method (Bottou 2010) to find the optimal
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FIG. 1. Illustration of the convolution operation applied to image of 850 hPa geopential heights. Two kernels used are the a sharpen kernel and a
edge-detecting kernel. Resulting output of the operation displayed as greyscale images.

values?????? that reduce a loss function. This loss func-
tion measures the accuracy of a task during training. The
network learns, during the training process, the weights
that transform a set of input images into a close represen-
tation of its corresponding outputs.

Convolutions, at each layer of a CNN, are commonly
followed by an operation that causes a reduction in the size
of the image, and an activation function to introduce non-
linearities in the model (Glorot and Bengio 2010). The
dimensionality reduction is usually achieved by applying
a specific subsampling method called pooling (Scherer
et al. 2010) or by performing the convolution operation
on strides over the image. The convolution, pooling and
non-linear activation function, performed at each layer of
a CNN, result in a gradual reduction in the size of the input
image, which implies that kernels can cover increasingly
larger areas relative to the initial image. This character-
istic allows CNNs to identify features at different scales
in an image. Fig 2 represents the reduction in the size of
a NWP geopotential height field performed by a 4 layers
CNN. Each pooling operation in this network reduces the
size of the image to a half. As the dimensions of the im-
age decrease, each grid point represents a larger area and
kernels are able to extract mesoscale and synoptic scale
features in the initial image.

Each layer in a CNN transforms the dimensionality of
the input image by reducing its spatial extent and expand-
ing the number of features along a third dimensional axis.
This expansion in depth of the images is achieved using
3-dimensional kernels, by stacking 2-dimensional kernels,
each detecting specific patterns or features of the input im-
age.

CNNs are an extremely popular and effective method to
solve classification and regression tasks. Although these
networks were originally developed in the field of com-
puter vision, they have found applications in other fields,
such as medical image analysis (Litjens et al. 2017), high-

energy physics (Baldi et al. 2014) or astronomy (Dieleman
et al. 2015).

c. Convolutional encoder-decoder networks

Autoencoders (Hinton and Salakhutdinov 2006) are a
type of neural networks that can learn to create com-
pressed representations of the input data. These networks
perform a dimensionality reduction followed by an ex-
pansion of the input space trained to recreate the origi-
nal input. Convolutional autoencoders (Masci et al. 2011)
use CNNs to learn compressed representations of im-
ages. Convolutional encoder-decoder networks use convo-
lutional layers to compress, or reduce the dimensionality
of input images, followed by deconvolution layers, which
perform the inverse operation by expanding the dimension
of images. The encoder and decoder parts define a sym-
metrical structure in which images get compressed into a
latent representation and then decompressed into its origi-
nal dimensions. Convolutional encoder-decoder networks
have been mainly applied to image segmentation tasks, in
which the network identifies the pixels of an image be-
longing to the same class (Krizhevsky et al. 2012; Long
et al. 2015; Chen et al. 2018).

A generalisation of convolutional encoder-decoder net-
works is found in pixel-to-pixel regression or image-to-
image translation networks (Isola et al. 2017), where sim-
ilar architectures are used to perform regression between
images instead of classification. The same networks used
to perform image segmentation tasks can be applied to re-
gression problems by modifying the network’s loss func-
tion. Using a regression loss function, such as Root Mean
Square Error (RMSE) or Mean Absolute Error (MAE),
this networks can learn to predict pixel values in a con-
tinuous domain.

In the context of weather forecasting, convolutional
encoder-decoder networks can be used to learn the re-
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FIG. 2. Graphical representation of the experiment pipeline comprising the variable selection and the encoder-decoder network comparison pro-
cesses.

lationship between physical variables. These networks
are modified to perform regression and find the relation-
ship between the NWP geopotential height and total pre-
cipitation. Figure 3 represents the basic structure of the
VGG-16 convolutional encoder-decoder network showing
the transformations performed to the dimensionality of the
data. In this example, the network creates a mapping be-
tween two spaces defined by the input geopotential height
and the output total precipitation.

The main constraint of convolutional encoder-decoder
networks is the loss of spatial information, caused by
the dimensionality reduction pooling operations (Scherer
et al. 2010) on the encoder half. This information cannot
be fully recovered by the decoder section and as a conse-
quence, the output images often become blurry or contain
ill defined features.

For this work we consider three different state-of-the-
art convolutional encoder-decoder networks in the field of
image segmentation: VGG-16 (Long et al. 2015), Seg-
net (Badrinarayanan et al. 2017) and U-net (Ronneberger
et al. 2015). These three convolutional encoder-decoder
networks perform similar dimensionality transformations
to the data. The difference between them resides in the
number of convolution operations performed at each layer
and in the configuration of the connections between lay-
ers. VGG-16 presents a linear architecture, in which each
layer is only connected to the adjacent ones whereas the
other two networks present features to improve the quality
of the reconstructed images. Segnet computes the index
of the max pooling operation at each encoder layer and
communicates this value to its symmetric in the decoder,
so they can be used in the up-sampling stage. The U-net
decoder, on the other hand, concatenates the weights used
in the encoder part to reconstruct the spatial information at
the decoding stage. These last two network address there-
fore the problem of preserving the spatial information lost
during the encoding stage.

NWPs produce a large number of inter-related physi-
cal variables with different levels of dependence. Some of
these variables are derived from other fields using physi-
cal equations and others are parameterized. In this con-
text, convolutional encoder-decoder networks provide a
generic methodology to perform regression between dif-
ferent weather fields, learning the underlying relationships
between them. In the next sections we explore the use
of convolutional encoder-decoder networks to learn NWP
parameterizations.

3. Dataset and methodology

a. Dataset

Here we use the NWP ERA-Interim (Dee et al. 2011)
global climate reanalysis dataset produced by the Eu-
ropean Centre for Medium-Range Weather Forecasts
(ECMWF). ERA-Interim contains reanalysis data from
1979 to present with a 6-hour temporal resolution. The
spatial resolution of the dataset is approximately 80 km
(reduced Gaussian grid N128) on 60 vertical levels from
the surface up to 0.1 hPa pressure level. ERA-Interim data
is publicly accessible from ECMWF’s Public Datasets
web interface (Berrisford et al. 2011). From the large vol-
ume of output variables available, we choose geopotential
height (Z) and total precipitation (P). In addition, we fo-
cus on the mid-latitudes region defining a rectangular area
over Europe bounded by (latitude: [75, 15], longitude =
[-50, 40]). Figure 4 represents the geographic area as well
as the correspondence between the geopotential height and
the total precipitation field time series.

Note that we select a subset of the available geopotential
heights (Z) corresponding to the following pressure levels
of the atmosphere: {1000, 900, 800, 700, 600, 500, 400,
300, 200, 100} hPa. The resulting geopotential height
data are stored as a 4-dimensional numerical array with
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FIG. 3. Transformations in the dimensionality of the data performed by a VGG-16 encoder-decoder to map between the input and output spaces.

FIG. 4. Representation of the geographic study area (latitude: [75, 15], longitude = [-50, 40]) and temporal extent covered by ERA-Interim
geopotential height and total precipitation.

shape [54.023, 10, 80, 120] for the corresponding dimen-
sions [time, height, latitude, longitude]. The ERA-Interim
(tp) represents an accumulated amount over a 3-hour pe-
riod for each grid point. This field is further aggregated
to match the 6-hour frequency of the geopotential height
field. The result is a 3-dimensional numerical array with
shape [54.023, 80, 120] for the corresponding dimensions
[time, latitude, longitude].

b. Experimental design

The objective of the experiments described here is
to demonstrate that convolutional encoder-decoder neu-
ral networks can learn to infer complex atmospheric pro-
cesses, such as precipitation, using basic NWP fields as in-
put. We consider 3 state-of-the-art convolutional encoder-
decoder neural networks to find the relationships between
geopotential height and total precipitation comparing their
performance.

To facilitate the comparison between the different
encoder-decoder models, we propose the use of a pipeline
comprising two steps. The first step performs a variable
selection process to determine the geopotential height lev-
els that minimise the error at forecasting the total pre-
cipitation field. The second step compares the results of
three state-of-the-art convolutional encoder-decoder archi-
tectures, in the field of image segmentation, at learning to
predict the ERA-Interim total precipitation field.

1) VARIABLE SELECTION

The input dataset comprises ten levels of the geopoten-
tial height; however, due to the linear increase in the num-
ber of trainable parameters and the hardware requirements
to train these convolutional encoder-decoder networks, we
limit the number of input levels to three. Different meth-
ods for performing variable selection have been proposed
(Saeys et al. 2007). These methods generally reduce the
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search space of input variables and optimise the construc-
tion of accurate predictors.

For our experiment, we build a simplified convolu-
tional encoder-decoder network and perform an exhaus-
tive search over all the possible combinations of the con-
sidered geopotential height levels. This simplified net-
work has a similar architecture to the deeper encoder-
decoder networks, but its complexity is reduced by limit-
ing the number of layers and depth of the convolution op-
erations. Performing a similar exhaustive search of input
variables with the deeper, more complex networks, like
those introduced in the next part of the experimental pro-
cess (Section X.Y), would be computationally infeasible.
However, this simplified network allows a quick iteration
across the whole feature space to identify the subset of
geopotential heights that minimises the error of the pre-
cipitation field in the training set.

To identify the levels of geopotential height that pro-
duce the best precipitation results, the simplified convo-
lutional encoder-decoder network is trained over the 1-,
2- and 3-combinations out of a set of 10 pressure lev-
els,

�10
1
�
+

�10
2
�
+

�10
3
�
, which results in 175 combina-

tions. The results of this variable selection process are
used to compare the accuracy of the three state-of-the-art
deep encoder-decoder convolutional networks in the sec-
ond step of the pipeline. Therefore, the final validation
comparing the accuracy of the different networks must be
performed using a different dataset partition that remains
unseen during the variable selection process (Reunanen
2003).

The whole pipeline can be seen as a variable selection
process followed by the neural network model compari-
son process. The initial dataset, which contains 54,060
samples, is randomly split into the training and valida-
tion datasets, containing 80% and 20% of the data respec-
tively, so that the different meteorological situations are
evenly represented in both splits. These partitions are used
to evaluate the differences in accuracy between the com-
pared deep architectures. The variable selection process
is performed internally using the training dataset, which is
further split into 80% and 20% internal partitions to train
and validate the different subsets of input variables. The
final comparison between the architectures is performed
using the initial outer 20% validation split, which does not
intervene at neither the variable selection process nor the
training of the different architectures. Figure 5 represents
the proposed experiment and the relationship between the
variable selection the model evaluation processes.

The network used in the variable selection process is
a simplification of the VGG-16 convolutional encoder-
decoder network (Long et al. 2015), which has demon-
strated state-of-the-art results in image segmentation
tasks. Figure 3 represents the dimensionality transforma-
tions performed by the VGG-16 network to the input space
using 3x3 convolutions using stride value of 2 to perform

the spatial dimension reduction. The simplification pro-
posed for this part of the experimental process consists
in removing the last convolution operation in the encoder
section. The information gets compressed to a depth of
256 channels instead of the 512 in the full VGG-16 net-
work. This simplified network reduces significantly the to-
tal number of parameters when compared to the full VGG-
16 which results in a significant reduction in the amount
of compute resources required to train it. Each network
is trained during 20 epochs (iterations over the internal
input training split) and their results are honestly com-
puted using the MAE metric comparing the predicted out-
puts to the total precipitation field in the internal validation
dataset. The results of this first experiment are therefore
used to determine the geopotential height levels that min-
imise the error at forecasting total precipitation.

2) CNN MODEL SELECTION

The second step of the pipeline focuses on finding
which deep encoder-decoder convolutional network is
more accurate at forecasting ERA-Interim’s total precipi-
tation field. For this part, we use the levels of geopotential
height, computed previously, to compare the three differ-
ent state-of-the-art segmentation networks.

We consider three different state-of-the-art convolu-
tional encoder-decoder networks in the field of image seg-
mentation: VGG-16 (Long et al. 2015), Segnet (Badri-
narayanan et al. 2017) and U-net (Ronneberger et al.
2015). These networks are modified to perform regres-
sion tasks instead of classification by changing the loss
function to MAE. To accomplish an honest comparison
between these three networks, we build them using the
same number of layers and depth of the convolution op-
erations. The basic structure for all three networks is rep-
resented in Figure 3. Therefore, all three networks per-
form the same dimensionality transformations when es-
timating total precipitation from the geopotential height
input. The difference between these networks resides in
the number of convolution operations performed at each
layer and in the configuration of the connections between
layers. VGG-16 presents a linear architecture, in which
each layer is only connected to the adjacent ones. Seg-
net computes the index of the max pooling operation at
each of the encoder layers and communicates this value
to its symmetric in the decoder, so they can be used in
the up-sampling stage. The U-net decoder, on the other
hand, concatenates the weights used in the encoder part to
reconstruct the spatial information. The objective of this
second half of the experimental process is to determine the
network that provides the best accuracy when forecasting
total precipitation.

All three networks are trained using the initial outer
80/20 split defined at the beginning of the experiment.
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FIG. 5. Graphical representation of the experiment pipeline comprising the variable selection and the encoder-decoder network comparison pro-
cesses.

This way, the validation split used to compare the accu-
racy of the different networks has remained unseen during
at the variable selection and training of the different net-
works. This method assures the independence and fairness
of the results between both experiments.

The networks are trained during 50 epochs using the
subset of geopotential heights selected in the first part of
the experiment as input and the total precipitation field
as output. The same optimiser (stochastic gradient de-
scent,(Bottou 2010)), learning rate (0.01) and loss func-
tion (MAE) as in the variable selection process are used to
train the three networks. These networks are then com-
pared with the total precipitation field in the validation
split dataset produced by ERA-Interim, to determine the
error.

The models are implemented using the Keras (Chol-
let et al. 2017) framework and the TensorFlow (Abadi
et al. 2016) back-end. These models, as well as a
copy of the dataset used in the experiments, are avail-
able at this repository: https://github.com/prl900/
precip-encoder-decoders.

4. Results and discussion

a. Variable selection process

In the first part of the experimental process we identify
a subset of the geopotential height levels that produce a
better estimate in the training set of the ERA-Interim total
precipitation field. We train the simple encoder-decoder
network 175 times as described in the previous section us-
ing the training split.

The resulting models are then compared using the in-
ternal validation split, which is formed with the remaining
20% of the initial training split. The MAE metric is used to
compare the error in predicting total precipitation at each
point of the grid. Figure 6 contains the MAE scores pro-
duced for each combination of any two geopotential height
levels relative to the total precipitation field produced by

the NWP. The results indicate that combinations of lower
levels of the atmosphere produce better estimates of the
precipitation field than the higher levels. The main diago-
nal of the matrix in Figure 6 represents the resulting errors
when using a single geopotential level to train the network.
Individually, the lower levels of the atmosphere present
lower MAE values when forecasting precipitation, being
900 hPa the one with the lowest error. In the case of using
two inputs, the lowest errors are found when combining
low and mid levels of geopotential, being the combination
of 1000 and 500 hPa levels the one that presents the lowest
error.

FIG. 6. Matrix representing the average validation MAE results for
each simple encoder-decoder network trained with each possible com-
bination of two geopotential levels.

Training the encoder-decoder network with three
geopotential levels, results in a significant improvement
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in performance. Table 1 contains the five lowest error re-
sults and their corresponding atmospheric levels. Unfor-
tunately, the results for three levels cannot be easily repre-
sented graphically. Compared to the previous results, there
is a notable improvement in performance when a third
level is added as input to the encoder-decoder network.
This implies that the neural network is capable of find-
ing internal relationships between the different levels of
the atmosphere and relate them with precipitation events.
The combination of 1000, 800 and 400 hPa geopotential
heights results in the lowest error of the total precipitation
field in the training partition. This result is surprisingly
similar to the traditional practice in weather forecasting of
using 850 and 500 hPa geopotential fields (in conjunction
with others, such as temperature and wind) to determine
the location of weather fronts and therefore, precipitation
(Sanders and Doswell III 1995; Sanders 1999).

TABLE 1. Top 5 average MAE results when training the simple
encoder-decoder network with every combination of three geopotential
height levels to predict the ERA-Interim total precipitation field.

z levels [hPa] MAE [mm]

1000, 800, 400 0.2895
1000, 800, 500 0.2897
1000, 900, 500 0.2897
1000, 900, 400 0.2901
1000, 700, 400 0.2927

The mean absolute error (MAE) values represented in
Table 1 are calculated using the average of the MAE re-
sults over the 120⇥ 80 grid area and for all the tempo-
ral entries in the validation partition. Considering that
the total precipitation field is expressed in millimetres of
liquid-equivalent precipitation, the error of these networks
when forecasting total precipitation is, on average, less
than 1/3th of litre per square metre in a 6-hour period,
when compared to the values produced by the NWP.

b. Comparing deep convolutional networks

For this part of the experimental process, we choose
the subset of 1000, 800 and 400 hPa geopotential heights
to evaluate the performance of the previously introduced
deeper, state-of-the-art segmentation encoder-decoder net-
works adapted to perform regression tasks. The num-
ber of parameters and depth of these networks is signifi-
cantly higher than the simplified network previously used
to perform the selection of the geopotential levels. Train-
ing these deeper networks demands therefore significantly
higher compute and memory resources. We use a compute
node equipped with a NVIDIA Tesla P100-PCIE-16GB
Graphical Processing Unit (GPU) provided by the Aus-
tralian National Computational Infrastructure.

Table 2 represents the total number of trainable parame-
ters for each of these networks and the total amount of time
required to train the different networks during 50 iterations
(epochs) over the initial training split. The total number of
trainable parameters provides an indication of the size of
each network and the time value in this table gives an in-
dication of the time required to train each network using
TensorFlow (Abadi et al. 2015), an open-source library re-
leased by Google, and P-100 GPU nodes.

TABLE 2. Number of parameters for each encoder-decoder network
architectures and resulting training time for each network (50 epochs).

Network Parameters Time [hours]

Simple (ref.) 745,000 0.6
VGG-16 16,467,469 4.7

U-net 7,858,445 2.4
Segnet 29,458,957 8.6

Figure 7 shows the learning process of the four differ-
ent encoder-decoder networks during 50 epochs over the
training dataset. At the end of each epoch during train-
ing, the validation dataset is used to assess the error of the
model and the improvement of the different models can be
honestly compared using unseen data. At the beginning
of the training process the network learns fast and it slows
down as the training progresses. The reduction in the vali-
dation error is different for each network which flattens at
different points and rates.

FIG. 7. Comparison of the evolution of the validation error during
training for the four convolutional encoder-decoder networks over 50
epochs.

Considering the validation results in Figure 7 and the
size of each network in Table 2, we highlight the behavior
of U-net which shows the lowest validation error and is
also the one with the lowest number of parameters of the
three deep learning networks considered.
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FIG. 8. Visual comparison between the total precipitation field generated by the different networks. ERA-Interim 1000 hPa geopotential height
and total precipitation fields are included for reference.

TABLE 3. Accuracy of the different networks using the validation split
at the end of the training process.

Network MAE [mm]

Simple 0.2893
VGG16 0.2630
Segnet 0.2618
U-net 0.2386

Figure 8 offers a visual comparison between the out-
puts generated by each model for an atypical atmospheric
situation around 0000 UTC 04 June 1983. The first two
columns from the left represent the 1000 hPa geopotential
height and total precipitation, as produced by the ERA-
Interim model. Total precipitation represents the total pre-
cipitation accumulated over the 6-hour period following
the indicated time. In a similar way, and using the same
colour scale, the next 4 columns represent the precipitation
generated by the different encoder-decoder networks.

The spatial structure and intensity of the precipitation
field is represented differently by each network, with slight
variations in respect of the ERA-Interim reference output.
Different convolutional encoder-decoder networks use dif-
ferent methods to reconstruct the spatial information lost
during the encoding phase. Apart from capturing the spa-
tial structure of the precipitation field, the different net-
works provide accurate results for the precipitation inten-
sity at each grid point.

c. Statistical analysis of the results

To compare the performance of the different convolu-
tional encoder-decoder architectures we use the external
validation split to extract the total precipitation at the clos-
est grid point to nine different cities produced by each net-
work. Figure 9 represents the geographical location of
these nine cities within the region of our dataset. These
cities are located in different climatic zones and present
distinct precipitation patterns.

FIG. 9. Location of the nine different cities within the comprised region.

Results are assessed using the ERA-Interim total pre-
cipitation field as reference for the same grid points using
the signed error – or bias – metric. This metric provides
information about possible biases and distribution of the
error as opposed to the previously used MAE, which does
not provide information about the sign of the error. For
each city and point in time the error in predicting total
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precipitation is calculated. These results are then aggre-
gated by city and type of network. Figure 10 uses a violin
plot (Hintze and Nelson 1998) to represent the error results
at each location for the different architectures. A violin
plot proposes a modification to box plots adding the den-
sity distribution information to the basic summary statis-
tics inherent in box plots. The horizontal blue bar towards
the centre of each of the violins in Figure 10 represents the
mean. The lower part in each plot shows the mean (µ) and
standard deviation (s) of the error values for each network
and location. The shape of the violin gives a visual indi-
cation of each model’s performance. Wider and sharper
violin shapes around the 0 value provide an indication of
good network performance.

In order to statistically compare the results, we use the
methodology proposed by (Demsar 2006) to assess the
statistical significance of the differences between the er-
ror results of each network across the nine locations. The
initial Friedman test rejects the null hypothesis of similar-
ity among the 4 convolutional encoder-decoder networks.
This justifies the use of post-hoc bivariate tests, Nemenyi
(Pohlert 2014) our case, to assess the significance of the
differences between the different pairs of encoder-decoder
networks.

The results of these tests are graphically expressed us-
ing Critical Difference (CD) diagrams. The Nemenyi test
perfoms pairwise comparisons of the error results for any
two architectures. Differences are considered significant
if the corresponding average rank differs by at least one
critical difference.

Figure 11 shows a CD diagram representing the results
of the Nemenyi test (a = 0.05) using the error values at
the nine locations for each convolutional encoder-decoder
network. The CD diagrams make a pairwise comparison
between methods, connecting the architectures for which
no significant statistical differences are found, or in other
words, those whose distance is less than the fixed critical
difference, shown as reference, at the top of Figure 11.
Networks ranked with lower values in CD diagrams imply
higher error values. These tests have been performed using
the scmamp R package, which is publicly available at the
Comprehensive R Archive Network (CRAN) (Calvo and
Santafe 2016).

Statistical differences are found between all pairs of net-
works. As can be seen in the CD diagram, the performance
of U-net is significantly better at forecasting total precip-
itation than the other 3 networks. VGG-16 and Segnet
have a significantly lower performance but they are still
considerably better than the simple convolutional encoder-
decoder described in the first part of the experimental pro-
cess. These results imply that U-net based architectures
provide statistically significant better results when fore-
casting total precipitation, using geopotential height as
input. Considering the results presented in Table 2, U-
net requires approximately half the GPU and memory re-

sources than VGG-16 or a quarter than Segnet equivalent
networks.

d. Comparison with state-of-the-art machine learning
methods

This section is intended to provide readers with an un-
derstanding of the qualitative improvement that deep con-
volutional architectures offer when compared to other ma-
chine learning methodologies.

First of all, we provide a baseline comparison of pre-
cipitation forecast using constant prediction values. We
consider two different constant rain fields using zero and
the average precipitation over the area of study. These two
situations represent the scenarios where we always predict
that there is no precipitation or the average precipitation
based on the climatology at each grid point. The MAE re-
sults of comparing these two scenarios to the ERA-Interim
precipitation values over the validation partition are repre-
sented in Table 4.

TABLE 4. Baseline comparison of precipitation forecast using constant
values over the whole area.

Constant value [mm] MAE [mm]

0 (No precipitation) 0.3417
0.45 (Mean precipitation) 0.4845

The results in Table 4 indicate that forecasting no pre-
cipitation provides a substantially better forecast than us-
ing the average value, result explained by the fact that in
this area most of the grid points do not experience rain at
any given time. We refer readers interested in the verifica-
tion of unlikely event to read the “Finley effect” (Murphy
1996). The mean in this case results in a poor estimate
for the precipitation field. The distribution of precipitation
has a high variability, precipitations concentrates around
well defined clusters and in most of the grid points there
is no precipitation. This is why using zero precipitation
performs better than the mean value for the MAE metric.

A common technique in computer vision is to train
models that learn to predict the value of a pixel using a
patch containing the surrounding pixels in the input space
(Pal 2005; Mueller et al. 2016). We approach the prob-
lem of learning the total precipitation field from the 3 lev-
els of geopotential height determined during the experi-
mental process, but using traditional regression method-
ologies. We choose three popular regression techniques:
linear regression, Least Absolute Shrinkage and Selection
Operator (LASSO) and random forest regressor. Due to
the high dimensionality of the data, we train the different
algorithms using increasingly larger patches (1,3,5,7 and
9) comprising the 3 levels in the input to predict the out-
put’s central pixel.
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FIG. 10. Representation of the error density function and the mean (µ) and standard deviation (s) values for the different neural network architec-
tures at each city.

FIG. 11. Critical Differences comparing the 3 convolutional encoder-
decoder architectures together the reference simplistic model. a = 0.05

As the size of the patch increases the overlap area be-
tween two adjacent patches is larger and the size of the
dataset increases and the resulting dataset cannot fit in
memory of high-end machines. To train the different mod-
els we randomly sample 100 000 patches of each size.

Table 5 contain the MAE results of the different regres-
sion models for each patch size. This table shows that
none of these techniques is capable of learning the rela-
tionships between the geopotential and total precipitation
fields of a NWP. Also, because these models are trained
using a narrow patch or window of the input field, they
cannot even match the accuracy of the naive approaches
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(constant zero and mean precipitation) proposed at the be-
ginning of this section.

Figure 12 shows the output generated by each regres-
sion algorithm for the same meteorological situation pre-
sented in Figure 8. The models are not able to provide the
sharpness necessary to represent the precipitation field. It
can be seen that the output generated by random forest
provides a light improvement in detecting the position of
the precipitation regions, possibly because it is the only
non-linear method. However, the capacity of this method-
ology is not enough to accurately resolve this problem.

TABLE 5. Comparison of the accuracy level for the different regression
models.

method patch size

1 3 5 7 9

Lin. Reg. 0.5281 0.5061 0.5055 0.5054 0.5105
LASSO 0.5281 0.5056 0.5049 0.5034 0.5034
RF 0.5437 0.4924 0.4903 0.4862 0.4851

5. Conclusions and future work

This work demonstrates the suitability of convolutional
encoder-decoder networks in learning NWP parameteriza-
tions. We performed a series of experiments to demon-
strate that these networks can be used to estimate total
precipitation, with reasonable accuracy, using only geopo-
tential height field as input. We use the ERA-Interim
reanalysis dataset to train different versions of convolu-
tional encoder-decoder networks, using nearly 40 years of
geopotential height and total precipitation fields over an
extended European region.

We can conclude, from our experiments, that convolu-
tional encoder-decoder networks are able to extract the rel-
evant information out of the geopotential height field to
infer total precipitation, as shown in Figures 8 and 10. Al-
though there are many other physical variables simulated
by NWP that contain valuable information to determine
the location and intensity of precipitation (ie temperature,
humidity), this work’s main objective is to demonstrate the
capacity of deep neural networks to extract and interpret
the synoptic and mesoscale spatial information.

Different architectures of convolutional encoder-
decoder networks are statistically compared for a selected
group of locations inside the considered region. A
modified version of the U-net encoder-decoder network
presents the best accuracy, among the considered ar-
chitectures, at reproducing the total precipitation field.
Furthermore we show that deep learning based methods
significantly outperform other machine learning method-
ologies and traditional methodologies in estimating total
precipitation from geopotential height field.

NWP precipitation parameterizations consider a combi-
nation of several physical fields related to rain formation,
such as temperature, humidity or vorticity as inputs. For
this work we propose the use of geopotential height at dif-
ferent levels as the only input variable to forecast total pre-
cipitation. This is intentional and used to demonstrate the
ability of neural networks to find complex non-linear rela-
tionships between input and output grid fields. This work
also serves as a nod to the community of extremely skilled
human weather forecasters that are able to provide an ac-
curate analysis based on the analysis of the 850 and 500
hPa geopotential fields.

In this work we present a series of neural network mod-
els that are trained to generate precipitation estimates from
the geopotential field. The quality of these models are
therefore limited by the quality of the underlying NWP
parameterization used to represent the total precipitation
field. The same encoder-decoder network could ideally be
trained using observed precipitation data instead of param-
eterized variables. Recent advances in earth observation
technologies, such as the Global Precipitation Monitoring
(GPM) (Hou et al. 2014), offer high quality global precip-
itation datasets which could be used in combination with
NWP to learn better parameterization models.

Finally, another promising evolution of the methodol-
ogy presented in this work, is to introduce the temporal
dimension to the convolutional encoder-decoder networks
using recurrent configurations. Recurrent neural networks
(Mikolov et al. 2010) have demonstrated remarkable re-
sults in the area of time-series analysis and speech recog-
nition and open an interesting new line of research for
models that can learn both the spatial and temporal dimen-
sions of NWP data.
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Masci, J., U. Meier, D. Cireşan, and J. Schmidhuber, 2011: Stacked
convolutional auto-encoders for hierarchical feature extraction. In-
ternational Conference on Artificial Neural Networks, Springer, 52–
59.

Mikolov, T., M. Karafiát, L. Burget, J. Černockỳ, and S. Khudanpur,
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Chapter 4

Conclusions and future work

This doctoral thesis is focused on the study of the methodologies and applications
of machine learning in the context of weather forecasting. Weather forecasting pro-
duces large amounts of data from both observations and numerical simulations. The
interpretation of the information in these data sets presents interesting challenges in
terms of volume and high dimensionality. The idea behind our work has been to
explore the application of models that can learn to interpret and extract patterns out
of these data. In particular, we have explored methodologies that use observed data
to enhance the output of numerical simulated weather; and methods for deriving
precipitation from basic weather fields.

4.1 Conclusions

The first part of this doctoral thesis addresses the application of regression meth-
ods using circular variables. Most of the machine learning methodologies available
for performing regression are designed to work with linear variables. Circular vari-
ables cannot be naturally represented by these algorithms and, in most cases, they
are treated as linear variables, which often leads to unsatisfactory results. The first
approach that we explored was the idea to use "cyclic kernels" to perform a non-
parametric regression of wind speed. This method permits the selection of observed
data points around an specific directional component to perform a regression that
improves wind speed forecasted by NWP. The second idea that we explored was a
method for incorporating circular variables in regression trees. This method builds
on the concept of circular trees, proposing a new way of training the trees to improve
their accuracy and computational performance.

For our third contribution, we focused on exploring the application of convolu-
tional neural networks into a rain classification or detection problem. Using NWP
data as input, treated as an image, we applied convolutional networks to interpret
the spatial information contained in these fields and to predict the existence of pre-
cipitation using observed data for specific collections. This work demonstrates that
neural networks can be used to interpret the spatial structure and find correlations
with other atmospheric processes, such as precipitation.

Our fourth and last contribution continues exploring the application of convo-
lutional neural networks, but with a more challenging task, inferring parametrised
weather fields from basic variables. In this case, we explore the use of encoder-
decoder networks to derive precipitation using atmospheric pressure fields at sev-
eral heights. This work demonstrates how convolutional encoder-decoder networks,
originally designed to perform segmentation tasks, can be modified to solve difficult
problems in the field of weather forecasting, such as learning the physics that relates
complex atmospheric processes with each other.
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The main contributions in this doctoral thesis can be summarised as follows:

• Non-parametric regression can significantly improve NWP fields by eliminat-
ing biases.

• Cyclic kernels enable non-parametric regression accounting for non resolved
topographic effects.

• Circular regression trees with contiguous partitions significantly improve the
accuracy of regression for circular variables compared to non-contiguous ones.

• Our proposed implementation of circular regression trees provides a signifi-
cant improvement in computational performance and accuracy over the pre-
vious version.

• Convolutional neural networks can extract the underlying spatial and tempo-
ral structure from basic NWP fields.

• We devised a methodology to visualise the geographical areas in a weather
field that have higher influence in CNN models.

• Convolutional encoder-decoder networks have the capacity to learn the rela-
tionships between unrelated atmospheric variables.

• Convolutional encoder-decoder networks can be used as an alternative to NWP
parametrisations, being U-net the architecture that offers the best accuracy
from all the compared networks.

This doctoral work was set up and conceived as an exploratory work on the ap-
plication of machine learning in the field of weather forecasting. In this context, one
of the main challenges has been understanding and communicating concepts across
both domains and communities. The machine learning community has grown out
of the more generic computer science and statistics fields. The weather forecasting
community, in spite of having strong ties to the numerical simulation and high per-
formance aspects of computer science, has been mainly associated with the physics
field. For example, some concepts, such as stochastic modeling methods, have been
developed concurrently following different paths, which has resulted in the devel-
opment of specific terminology in each field to refer to often similar concepts.

This challenge has become apparent when presenting our ideas to journals be-
longing to the two fields. Although NWP data sets provide an excellent resource
for experimenting with generic machine learning algorithms, they require an under-
standing of the structure and significance of the different variables they represent.
Communicating our ideas and contributions to the machine learning community,
using a methodological approach, became difficult given the extent of context and
domain-specific knowledge required to present our work in a form readily compre-
hensible to that community.

The experience has also been similar when presenting our work to weather fore-
casting audiences. Introducing new machine learning approaches and methodolo-
gies to the weather forecasting community has required a special effort in communi-
cating and translating machine learning concepts to the domain-specific language.

Personally, the experience of working in this doctorate over these years, has led
me to appreciate of the amount of work required to contribute to science and given
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a much better understanding of the process. Although my level of understanding
about the different machine learning methodologies and techniques has significantly
improved through these years, the number of future research questions and uncer-
tainties has only increased. Each of the papers that we published has raised new
interesting challenges waiting to be explored.

The outcomes of the research we have carried out, have also opened a window
for optimism. Realising the new perspective that machine learning brings to weather
forecasting problems and the potential to improve our understanding about the at-
mosphere has been an encouraging experience.

4.2 Future Work

The work carried out on the first two publications, exploring the the use of circular
variables into regression models, has not been tested with ANN models. Neural net-
works and deep learning models applied to the context of circular variables remain
an interesting topic of future research. Our review of previous works in this field,
leads us to believe that is mostly an unexplored area in neural networks which is
worth exploring.

The software for generating circular trees, published in the Environmental Mod-
elling & Software journal, provides a basic implementation of regression trees. Re-
search on classification and regression trees has demonstrated that ensemble meth-
ods greatly outperform individual trees. Further, there are techniques such as prun-
ing, balancing or smoothing (Breiman et al., 1984; Quinlan, 1993), which significantly
improve the performance of trees. Packages such as Python scikit-learn (Pedregosa
et al., 2011), offer a large collection of machine learning models and tools to facilitate
the training and testing of these models. Offering our implementation of circular
regression trees, as a module in one of these generic machine learning packages,
would contribute considerably to the diffusion and expansion of this methodology.
Another benefit would be that functionalities available for the generic binary tree
class, such as ensemble methods, could then be applied to circular trees.

In the area of deep learning, we have limited our study to the application of
CNNs to NWP fields. We have demonstrated that this kind of networks are able to
extract the spatial information contained in gridded weather fields. The temporal
component of weather forecasting, which describes the evolution of the different at-
mospheric parameters, has not been explored. Recurrent Neural Networks (RNN)
(Williams and Zipser, 1989), are a class of neural network in which the output of the
network is fed back as input to the next step, providing a model to simulate sequen-
tial data. The combination of CNNs and RNNs has been proposed for forecasting
precipitation from radar data (Xingjian et al., 2015), but the representation of the
temporal component of weather forecasting can be explored using other kind of net-
works. For example, temporal convolution (Bai, Kolter, and Koltun, 2018) has been
recently proposed as an alternative to RNN methods, demonstrating to perform bet-
ter in various applications.

Lastly, another idea that we think is worth exploring is the automatic generation
of Terminal Aerodrome Forecast (TAF) messages. TAFs are the weather forecasting
reports encoded in a similar way to METAR reports, but describe the evolution of
the meteorological conditions at a specific airport. Nowadays they are produced by
human forecasters based on the information provided by NWP and observations.
One of the ideas discussed at the start of this thesis, was to explore the possibility
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of creating a system that learns to generate such reports using NWP and histori-
cal METAR data. TAFs contain information relative to different variables, such as
the wind, clouds, visibility conditions or pressure. Quickly, at the beginning of this
work, we realised that each of these variables contains enough complexities and re-
quires to be addressed as independent pieces of research. The idea of implementing
such a system is still relevant and proposes a challenging and interesting piece of
work that is worth considering in the future.
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