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Abstract: Users voluntarily generate large amounts of textual content by expressing their opinions, in
social media and specialized portals, on every possible issue, including transport and sustainability.
In this work we have leveraged such User Generated Content to obtain a high accuracy sentiment
analysis model which automatically analyses the negative and positive opinions expressed in the
transport domain. In order to develop such model, we have semiautomatically generated an anno-
tated corpus of opinions about transport, which has then been used to fine-tune a large pretrained
language model based on recent deep learning techniques. Our empirical results demonstrate the
robustness of our approach, which can be applied to automatically process massive amounts of
opinions about transport. We believe that our method can help to complement data from official
statistics and traditional surveys about transport sustainability. Finally, apart from the model and
annotated dataset, we also provide a transport classification score with respect to the sustainability
of the transport types found in the use case dataset.

Keywords: sustainable transport; sentiment analysis; deep learning; information extraction; natural
language processing

1. Introduction

The global annual volume of transport-generated CO2 emissions increased by 68%
between 1990 and 2015 [1]. According to the European Commission, in 2020 cars are
responsible for around 12% of total EU emissions of CO2, the main greenhouse gas.

Furthermore, transport practices have direct impact on sustainability [2–4]: (i) economic
impact, namely, on issues related to traffic congestion, mobility barriers, accident damages,
facility costs, consumer costs and depletion of nonrenewable resources (DNRR), (ii) social,
which include disadvantaged mobility, health impacts, community interaction, liveability
and aesthetics and, (iii) environmental, with respect to air and water pollution, habitat
loss, hydrologic impacts, and DNRR. In this context, policy makers are seeking solutions to
address these issues on a long-term basis by increasing the efficiency and sustainability of
the transport system. The envisaged solutions would involve promoting a greener mobility
such as walking and cycling, greater support of public transport, and limiting the use of
motor vehicles in highly congested cities. Furthermore, these solutions are proposed to
achieve a number sustainability and transport objectives: in terms of sustainability, they
would include reducing pollution, preserving wildlife habitat, increasing exercise, etc.; with
respect to transport, the main goals would refer to reducing traffic accidents, reducing traffic
congestion and barriers, and progressive pricing, among others [4].

Traditional research methods to analyze and foster sustainable transport combine both
qualitative and quantitative research supported mainly by questionnaires and statistical
data [5]. The majority of approaches are focused on the use of more sustainable modes
of transport [6–8] and on improving the efficiency and reducing the impact of motor
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vehicles [9–11]. Although online surveys have in the last few years been used [12], the
most innovative are those nonintrusive methods based on analyzing the comments freely
contributed in social media [13–18].

The main goal of this paper is to contribute to the analysis of transport sustainability
by applying Sentiment Analysis techniques to analyze opinions expressed by users in the
transport and mobility domain. Sentiment Analysis is a field within Natural Language
Processing (NLP) that learns to make predictions regarding opinions and sentiments
expressed by textual content. There is a huge body of work both in terms of research and
applications for the analysis of product evaluation, textual survey answers, social media
content, etc. [19].

Within the area of transport and mobility domain, Sentiment Analysis may help to
analyze surveys and opinions expressed by users, which means that it can be used to
complement data and statistical studies performed by public administrations [17]. In other
words, and in contrast to traditional surveys, it should be considered that the large number
of multilingual opinions available in social media and specialized portals are actually
voluntarily offered by the users themselves. This constitutes an important and realistic
source of information conveying the perception of users with respect to the transport
domain. The following example shows the kind of data we will work with in the form of
some opinions about transport classified in terms of their polarity (positive or negative
opinions):

(1) “When I first visited the fortress 14 years ago, the cable car was not an option and
the fort was a derelict ruin picked-mocked by shells absorbed in the Homeland War.”
Negative

(2) “Having bought a ticket we only had to wait approx 5 min and in the height of tourist
season is great.” Positive

More specifically, in this work we study the performance of Sentiment Analysis
systems to automatically classify the polarity of opinions such as the ones shown above. In
order to do that, we will compare the performance of a classic, unsupervised knowledge-
based approach based on a sentiment lexicon, SentiWordNet [20], with respect to a deep-
learning classifier obtained by fine-tuning a large pretrained language model based on the
Transformer architecture, namely, XLM-RoBERTa [21].

While lexicon-based approaches to Sentiment Analysis are widely known [19,22], a
recent and important advancement in the NLP field has been the appearance of the Trans-
former architecture [23], which has in turn allowed the development of large language
models. These models are pretrained using very large corpora and can be fine-tuned
for a variety of downstream tasks. According to Sanh et al. [24] “[...] some multilin-
gual pretrained models perform tasks on texts such as classification, information extrac-
tion, question answering, summarization, translation, text generation, etc. in more than
100 languages” [21,25].

Using pretrained language models has quickly become a common practice for many
text classification tasks. However, as far as we know, this work is the first attempt to
apply them to the transport domain. The comparison between the lexicon-based and the
Transformer-based approaches shows, as it was expected, that the Transformer classifier
obtains substantially better results overall. More importantly, we also conduct a series of
experiments with the aim of analyzing the robustness of each method in the presence of
noisy or incorrect data. The results suggest that the deep learning method behaves quite
robustly in the presence of such noise but that a small amount of carefully curated training
data is desirable to obtain optimal results.

The objective evaluation and training of such systems for their application on massive
amounts of opinions about transport is made possible by the development of a manually
annotated corpus for polarity classification about transport. In fact, it should be noted that
there is a lack of reliable corpora for the transport domain [26], which may be partially
explained by the laborious and time-consuming work required to generate such annotated
data. To fill this gap, we provide a new GSC (Gold-standard Corpus) dataset for the



Sustainability 2021, 13, 2397 3 of 19

transport domain by manually annotating 2000 reviews from a UGC (User Generated
Content) corpus of 117K reviews obtained from TripAdvisor. The GSC dataset consists
user reviews written in English for different modes of transport in a time frame between
2007 and 2020.
Summarizing, the main contributions of this paper are the following:

• The development of a new dataset, the Gold Standard Corpus (GSC), derived from
user reviews about transport, which has been manually annotated. The dataset covers
a range of transportation modes according to their sustainability. This is the first
dataset of its kind.

• A data-driven method to automatically classify user opinions on transport domain
based on large pretrained language models [21]. We report experiments comparing
the fine-tuning of such large language models with previous work based on sentiment
lexicons [17]. Results show that the classifier obtained by fine-tuning XLM-RoBERTa
performs with very high precision, to the point that it can be deployed in production
systems to offer real-life, tangible benefits to policy makers in gathering information
and making informed decisions.

• We perform a comprehensive empirical study of the robustness of the two methods in
the presence of noisy data, which is the usual case when labeling opinions in the wild.

• We provide a classification of the transport types present in our dataset based on
sustainability criteria.

• The obtained models and dataset will be made publicly available to encourage fur-
ther research on the analysis of transport and to facilitate the reproducibility of the
reported results.

The rest of the paper is structured as follows. Section 2 reviews previous work
on Social Media for the transport domain as well as the most important approaches to
Sentiment Analysis. After that, in Section 3 we describe the steps performed to undertake
our work. Section 4 describes the creation of the manually annotated GSC dataset, based
on a large UGC automatically obtained from TripAdvisor reviews. The systems used to
perform Sentiment Analysis are presented in Section 5 and in Section 6 we present the
experiments and results obtained comparing the two methods. Finally, Section 8 offers
some concluding remarks and future work.

2. Related Work

The literature review is divided into two parts. We first provide an overview of the
work on Sentiment Analysis which is closest to our interests, whereas in the second part
we focus on the use of social media for research in the transport domain.

2.1. Sentiment Analysis

The Opinion Mining and Sentiment Analysis fields have seen, in the last 20 years,
a huge increase in popularity to automatically determining opinion trends and attitudes
about commercial products, companies reputation management, brand monitoring, or to
track attitudes by mining social media, etc. These techniques have been particularly useful
in addressing the explosion of information produced and shared via the Internet, especially
in social media, which means that it is simply not possible to keep up with the constant
flow of new information exclusively using manual methods.

Most popular approaches are based on document classification, where the task is to
determine the polarity (positive, negative, neutral) of a given document or review similar
to Examples (1) and (2) shown above. Well known benchmarks for polarity classification
at document level include the Movie Reviews Corpus [27,28], the Large Movie Review
Dataset [29], and the Stanford Sentiment Treebank (SST) [30], although many other corpora
and resources have since been developed for many languages and domains [19,22,31].

It should be noted that there is a large body of work also on finer-grained Sentiment
Analysis [31,32]. This was mostly motivated by the fact that a single review may contain
more than one opinion about a variety of aspects or attributes of a given product or
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topic. Thus, Aspect Based Sentiment Analysis (ABSA) was defined as a task consisting
of identifying the following components: the opinion holder, the target, the opinion
expression (the textual expression conveying polarity), and the aspects. Aspects are mostly
domain-dependent and refer to relevant aspects pertaining to the specific domain. For
example, in restaurant reviews relevant aspects would include food quality, price, service,
etc. Similarly, if our domain would be that of consumer electronics such as laptops, then
relevant aspects would be those referring to weight, battery life, hard drive capacity, etc.

While performing Aspect Based Sentiment Analysis might certainly be of interest
for the transport domain, in this paper we focus on presenting the first publicly available
dataset to assess transport sustainability in terms Sentiment Analysis at document or
review level, leaving the fine-grained aspects for future work.

The techniques most often used to perform sentiment analysis classification at doc-
ument level can be largely classified into two main approaches: unsupervised meth-
ods based on sentiment lexicons and supervised methods which learn classifiers from
labeled corpora.

With respect to lexicon-based methods, Sentiment Analysis often relies on the availability
of words and phrases annotated according to the positive or negative connotations they
express. Thus, words such as beautiful, and wonderful would indicate a positive polarity,
whereas words such as bad or poor refer to a negative polarity. The generation of annotated
lists of sentiment words has been addressed by manual-, corpus- and dictionary-based methods.
Manually collecting such polarity lexicons is labor intensive and time consuming, and it is
usually combined with automated approaches. However, there are very popular sentiment
lexicons which have been fully [33,34] or at least partially manually created [35,36].

Corpus-based methods are mostly used to generate domain-specific polarity lexicons.
They are usually built by trying to find related words in a given corpus taking a list of seed
words as starting point [37,38].

Dictionary-based methods often rely on a lexical knowledge base (LKB) such as Word-
Net [39] that contains synonyms and antonyms for each word. Thus, a common technique is
to start with some sentiment words as seeds which are taken as the starting point to perform
some iterative propagation on the LKB [40,41]. Among these, SentiWordNet (SWN) [20] is
perhaps the most commonly used opinion lexicon based on WordNet [39], although other
approaches have shown better performance on intrinsic [42] and extrinsic [22] evaluations.
WordNet is a lexical resource in which the lexical entries are sets of words that express
the same concept, namely, a synset. SWN assigns to each synset in WordNet three scores
(positive, negative, and objective) which are normalized to be equal to 1.0, although most
previous works that use SentiWordNet calculate aggregate polarity values at word or lemma
level from the corresponding synsets [22,34].

With respect to supervised approaches, it is possible distinguish between those based
on manually-engineered features to train supervised classifiers (classic machine-learning)
and recent deep-learning and neural-based approaches.

Overall, most classic machine learning methods employ bag-of-words representations
together with manually engineered features based on local information such as n-grams,
orthographic features, etc. but also on external information such as morphological tags or
polarity features obtained from sentiment lexicons [19,27,29,31]. The most common machine
learning algorithms within this tradition include Naive Bayes, Maximum Entropy [43] and
Support Vector Machines [44], among others [45]. Although they are nowadays usually
outperformed by deep-learning systems, these methods are still very competitive and much
faster and cheaper to run. As a downside, these systems depend on manually coded features.

Recursive neural networks (RNNs) and, more specifically, various variations of Bidi-
rectional Long-Short Term Memory (BiLSTM) networks initialized with vector-based word
representations [46,47] helped to improve state-of-the-art results on usual Sentiment Anal-
ysis datasets, such as SST [30], which is included in the GLUE benchmark [48], although
many other BiLSTM-based approaches exist [49–51].
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Current best performing systems for Sentiment Analysis at document level are based
on large pretrained language models [21,25]. These language models generate rich repre-
sentations of text based on contextual word embeddings. Instead of generating static word
embeddings [46,47], namely, unique representations for a given word regardless of the
context, the idea is to be able to generate word representations according to the context in
which the word occurs. Currently there are many approaches to generate such contextual
word representations, but we will focus on those that have had a direct impact in text
classification, namely, the models based on the transformer architecture [52] and of which
BERT is perhaps the most popular example [25].

There are also several multilingual versions of these models. Thus, the multilingual
version of BERT [25] was trained for 104 languages. More recently, XLM-RoBERTa [21]
distributes a multilingual model which contains 100 languages trained on 2.5 TB of filtered
Common Crawl text. To put results into perspective, results of BiLSTM based systems are
around 90% word accuracy on the SST dataset included in GLUE. These results were hugely
improved by the English BERT Large model (94.9 word accuracy) and by XLM-RoBERTa
(95%). These results have been further improved by various ensembles of Transformer-
based language models (Results and approaches can be found in the GLUE website:
https://gluebenchmark.com, accessed on 7 October 2020).

2.2. Social Media Analysis in the Urban Transport Area

The field of research on modes of transportation has attracted the interest of researchers
who already used social, demographic, and sentiment analysis techniques.

Seliverstov et al. [53] developed a method of automatic review classification based on
a sentiment classifier to analyze traffic safety in Russia, according to the reviews published
in different transport Internet resources, such as websites that contain new and constantly
updating reviews of road conditions, Twitter channels, and VK communities. They used
the Naïve Bayes algorithm and a linear classifier model with stochastic gradient descent
optimization and obtained a classification accuracy of 71.94%. Ali et al. [54] propose
an ontology and Latent Dirichlet allocation (OLDA)-based topic modeling and word
embedding approach for sentiment classification. The proposed approach offers a text
classification system that identifies the most relevant transportation texts in social media
and analyses them to examine traffic control management and transportation services. It
integrates lexicons into a pretrained word embedding model that increases the accuracy of
sentiment classification, obtaining 90% accuracy and 88% F1-score.

Serna et al.’s research [17] focuses on one of the most sustainable transport modes, the
bicycle. A statistical model that assesses the connection between public bike share (PBS)
use and certain characteristics of the PBS systems is proposed. Their system includes so-
ciodemographic, climate, and positive and negative opinion data (based on SentiWordNet)
extracted from social media comments (Facebook, Twitter, and TripAdvisor). In previous
works, Serna et al. [15,16] demonstrate empirically the feasibility of the automatic iden-
tification of the Sustainable Urban Mobility problems by leveraging the SUMO ontology
and SentiWordNet in several social media, such as, Minube [15] and TripAdvisor Traveller
Social Network [16], for two languages (English and Spanish).

Previously, Ruiz Sánchez et al. [55] propose to collect high quality data from social
media that may be used for Transport Planning. Furthermore, Grant-Muller et al. [13]
demonstrate that User Generated Content can complement, improve, and even replace
conventional data. They also stress the need to develop automated methods to gather and
analyze transport-related data from social media.

Gitto and Mancuso [56] use sentiment analysis to extract information from blogs with
the objective of measuring the level of customer satisfaction on various airports using vari-
ous software services: KNIME (https://www.knime.com/, accessed on 7 October 2020),
designed for the analysis of web forums and social networks, and Semantria (https:
//www.lexalytics.com/semantria, accessed on 7 October 2020).

https://gluebenchmark.com
https://gluebenchmark.com
https://www.knime.com/
https://www.lexalytics.com/semantria
https://www.lexalytics.com/semantria
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Twitter data has also gained the interest of researchers. Effendy et al. [57] use a
trained SVM for sentiment analysis to determine which factors are the main cause of
the ineligibility and eligibility of public transport use. Their model scores 78.12% in
word accuracy. Anastasia and Budi [58] aim to measure customer satisfaction for online
transportation services providers through sentiment analysis of Twitter data using three
algorithms, namely Naïve Bayes, SVM, and Decision Trees. In addition, they manually
preprocess the tweets and label them, obtaining a sentiment score that correlates with client
satisfaction.

Summarizing, both supervised techniques and lexicon-based methods have been used
for analyzing opinions about modes of transportation automatically. However, as far as we
know no previous approach exists that has experimented with the latest advances in NLP,
such as the Transformer models. Furthermore, previous works did not make the datasets
used in their research available, which means that we cannot compare our approach with
respect to the state of the art. In order to address this issue, we will generate a new dataset
for Sentiment Analysis in the transport domain which we will then use to evaluate the
robustness of an unsupervised method based on the SentiWordNet lexicon with respect to
the supervised classifiers obtained by fine-tuning XLM-RoBERTa.

3. Methodology

In this section we describe the methodology employed to achieve the objectives of
the research work. In order to replicate and build the experiments the process is detailed
step-by-step, following the Knowledge Discovery in Databases process [59].

This approach is used to find knowledge in data and it consists of 9 phases: (1) stage
abstraction, (2) data selection, (3) cleaning and preprocessing, (4) data transformation,
(5) choice of Data Mining tasks, (6) choice of algorithm, (7) application of the algorithm,
(8) evaluation and interpretation and finally, (9) understanding of knowledge.

Phases of the Methodology

Phase 1—Stage abstraction. In this phase, the case study and goals are defined. In
the case study we analyze the different modes of transport in Croatia from TripAdvisor
reviews written in English (117,458 sentences) from 2007 to 2020. Two different data
analysis methods will be used and compared to assess the performance and accuracy of
the both alternatives.

Phase 2—Data selection. It consists of searching through the different sections, cap-
turing, downloading, and selecting the reviews of the different modes of transport as well
as their original 1–5 ratings (see User Generated Content (UGC) described in Section 4.1).

Phase 3—Cleaning and preprocessing. We proceed to the cleaning and preprocessing
of the sentences rated with 1 and 5 stars to generate the Gold Standard Corpus (GSC) used
for the experiments (see Section 4.2).

Phase 4—Data transformation. Creation of the GSC with manually labelled polarity
information. In order to do this, the numerical values of the TripAdvisor scale (1–5) are
transformed to categorical values: 1 and 2 scores are mapped into negative, 3 into neutral,
whereas 4 and 5 correspond to a positive polarity (see Section 4.4).

Phase 5—Choosing the Data mining task. The task defined is phrase-level data
classification in which we need to assign one of the three polarity labels defined in the
previous point to each of the sentences in the corpus.

Phase 6—Choice of algorithm. Two Sentiment Analysis approaches have been se-
lected: a lexicon-based unsupervised approach which leverages SentiWordNet to individ-
ually tag polarity expressing words and a second approach based on fine-tuning XLM-
RoBERTa for text classification at sentence level.

Phase 7—Application of algorithms. The algorithms depend on different settings
and hyperparameters for optimal performance. While the SentiWordNet approach benefits
from text preprocessing, tokenization, POS tagging, and Word Sense Disambiguation,
XLM-RoBERTa performs best when the data is left untouched (see Sections 5.1 and 5.2).
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Phase 8—Evaluation and interpretation. Evaluation is performed against a manually
annotated test set used to report only the final results. We chose a F1 macro metric to
address any possible skewness among the distribution of classes in the GSC’s testing data
(see Section 6).

Phase 9—Understanding the knowledge. We try to understand the behavior of the
systems in the different evaluation settings proposed by virtue of graphical plots, providing
an overview across systems and evaluation scenarios (see Sections 6.2 and 6.3).

4. Datasets

In this section we introduce our new manually annotated dataset used for training
and evaluation Sentiment Analysis classifiers for the transport domain. In the following
we will describe the data collection, annotation, as well as the generation of Gold Standard
Corpus (GSC) and the Noise Corpus (NC). We also evaluate the quality the annotations by
measuring Cohen’s Kappa metric for interannotator agreement.

4.1. User Generated Content

The User Generated Content (UGC) is automatically obtained from TripAdvisor
reviews about traveling in Croatia. TripAdvisor is the world’s largest travel platform with
more than 859 million comments of accommodations, restaurants, experiences, and means
of transport. The comments are rated according to a 1–5 stars scale. We carried out a
manual procedure to find sections in TripAdvisor that contain transport modes of interest.
These sections include public and private transport, such as electric tram, funicular railway,
ferries and taxi boats, shuttle, bicycle, walking, etc. After that, we collected the data from
the corpus by gathering reviews from TripAdvisor under those sections. Specifically, for
the UGC corpus we selected reviews written in English from 2007 to 2020, containing
117, 458 sentences in total. By choosing such a long temporal range, we hoped to mitigate
the problem of concept drift or, in other words, of opinions getting outdated.

According to Litman and Burwell [4], to facilitate sustainable transportation analysis,
some evaluations use a set of indicators using relatively easily available data. For instance,
the following aspects of sustainable transport are better the lower they are: transportation
fossil fuel consumption and CO2 emissions, vehicle pollution emissions, per capita motor
vehicle mileage, consumption of land transport, injuries and deaths from traffic accidents,
use of transport property, and roadway aesthetic conditions (people seem to be more likely
to take care of places they consider beautiful and meaningful).

Based on these indicators, we have created a transport classification in which the
most sustainable means of transport will be ranked first. Table 1 shows the classification
of different modes of transport according to their sustainability indicators. As it can be
seen, the most sustainable means are walking, cycling, and public transport. Within public
transport, the best is the metro, then the tram, etc. In general, the means of transport that
use a motor, depending on the type of motor, can be more or less sustainable. For example,
buses, cars, shuttles, and so on may be powered by electric, hybrid, or combustion engines.
Depending on it, for this particular category the electric ones will be more sustainable,
then hybrids and finally those with a combustion engine. Finally, motorcycles are more
polluting than cars. The metro is more sustainable than the tram, because it has greater
capacity and the impact per traveler is more distributed. A traveler who moves by diesel
bus spreads his ecological footprint with the rest of the bus passengers making public
transport more sustainable [2,60] .

Table 2 lists the transportation modes found in the UGC corpus collected from Tri-
pAdvisor based on the sustainable classification provided in Table 1, including the number
of reviews made by travellers about each transport type. Analysing the modal distribution
reveals that the representation of the most sustainable modes of transport is higher by a
percentage of 14.44%. In fact, the distribution of the different modes of transport shows that
57.22% of the transport types correspond to sustainable modes such as walking, bicycle,
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and public transport. Furthermore, a 42.78% of the reviews refer to private transport modes
such as taxis, shuttles, ferries, boats, and buses.

Table 1. Classification according to sustainable transport.

Transport Mode Sustainable Transport Classification

Walking 1
Bike 2
Underground 3
Tramways 4
Funicular Railway 5
Bus 6
Ferries 7
Boat 8
Shuttles 9
Car 10
Motorbike 11

In general, a high use of public transport is observed and, in addition, various tours
offer healthy alternatives such as journeys on foot or by bicycle.

Travel on foot accounts for 14.94% of the reviews, and it is often combined with
travelling by bike at 26.41%. Finally, tram and funicular with 30.80% occupy the first place
(in order of importance).

Table 2. Sustainable transport classification by TripAdvisor transport modes.

TripAdvisor Transport Modes # Sentences Sustainable Transport
Classification

Tramways 35,327 4
Taxis & Shuttles 30,803 10 & 9
Walking 18,120 1
Boat 9059 8
Bus 8722 6
Bike and Mountain bike 7217 2
Walk and Bike 6256 1 & 2
Ferries 1668 7
Funicular Railway 855 5

4.2. The Gold Standard Corpus

For the creation of the Gold Standard Corpus (GSC), we only considered reviews
in the UGC dataset with the most extreme ratings of 5 stars (the maximum score) and
1 star (minimum score), since, arguably, these extreme cases may be more trustable and
should contain most positive and negative reviews [61–63]. We then manually checked
every sentence to detect true positive and true negative cases. In this process we found
many cases where the original TripAdvisor star rating did not correspond with the real
polarity of the sentence. This means that the original 5 core ratings cannot directly be used
to perform sentiment analysis at sentence level.

We performed a manual revision to correct the polarity of the sentences whenever the
original score was deemed not to be correct. Table 3 shows examples of sentences whose
sentiment were not clear, and were thus removed from the dataset.

Moreover, as a consequence of splitting the reviews into sentences, some of those
sentences, taken in isolation, made no sense or, even, were grammatically incorrect. During
the manual annotation we discarded those sentences. Additionally, once the identification
is made, those sentences considered to be incorrectly classified sentences are discarded
until a balanced dataset of 1000 positive and 1000 negative sentences was obtained.
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Table 3. Example of phrases removed from the 5 stars dataset (positive).

Sentence Manual Annotation

Getting on to the cable car was stressful because of some elderly tourists
trying to push far into the queue. negative

We thought and had been told that going to this during the day would
not be good. negative

Maybe a secret passage? neutral
We went up for sunset and stayed til 8. neutral
Hard to believe Bosnia is just a few miles away. neutral
In fact we were the only 2 in the cable car going up! neutral
It can get a bit chaotic at the base station as it is not clear where the ticked
and boarding queues are when there are large cruise groups in. negative

When I first visited the fortress 14 years ago, the cable car was not an
option and the fort was a derelict ruin picked-mocked by shells absorbed
in the Homeland War.

negative

The wind is strong on top so be prepared for that. negative

4.3. Interannotator Agreement

After manual annotation we computed the Cohen’s Kappa interannotator agreement
between our manually labeled sentences with respect to the original scores obtained from
TripAdvisor.

During the annotation process, we needed 1414 sentences from the 5-star dataset to ob-
tain 1000 positive sentences, so that 414 sentences were discarded for being merely informa-
tive, neutral, or negative. With respect to the negative polarity, we needed 1278 sentences
from the 1-star set of sentences to get 1000 negative sentences, which indicates that, overall,
low rating reviews seemed to be less error prone. In total, 19.97% of sentences were labeled
as having neutral orientation.

In any case, these numbers let us calculate an agreement factor p1 between the original
dataset and the annotated one, which in this case was 74.3% (p1 = (1000 + 1000)/2692
= 0.743).

Figure 1a shows the distribution of observed concordances and discrepancies in the
corpus, whereas Figure 1b shows the expected distribution of ratings if both observers
scored independently. The expected agreement that independent observers would obtain
due to random coincidences is pe is 50% (671 + 671)/2692. An observed quantity p1 higher
than pe would indicate agreement, and a lower one, discrepancy. As in this case p1 > pe,
we find more agreement than expected by chance. Cohen’s Kappa index is a measure of the
agreement between the two annotators; it is calculated as the ratio between the observed
and expected agreement at random and the maximum possible agreement (100%) and that
expected at random, that is:

K =
p1 − pe

1 − pe
=

0.743 − 0.499
1 − 0.499

= 0.487 (1)

Thus, the result obtained from the Cohen’s Kappa index is a moderate degree of
agreement, which justifies the need of the manual annotation process. Such an annotation
effort takes time, but as we will see, has a favorable direct impact in the performance of the
Sentiment Analysis models.
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(a) distribution of observed concordances and dis-
crepancies

(b) expected distribution of valuations

Figure 1. Cohen’s Kappa index.

4.4. The Noise Corpus

As we mentioned in the introduction, one of the important goals of the paper is to
analyze the robustness of the proposed methods when dealing with noisy data. With this
aim in mind, we have created a set of datasets where noise is incrementally added in the
training set of the GSC dataset described in the last section. The noisy data comes directly
from the TripAdvisor corpus. Specifically, we included reviews rated with 2 and 4 stars,
which we considered negative and positive, respectively. All in all, we created five datasets
for our experiments, the Gold Standard Corpus (GSC) plus 4 variants containing a different
percentage of noisy data: 25, 50, 75, and 100%.

It should be noted that with “noisy data” we do not refer to sentence we know that
are wrongly labelled but to those that come directly from the User Generated Content,
without revision. In fact, we can extrapolate the interannotator agreement figures obtained
in Section 4.3 to get an estimation of the real error rate introduced in the dataset. The
real noise is calculated by manually analyzing the sentences of the noise corpus, to later
calculate the real noise through the Kappa coefficient. This process is performed for both
100% noise and 50%. For the calculation of the remaining noise levels such as 25% and 75%,
the linear regression estimation is used.

The results obtained give us that for the 100% noise level, the real noise is 26%; and for
the 50% noise level it corresponds to 14.2% of real noise. For the 25% and 75% noise level,
the estimate over the complete training dataset obtained would be around 6.9% and 19.9%,
respectively. Therefore, the range of real noise over the entire training dataset ranges from
6.9% to 26%.

5. Sentiment Analysis Systems

In this section we describe the two systems used in our experiments about Sentiment
Analysis in the transport domain with the Gold Standard Corpus described in the previous
section. The first method is a lexicon-based system that classifies the reviews according to
the individual polarity of the words that compose the sentence. For the second system we
fine-tune a Transformer-based large pretrained language model, XLM-RoBERTa, on the
GSC training in a text classification setting.
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5.1. SentiWordNet Approach

In the SentiWordNet (SWN) lexicon [20,40], each word is associated with an a priori
sentiment value ranging between 0 and 1, being their sum 1.0 for each synset. SWN can be
therefore used as a basis for polarity classification by aggregating the polarity scores of the
words composing the sentence.

To aggregate the scores of the words, we have manually created a set of rules to adapt
the polarity of common expressions to the transport domain. To do this, a process of
identifying badly annotated expressions is automatically carried out. Next, a qualitative
analysis is performed, with the aim of identifying terms and multiword expressions that
produce prediction errors. We provide more details of this method in the following sections.

Preprocessing

As we need to match either words or word senses into the SWN lexicon, a number
of careful preprocessing steps are required. First, comments are divided into sentences
and spell checked using Aspell [64], which we customize with localisms and abbrevia-
tions. Abbreviations are often used instead of their full name equivalents, so we perform
acronym disambiguation. A proper matching between the multiword expressions and/or
abbreviations and the right word is crucial. Finally, stopwords are removed. Tables 4 and 5
shows the changes in meaningful words for Sentiment Analysis after normalization.

Table 4. Aspell spell checker.

Misspelled Word Corrected Word

enjoty enjoy
Fantasic Fantastic
slpooy sloppy

recomend recommend
aplogising apologising

incosiderate inconsiderate
compnay company

Table 5. Multiword expressions (MWE).

MWE Substitute Word

cable car cable-car
tuk tuk tuk-tuk

think twice before think-twice-before
must do must-do

never again never-again
pick pocket pick-pocket

not to be missed recommend

Once the text is corrected and normalized it is processed using the Freeling [65] NLP
tool to obtain the following annotations: lemmatization, POS tagging, multiword detection,
Named Entity Recognition and Classification and Word Sense Disambiguation, as depicted
in Figures 2 and 3. The second row is the result of MWE detection and lemmatization; the
third row (in red) specifies the Part-of-Speech (POS) tag for each word and, finally, the last
row (in green) specifies the word sense automatically disambiguated [66] with respect to
the WordNet 3.0 inventory of word senses [39].

Word Sense Disambiguation (WSD) is based on all the previously obtained annotations
(lemmas, POS tags) and it is required to perform the mapping between the original text to
the entries in the SWN lexicon at synset level. Of course, if any of the linguistic processing
steps produces a wrong prediction, then the output of the Word Sense Disambiguation (in
itself a very challenging task) module will be either incorrect or null.

This phenomena is illustrated by comparing the annotations obtained in the two
Figure 2 and Figure 3, respectively. We can see that, thanks to the preprocessing and
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normalization processes previously performed, the NLP output obtained in Figure 3 is
correct which will help to match any existing word senses into the SWN lexicon. More
specifically, Figure 2 shows that the misspelled words are not recognized correctly. For
example, the words “compnay” and “aplogising” cannot be disambiguated by the WSD
module. In contrast, Figure 3 shows that after normalization the NLP processes output a
current linguistic analysis.

As the lexicon-based approach works by labeling individual words matched with
respect to the SWN lexicon, POS tagging is also used to work only with content words
(nouns, adjectives, adverbs, verbs) which are the words that usually convey polarity
information. Therefore, after POS tagging we remove all words not belonging to these
categories. An example of the final linguistic analysis obtained for a sentence is depicted
by Table 6.

We also performed a domain-specific analysis by adapting the polarity of some ex-
pressions and/or words to the context of transport domain. Furthermore, we also target
negation detection by finding negative pronouns and adverbs (not, never, etc) that may
reverse the polarity of the expression or sentence within their scope.

Figure 2. Wrongly tagged sentence before normalization and correction.

Figure 3. Correctly tagged sentence after normalization and correction.

Table 6. Linguistic analysis for polarity classification with SentiWordNet.

MW Identificaton Lowercase and Lemmatization Process POS Tagging POS Explanation WordNet Identification

Instead_of instead_of IN pos = preposition - -

aplogising aplogising NN pos = noun|type = common|num =
singular - -

, , Fc pos = punctuation|type = comma - -
the the DT pos = determiner - -

compnay compnay NN pos = noun|type = common|num =
singular - -

tried try VBD pos = verb|vform = past -02530167-v
to to TO pos = particle|type = to - -

use use VB pos = verb|vform = infinitive -01158872-v
our our PRP$ pos = pronoun|type = possessive - -

card card NN pos = noun|type = common|num =
singular -06627006-n

again again RB pos = adverb|type = general -00040365-r
. . Fp pos = punctuation|type = period - -

Finally, the polarity of each word or MWE, which have been assigned a polarity score
via the SWN lexicon, are aggregated to obtain an overall score for a sentence. This is
done by adding the the positivity and negativity scores of each word i in each sentence
divided by the number n of words contained in that particular sentence, as defined in
Equation (2). In order to be considered positive or negative, a sentence has to be considered
subjective. To find out if a given sentence is subjective, the SWN objectivity formula
specified in Equation (3) is applied. Thus, if the result is greater than 0.5, then the sentence
is considered objective, otherwise it is considered subjective.

PhrasePolarity =
∑n

i=1 WordPolarityi

n
(2)

Objectivity = 1 − (Positivity + Negativity) (3)
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5.2. XLM-RoBERTa

XLM-RoBERTa is a state-of-the-art multilingual masked language model trained in
100 languages with 2.5 Terabytes of clean Common Crawl content [21]. We use the model
via the Huggingface API (https://huggingface.co/, accessed on 7 October 2020) to fine-tune
XLM-RoBERTa for polarity classification at sentence level. As for any other standard text
classification task, the input of XLM-RoBERTa for training is a sentence and its manually
labeled polarity. At prediction time, it outputs the most probable polarity label for an input
sentence.

In order to do this, a contextual representation (embedding) of the special token (CLS)
at the beginning of the sentence is used as a representation of the whole sentence, which is
then fed as input to a single layer perceptron with outputs the prediction polarity labels for
the whole sentence.

6. Experimental Results

In this section we describe the experiments conducted within this work and report the
main results and conclusions. Two types of experiments have been designed.

The first set of experiments proposes a binary classification task (positive vs. negative)
to compare the classifier based on XLM-RoBERTa with respect to the unsupervised SWN-
based approach. Furthermore, we also analyze their robustness by gradually increasing
the noise level on the dataset using the Noise Corpus (NC).

In a second experiment we adapt the XLM-RoBERTa model to a multiclass setting
where the task is to predict the original 1–5 star rating of the review.

6.1. Experimental Setup

For the binary classification task both systems are tested against GSC dataset described
in Section 4, which is used as common testbed. We partitioned the dataset into training
(73%), development (9%) and test sets (18%), containing 1460, 180 and 360 sentences,
respectively. For the noise experiments, noise is gradually introduced in the train split of
the GSC dataset, while the development and test splits are kept untouched. As mentioned
in Section 4.4, the percentage of noise will range between 25, 50, 75, and 100%.

For the multiclass classification task, we augmented GSC with reviews from the UGC
corpus which were rated with 2, 3, and 4 stars. These newly inserted reviews were manually
checked. The resulting corpus is also balanced, and for each partition there is the same
number of sentences of each score (from 1 to 5). For example, in the testing data there
would be 72 sentences of each score, totaling 360 sentences.

The fine-tuning of XLM-RoBERTa was performed as follows. Instances from the train-
ing set are used to fine-tune the language model and fit the parameters of the perceptron
built on top of it, while keeping the rest of the weights frozen. The development dataset
is used to tune the hyperparameters of the classifier and perform model selection, so
that the best configuration on the development dataset is tested in the test set. The final
hyperparameter configuration was 10 epochs using a 5 × 10−5 learning rate, 16 as batch
size and a maximum context length of 128.

With respect to the evaluation metrics, we follow common practice in other classi-
fication tasks [67] and report accuracy, the F1 score of each class (negative, positive), as
well as the averaged F1avg across the classes. While accuracy provides a general view of
performance regardless of how well the systems perform for each class, F1avg requires that
systems score well for every class.
For F1 score for each class in the dataset is calculated as usual:

F1class =
2PrecisionclassRecallclass

Precisionclass + Recallclass

For the binary classification task the class set is equal to class = {positive, negative}
whereas for the multiclass task the set of labels correspond to class = {1, 2, 3, 4, 5}. Accord-
ingly, the F1avg in the binary case is calculated as:

https://huggingface.co/
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F1avg =
F1positive + F1negative

2
while in the multiclass case the metric is computed as follows:

F1avg =
F11 + F12 + F13 + F14 + F15

5

6.2. Binary Classification Task

Figure 4 shows the results of the XLM-RoBERTa and SWN-based systems when tested
in the binary classification task. The first column of each Figure corresponds to the 0%
noise level or, in other words, to the evaluation using the Gold Standard Corpus (GSC),
whereas in the rest of the columns we report the results when gradually incrementing noise
in the GSC’s training data.

As it was expected, XLM-RoBERTa obtains excellent results. Evaluated at the 0% and
25% noise levels, the performance is above 97% for all metrics. The performance slightly
degrades when noise is introduced but only when the noise level is increased up to 75%
(which would correspond to a real error rate of 20%, see Section 4.4) do the results start
dropping significantly. However, when the noise level reaches 100% the system is not able to
learn the negative class and outputs a positive label for every sentence in the testset. At other
noise levels, the error rate is evenly distributed among the positive and negative classes.

Figure 5 visualizes the comparison between XLM-RoBERTa and SWN. XLM-RoBERTa
outperforms SWN by a large margin in all settings except when the noise level is set
to 100%. Still, XLM-RoBERTa yields an average improvement of 34 percentage points.
While the results obtained by SWN are quite good, the unsupervised method shows its
usefulness especially when training on noisy data. In any case, it is particularly remarkable
the robustness of XLM-RoBERTa to the presence of noise, even when set to 75%.

(a) XLM-RoBERTa (b) SentiWordNet-based classifier

Figure 4. Experiments on binary classification.

Figure 5. XLM-R vs. SWN.
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6.3. Multiclass Classification

Table 7 shows the results obtained by XLM-RoBERTa in the multiclass experiments
(using 1–5 rating scores). Overall, the system is able to perform fine-grained classification,
even when trained with binary labels, and yields 54% of accuracy. The table also suggests
that the system has a tendency to classify sentences as negative or neutral and is less leaned
towards assigning maximum scores.

Table 7. XLM-RoBERTa results on multiclass classification.

Accuracy Stars F1-Score Macro F1-Score

0.5472 1 0.6457 0.5418
2 0.5632
3 0.5691
4 0.5455
5 0.3853

7. Availability

The Gold Standard Corpora dataset created with sentence-level sentiment annotations
in the transport domain is available on the https://github.com/ixa-ehu/sustainable-
transport-sentiment-corpus (accessed on 12 February 2021) repository under the Creative
Commons license (CC-BY-NC-ND) (https://creativecommons.org/licenses/by-nc-nd/4.
0/, accessed on 22 February 2021).

8. Concluding Remarks and Future Work

The paper’s primary aim is to present a method of processing user generated content
to obtain a high accuracy and robust sentiment analysis model about transport modes
at review level. In order to do so, we present the Gold Standard Corpus (GSC), a new
dataset containing 2000 reviews from the transport domain, manually annotated as positive
or negative. This corpus is the first of its kind for the transport domain that is publicly
available. The annotation process showed that the original classification of TripAdvisor
comments according to a scale of 1–5 stars does not necessarily correspond with the real
polarity. When manually reviewing these comments, we found that around 25% of the rates
had to be manually corrected. Therefore, this moderate agreement rate is not sufficient to
directly use an unannotated corpus such as TripAdvisor to train the model.

Furthermore, we present a set of novel experiments on Sentiment Analysis to assess
transportation modes. We experiment with the a large pretrained language model (XLM-
RoBERTa) and compare its results with respect to an unsupervised lexicon-based approach
(SentiWordNet). As expected, the results on the GSC corpus show that the supervised
approach outperforms the lexicon-based one by a large margin. These results show the
huge benefits that can be obtained by using large language models when the amount of
training data is very small (1460 sentences).

We also report on different experiments to assess the robustness of the two classifiers
in the presence of noisy or incorrect samples in the training set, which is a usual case
if we use existing rates from portals such as TripAdvisor. The results show that both
methods are quite robust, and particularly surprising are the high scores obtained by
XLM-RoBERTa with high rates of noise (up to 75%). However, the experiments also show
that XLM-RoBERTa requires some manual annotation in order to perform competitively.

Summarizing, our study suggests that spending some resources on annotating a
small amount of data and using it to fine-tune a pretrained language model such as XLM-
RoBERTa is an effective strategy to produce a system that obtains results which are good
enough to be deployed in production systems to automatically process massive amounts
of opinions about transport.

Finally, we have also provided a classification of transport types according to its sus-
tainability which has been applied to the modes of transport found in the User Generated
Content (UGC). Analyzing the modal distribution, we found that the representation of the

https://github.com/ixa-ehu/sustainable-transport-sentiment-corpus
https://github.com/ixa-ehu/sustainable-transport-sentiment-corpus
https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/
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most sustainable modes of transport (walking, cycling, and public transport) is higher by a
percentage of 14.4%.

It should be noted that our work does not aim to address the temporal evolution of
opinions with respect to a specific transport mode. Thus, issues such as concept drift, sea-
sonality bias, tourist background, and modeling user profiles constitute interesting future
research avenues. Other future research includes exploring the multilingual capabilities
offered by XLM-RoBERTa given that it can be applied to 100 languages. In fact, we could
use the model generated in the binary classification task to automatically annotate in a
zero-shot setting reviews written in the top five most common languages referring to the
modes of transport on TripAdvisor.

All the material developed within this work, including the program scripts and the
dataset itself, will be publicly made available under free licenses.
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KNIME Konstanz Information Miner
mBERT Multilingual Bidirectional Encoder Representations from Transformers
ML Machine Learning
MLP MultiLayer Perceptron
MW MultiWord
MWE MultiWord Expressions

https://github.com/ixa-ehu/sustainable-transport-sentiment-corpus
https://github.com/ixa-ehu/sustainable-transport-sentiment-corpus


Sustainability 2021, 13, 2397 17 of 19

NB Naïve Bayes
NLI Natural Language Inference
NLP Natural Language Processing
OLDA Online Latent Dirichlet Allocation
POS Part Of Speech
PRP Possessive Pronoums
SUMO Suggested Upper Merged Ontology
SVM Support Vector Machine
SWN SentiWordNet
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XLM-RoBERTa Multilingual Robustly Optimized BERT Pretraining Approach
XLM-R XLM-RoBERTa
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