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Abstract

The topics of this dissertation are framed in the area of geometric group theory, that is the

study of finitely generated groups through the exploration of its geometric and topological aspects.

More precisely, we focus on a class of groups called hierarchically hyperbolic groups. Hierarchical

hyperbolicity is a very recent but powerful notion whose goal is to provide a unifying framework to

study large classes of groups having features reminiscent of non-positive and negative curvature.

We include an introduction to this class of groups in the first chapter.

The first original results of this thesis appear in Chapter 2, where a number of structural results on

hierarchically hyperbolic spaces are proved. In addition, two notions are presented here: the inter-

section property and concreteness. These key conditions are used in numerous places throughout

the rest of the thesis and are crucial for understanding the main results that follow.

The first main contribution of the thesis is the establishing of a combination theorem for the class

of hierarchically hyperbolic groups. We usually refer to a result as a combination theorem on a

class of groups C if it provides an answer to the following question: Let G be a group acting on

a simplicial tree T with vertex and edge stabilizers in C, under what conditions can we conclude

that the group G is itself in C? In our case, the conditions that we identified are the intersection

property and clean containers. As an application of this theorem we obtain that graph products of

hierarchically hyperbolic groups with the intersection property and clean containers are themselves

hierarchically hyperbolic.

In the last chapter of the thesis we focus on the class of groups that act on a simplicial tree such

that the vertex stabilizers are hyperbolic and edge stabilizers are virtually cyclic. We call this

class hyperbolic-2-decomposable groups. We obtain a characterization of groups of this type that

allows us to provide a hierarchical hyperbolic structure on them. More precisely, we obtain that

a hyperbolic-2-decomposable group is hierarchically hyperbolic if and only if it is balanced. Even

more, we show that this is equivalent to the group itself not containing non-euclidean Baumslag-

Solitar subgroups. As an immediate corollary we obtain that free products with amalgamation of

hyperbolic groups over virtually cyclic groups are hierarchically hyperbolic.
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Resumen

Los temas de esta tesis se enmarcan en el área de la teoŕıa geométrica de grupos, que es el estudio de

grupos finitamente generados a través de la exploración de sus aspectos geométricos y topológicos.

Más precisamente, nos centramos en una clase de grupos denominados grupos jerárquicamente

hiperbólicos. La hiperbolicidad jerárquica es una noción muy reciente pero poderosa cuyo objetivo

es proporcionar un marco unificador para estudiar grandes clases de grupos que tienen carac-

teŕısticas similares a curvatura negativa y no positiva. Inclúımos una introducción a ésta clase de

grupos en el primer caṕıtulo.

Los primeros resultados originales de esta tesis aparecen en el caṕıtulo 2, donde se prueban una

serie de resultados estructurales sobre espacios jerŕquicamente hiperbólicos. Se presentan, además,

dos nociones: intersection property y concreteness. Estas condiciones se utilizan en varios lugares

a lo largo del resto de la tesis y son cruciales para comprender los principales resultados que siguen.

La primera contribucin principal de la tesis es el establecimiento de un teorema de combinación

para la clase de grupos jerárquicamente hiperbólicos. Por lo general, nos referimos a un resultado

como un teorema de combinación en una clase de grupos C si responde a la siguiente pregunta:

Sea G un grupo que actúa sobre un árbol simplicial T cuyos estabilizadores de vértices y aristas

pertenecen a C, bajo qué condiciones podemos concluir que el grupo G está en C? En nuestro caso,

las condiciones que identificamos son intersection property y clean containers. Como aplicación de

este teorema obtenemos que los productos bajo grafos de grupos jerárquicamente hiperbólicos con

intersection property y clean containers son en śı mismos jerárquicamente hiperbólicos.

En el último caṕıtulo de la tesis nos centramos en la clase de grupos que actúan sobre un árbol

simplicial de manera que los estabilizadores de aristas son virtualmente ćıclicos. Llamamos a

esta clase grupos hyperbolic-2-decomposable. El principal resultado de éste último caṕıtulo es

una caracterización de grupos de este tipo que nos permiten aportar una estructura hiperbólica

jerárquica sobre ellos. Más precisamente, obtenemos que un grupo hyperbolic-2-decomposable es

jerárquicamente hiperbólico si y solo si es equilibrado. Aún más, mostramos que esto es equivalente

a que el grupo en śı no contenga subgrupos de tipo Baumslag-Solitar no equilibrados. Como

corolario inmediato obtenemos que los productos libres amalgamados de grupos hiperbólicos sobre

grupos virtualmente ćıclicos son jerárquicamente hiperbólicos.
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Introduction

Hierarchically hyperbolic spaces and groups (HHSs and HHGs) were introduced by Behrstock,

Hagen and Sisto in a series of papers [12, 14]. This is a broad class that includes an impressive

amount of spaces and groups naturally occurring from geometric considerations. Mapping class

group of surfaces; CAT(0)-cube complexes; Teichmuller space with the Teichmuller and Weil-

Petersson metric and fundamental groups of 3-manifolds with no Nil nor Sol component are among

the most famous objects admitting a hierarchical hyperbolic structure.

Several generalizations of hyperbolic groups have been introduced over the years to describe groups

of geometric origin that exhibit some notion of negative curvature. Relative hyperbolicity ([22,

37]) recovers fundamental groups of 3-manifolds with cusps, whereas mapping class groups are

examples of acylindrically hyperbolic groups [69], and raags (that is right-angled Artin groups) are

among the groups acting properly and cocompactly on CAT(0) cube complexes, that is cubulable

groups [76, 91]. Moreover, mapping class groups are not relatively hyperbolic (unless they are

already hyperbolic [8, Theorem 1.2]). The notion of hierarchical hyperbolicity emerges as a class

that generalizes hyperbolicity, engulfs many of the above mentioned groups and also maintains

many of their algebraic features.

Being a hierarchically hyperbolic group presents a wide range of both algebraic and geometric

consequences. Some of these are a quadratic isoperimetric inequality; finite asymptotic dimension;

a version of the Tits alternative; rank ridigity theorems and a controlled way in which quasi-flats

are distributed in the group.

The key insight to define hierarchically hyperbolic groups is the axiomatization of the Masur-

Minsky machinery developed for mapping class groups for general groups. Efforts in this direction

are not a novelty in certain classes of groups. For instance, in [80] the author presents a way of

characterizing relative hyperbolicity in terms of projections similar to that of subsurface projections

in the curve graph and develops a distance formula. Moreover, in [46], the author introduces the

contact graph for cubical groups, an analog of the contact graph for cube complexes.

A hierarchical hyperbolic structure on a geodesic metric space X is composed of the following data:

1. An index set S;

2. a collection of δ-hyperbolic spaces;

3. a collection of projections tπV : X Ñ CV uV PS.

This data must satisfy a set of axioms. The full definition is included in Section 1.6.

v



vi INTRODUCTION

Organization of the thesis

This thesis is divided into four chapters. Chapter 1 is expository and recollects basic concepts on

coarse geometry and geometry of groups. The main topics included in this chapter are hyperbolic

groups (Section 1.2), Bass-Serre theory (Section 1.3), and relatively hyperbolic groups (Section

1.4). We also give an introduction to the definition of hierarchically hyperbolic spaces and groups

(Section 1.6), which are the main object of study throughout the rest of the work. The final section

of this first chapter (Section 1.9) deals with examples of hierarchically hyperbolic groups, and is

intended as an introduction and motivation for the original work that is presented in this thesis.

The reader that is well-versed in hierarchical hyperbolicity may wish to start the reading of the

thesis in this section. The remaining chapters comprise the original contributions of the author,

with Chapters 2 and 3 being part of a joint work with Federico Berlai ([15]) and Chapter 4 part

of a joint work with Davide Spriano ([71]).

Chapter 2 concentrates on structural properties of hierarchically hyperbolic spaces and hieromor-

phisms (i.e morphisms in the class of HHGs). We introduce the notions of intersection property, of

ε-support, and of concreteness of a hierarchically hyperbolic space (see Definition 2.1.1, Definition

2.1.6, and Definition 2.1.10). All of these will be necessary for Chapter 3. The main theorem of this

chapter is Theorem 2.2.1 which is then used in the proofs of Theorem 2.3.3 and Lemma 2.3.4. These

results will be applied repeatedly in Chapter 3, which is devoted to the proof of Theorem 3.0.1.

Chapter 3 we present and prove a combination theorem on hierarchically hyperbolic spaces (The-

orem 3.0.1). Section 3.1 is concerned with trees of hierarchically hyperbolic spaces, which is an

extension of the notion of trees of spaces to the class of HHSs. In Subsection 3.1.1 we introduce a

trick, which we call the decoration of a tree of hierarchically hyperbolic spaces T , which is funda-

mental for our approach to prove Theorem 3.0.1. To a tree of HHSs T we associate a total space

X pT q that, in Section 3.2, we prove that can be endowed with a hierarchical hyperbolic structure.

Section 3.3 is concerned with two applications of Theorem 3.0.1. The first one, Corollary 3.3.1 is

a combination theorem for hierarchically hyperbolic groups. As a byproduct of Theorem 3.3.7, we

extend the results of [2] to show that clean containers are not only preserved by taking free and

direct products, but also by graph products.

Chapter 4 is devoted to the application of the combination theorem developed in the previous

chapter to groups that split as graphs of groups with hyperbolic vertex groups and 2-ended edge

subgroups. To abbreviate, if P is a property of a group, we say that a group is P -2-decomposable

if it splits as a graph of groups with 2-ended edge groups and vertex groups satisfying property

P . The main result of this chapter is that a hyperbolic-2-decomposable group has a hierarchical

hyperbolic structure if and only if it is balanced (Corollary 4.2.16). If the group is further assumed

to be virtually torsion-free, we obtain that a hyperbolic-2-decomposable group is hierarchically

hyperbolic if and only if contains no non-euclidean Baumslag-Solitar subgroup (Corollary4.2.15).

In Section 4.1 we introduce the notion of linear parametrization (Definition 4.1.11) on (2-ended)-2-

decomposable groups and use this to prove the main result of this chapter for that class (Theorems

4.1.25 and 4.1.24). In Section 4.2 we prove Theorem 4.2.2, which allows us to extend the results

developed in Section 4.1.4 to the more general class of hyperbolic-2-decomposable groups.



Chapter 1

Preliminaries

This chapter is meant as an introduction to the main aspects of geometric group theory, aimed at

presenting hierarchically hyperbolic spaces and groups and how they fit into the area. We begin

by recalling the basic definitions and objects that will appear throughout the section.

1.1 Geometry of groups

Definition 1.1.1. Let G be a group and let X be a metric space such that G acts on X by

isometries. We say that the action is

1. properly discontinuous if for all compact K Ď X, |tg P G | gK XK ‰ ∅u| ă 8.

2. cocompact if X{G is compact in the quotient topology.

3. The metric space X is proper if closed balls are compact.

We often use the abbreviation of geometric action to refer to a properly discontinuous and cocom-

pact action of G on X. From now on, when we say that a group G acts on a metric space X we

assume that the action is by isometries, unless otherwise stated.

Definition 1.1.2 (Cayley graph). If G is a group generated by a finite set S “ ts1, . . . , snu we

associate a graph X to the pair pG,Sq where the underlying vertex set is G and two elements g, h

are at distance one in X if and only if g´1h belongs in S. This graph X is known as the Cayley

graph of G with respect to S.

Associating a Cayley graph to a finitely generated group can be viewed as a process that converts

groups to metric spaces. Further, it is straightforward to check that a finitely generated group acts

geometrically on any of its Cayley graphs. We use X “ CaypG,Sq to denote the Cayley graph of

a group with respect to a generating set S.

A crucial observation says that the large-scale structure of a Cayley graph does not depend on the

choice of generating set. This observation is usually referred to as the Milnor-Svarc lemma:

1



2 CHAPTER 1. PRELIMINARIES

Lemma 1.1.3 (Milnor-Svarc lemma). Let X be a proper geodesic metric space. Let G act

properly and cocompactly on X . Then G is finitely generated by a set S and, for any x0 P X , the

map CaypG,Sq Ñ X that sends g to g ¨ x0 is a quasi-isometry.

Definition 1.1.4. A map φ between metric spaces X,Y is a quasi-isometry if there exist constants

K ě 1 and C ě 0 such that the following are satisfied:

1. K´1dXpx, yq ´ C ď dY pφpxq, φpyqq ď KdXpx, yq ` C, @x, y P X;

2. Y Ď NCpφpXqq (i.e φ is coarsely surjective).

If the map φ only satisfies the first condition, then we say that φ is a quasi-isometric embedding

of X into Y . We say that φ is a coarse-Lipschitz map if only the second inequality of the first

condition is satisfied.

To shorten many of the proofs in this work, we adopt the following notation:

Notation. For real-valued functions A and B, we write A —pK,Cq B if there exist constants C and

K such that

K´1Bpxq ´ C ď Apxq ď KBpxq ` C

for all x in the domain of the functions. With A — B we intend that there exist real numbers C

and K such that A —pK,Cq B.

Lemma 1.1.5. Composition of quasi-isometric embeddings (resp. quasi-isometries) is a quasi-

isometric embedding (resp. quasi-isometry).

Lemma 1.1.6. If φ : X Ñ Y is a quasi-isometry, then there exists a quasi-isometry φ : Y Ñ X

and C ě 0 such that φ ˝ φpxq ď C and φ ˝ φpyq ď C for every x P X, y P Y .

Notation. If φ : X Ñ Y is a quasi-isometry we call quasi-inverse of φ to the function φ in the

previous lemma.

By Corollary 1.1.3, if G is a finitely generated group and S, S1 are finite generating sets, then there

exists a quasi-isometry CaypG,Sq Ñ CaypG,S1q. In other words, every finitely generated group is

a metric space, well-defined up to quasi-isometry. We say that a homomorphism GÑ H between

finitely presented groups is a quasi-isometry if for some (any) generating sets SG, SH of G and H

respectively the induced map CaypG,SGq Ñ CaypH,SHq is a quasi-isometry.

Examples/Properties 1.1.7. 1. Let f : G Ñ H be a homomorphism between finitely pre-

sented groups. Then, f is a quasi-isometry if and only if |Kerpfq| ă 8 and |H : Impfq| ă 8

2. If G is a finitely generated group and H is a finite index subgroup of G (noted H ďf.i G)

then G and H are quasi-isometric.
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1.2 Hyperbolic groups

While the connection between geometric and algebraic properties in groups is already present in

the work of Stallings, Wall and Serre [77, 85, 89] (amont others) , geometric group theory as a

separate field is usually traced back to the introduction of hyperbolic groups by M. Gromov in his

seminal work [44]. In there, the author identifies a robust conditions that encapsules the idea of a

finitely generated group having negative curvature, baptizing them as hyperbolic groups.

A remarkable feature of hyperbolic groups is that they are defined purely in terms of the geometry

of the associated Cayley graph and, at the same time, forms an extremely rich class of groups,

with strong algebraic and geometric consequences. In [44], Gromov showed that hyperbolicity is

preserved under quasi-isometries and asked to what extent can the characteristics of a group be

recovered from the large-scale geometry of its Cayley graph. More precisely: what properties of

infinite, finitely generated groups are preserved under quasi-isometries? Such properties are usually

referred to as geometric.

We recall that if X is a geodesic metric space and x1, x2 and x3 are elements in X, we can form a

triangle joining xi to xj via geodesics in X. We call the resulting triangle a geodesic triangle and

denote it by ∆px1, x2, x3q.

Definition 1.2.1 (δ-Slim triangle). If X

is a geodesic metric space and x1, x2 and x3

are elements in X we say that the geodesic

triangle ∆px1, x2, x3q is δ-slim if

rxi, xjs Ď Nδprxi, xksq YNδprxk, xjsq

for all i, j and k in t1, 2, 3u.

Definition 1.2.2. Let X be a geodesic metric space and let δ ě 0. We say that X is δ-hyperbolic

if for every geodesic triangle ∆ in X the δ-slim triangle condition of Definition 1.2.1 is satisfied.

Definition 1.2.3 (Hyperbolic group). Let G be a finitely generated group and let δ ě 0.

We say that G is δ-hyperbolic if there exists a generating set S of G such that every triangle in

CaypG,Sq is δ-slim. A group G is hyperbolic if it is δ-hyperbolic for some δ ě 0.

The constant δ is called the hyperbolicity constant. Note that it is not unique, as any constant δ1

larger than δ also works.

We now include some examples and properties of hyperbolic spaces and groups:

Examples/Properties 1.2.4. 1. Metric spaces of bounded diameter are hyperbolic;

2. the hyperbolic plane H2 is a δ-hyperbolic space (where δ “ logp1`
?

2q);



4 CHAPTER 1. PRELIMINARIES

3. recall that if S is a connected, compact surface without boundary then the universal cover

of S is isometric to H2. Then, the action of π1pSq on H2 by deck transformations is proper

and cocompact. This shows that π1pSq is a hyperbolic group;

4. if Fk is a free group of finite rank then X “ CaypFkq is a tree. That is to say, X is 0-

hyperbolic. This shows that Fk is a hyperbolic group;

5. a group is hyperbolic if and only if it contains a hyperbolic subgroup of finite index;

Proposition 1.2.5. Let X,Y be metric spaces and q : X Ñ Y be a pK,Cq-quasi-isometry. Then

X is δX-hyperbolic if and only if Y is δY -hyperbolic. Moreover, δY depends on δX ,K and C.

Proof. See [26] for a detailed proof.

The most basic examples of non-hyperbolic groups are free abelian groups of finite rank: that is

to say Zn with n ą 1. Indeed, it is an elementary exercise in any geometric group theory course

to convince oneself that for any prescribed δ ě 0, no triangle in CaypZn, Sq can be δ-slim, where

S “ te1, . . . , enu and ei “ p0, . . . , 1
loomoon

i

, . . . , 0q. A more general result holds:

Lemma 1.2.6. [30, Corollary 6.6] Let G be a hyperbolic group and g P G an infinite order element.

If h P G is such that hgnh´1 “ gm for some n,m ‰ 0 then h has finite order.

In particular, a hyperbolic group cannot contain Z2 as a subgroup. This is one of the main

obstructions to hyperbolicity in a group. A direct consequence of this fact is that the direct

product of two groups GˆH is hyperbolic if and only if G,H are finite.

To end the subsection, we now state a few of the main properties of hyperbolicity. If a group G is

hyperbolic, then:

1. G is virtually solvable or it contains a non-abelian free group (Tits alternative);

2. G has a solvable word, conjugacy and isomorphism problem;

3. G is finitely presented;

4. G satisfies a linear isoperimetric inequality.

1.2.1 Quasiconvexity

We recall the notion of quasiconvexity on metric spaces:

Definition 1.2.7 (Quasiconvex subspace). A subspace Y of a geodesic metric space X is

quasiconvex if there exists K such that, for all y1, y2 P Y and for all x P ry1, y2s we have that

dpx, Y q ď K.
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In other words, geodesics joining elements of Y stay K-close to Y.

The importance of quasiconexity in hyperbolic groups is twofold: Firstly, a quasiconvex subspace

of a hyperbolic space is again hyperbolic. Secondly, quasiconvexity describes which subgroups of

a finitely generated group are undistorted (i.e quasiisometrically embedded).

Theorem 1.2.8. Let G be a hyperbolic group and let H ď G be a finitely generated subgroup.

1. If CaypH,Sq is quasiconvex in CaypG,Sq for some generating set S of G then CaypH,S1q is

quasiconvex in CaypG,S1q for any generating set S1 of G.

2. H ď G is quasiconvex if and only if it is quasi-isometrically embedded.

Proposition 1.2.9. A quasiconvex subgroup of a hyperbolic group is hyperbolic.

Lemma 1.2.10 (Closest-point projection). Let Y be a quasiconvex subspace of a hyperbolic

space X and let pY be the function that assigns to each x P X the closest point y in Y to x. This

map is well-defined up to a uniformly bounded constant.

1.3 Graph of groups and Bass-Serre Theory

In this section we recollect basic definitions and results on graph of groups and Bass-Serre theory.

Definition 1.3.1. A graph Γ consists of sets V pΓq, EpΓq and maps

EpΓq Ñ V pΓq ˆ V pΓq; EpΓq Ñ EpΓq

e ÞÑ pe`, e´q e ÞÑ ē

satisfying ¯̄e “ e, ē ‰ e and ē´ “ e`.

The elements of V pΓq are called vertices, the ones of EpΓq are called edges, the vertex e´ is the

source of e, e` is the target and ē is the reverse edge. A graph Γ is finite if both V pΓq, EpΓq are

finite sets. A subgraph of Γ is a graph Γ1 such that V pΓ1q Ď V pΓq and EpΓ1q Ď EpΓq. Given a

graph Γ, it is standard to associate to it a ∆–complex |Γ|. We say that Γ is connected if |Γ| is.

We say that a graph Γ is a tree if |Γ| is simply connected. We say that a subgraph T of Γ is a

spanning tree if V pT q “ V pΓq and T is a tree.

Definition 1.3.2. A graph of group G consists of a finite graph Γ, a collection of groups tGv | v P

V pΓqu, tGe | e P EpΓqu and injective homorphisms φe˘ : Ge Ñ Ge˘ such that

1. Ge “ Gē;

2. φe` “ φē´ .

We will often use the notation V pGq to denote V pΓq and similarly for EpGq.
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Definition 1.3.3. Let G “ pΓ, tGvu, tGeu, tφe˘uq be a graph of groups. We define the group FG

as:

FG “
ˆ

˚
vPV pΓq

Gv

˙

˚

ˆ

˚
ePEpΓq

xtey

˙

.

Let T be a spanning tree of Γ. Then the fundamental group of G with respect to T , denoted by

π1pG, T q, is the group obtained adding the following relations to FG:

1. te “ t´1
ē ;

2. te “ 1 if e P EpT q;

3. teφe`pxqt
´1
e “ φe´pxq for all x P Ge.

Remark 1.3.4. The group π1pG, T q does not depend on the choice of the spanning tree, meaning

that for different spanning trees T, T 1 there is an isomorphism π1pG, T q Ñ π1pG, T 1q. For this

reason, we will often denote π1pG, T q simply by π1pGq (see, for instance [19, Corollary 16.7]).

Unless otherwise specified, we will represent the elements of π1pGq in the alphabet
Ť

vPV pGqGv Y
Ť

ePEpGqxtey. That is, we write each element g P π1pGq as g “ x0x1 . . . xk where either xi P Gv

for some v, or xi “ tme for some e P EpGq. Moreover, we will assume that if 1 ‰ xi P Gv, then

xi`1 R Gv, and similarly if 1 ‰ xi P xtey, then ti`1 R xtey. Note that this is not a restrictive

assumption as if xi, xi`1 P Gv, then we replace them by the element x1 “ xixi`1 P Gv, and

similarly for xtey. Finally, we will assume that if xi has the form tεe, then ε ě 0. Indeed, otherwise

substitute tεe with t´εē .

For many purposes it is convenient to choose a way to write elements of π1pGq that takes the

geometry of the graph in account.

Definition 1.3.5. A word w is written in path form if

w “ g0t
ε1
e1g1 . . . t

εn
engn,

where we require gi P Ge´i`1
and gi P Ge`i

, whenever defined, and g0, gn P Gv for some v. As a

consequence, e1, . . . , en form a closed path in Γ. We say that the path form is based at v.

Remark 1.3.6. Let u be any word in the alphabet
Ť

Gv Y tteuePEpGq. Then it is always possible

to replace u with some p written in path form such that u and p represent the same element of

π1pG, T q. Moreover, the loop of edges associated can be based at any vertex of G. Indeed, suppose

that the beginning of u is of the form g0g1, with g0 P Gv, g1 P Gw. Choose a path e1, . . . , em in T

between v and w. This is always possible since T is a spanning tree. Then replace the beginning

of u with g0te11te2 . . . teng1, where 1 represents the trivial element. The case where one (or both)

of g0, g1 were stable letters is analogous. Since we added only stable letters corresponding to edges

in the spanning tree, we did not change the group element represented. Proceeding in this way
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we obtain a word p1 written in path for that represents the same element of u. Suppose that the

loop associated to p1 is based at some vertex v, and we want to have a word based at some other

vertex w. Again, by considering a path e1, . . . , em connecting v and w in the spanning tree T , we

can conjugate p1 by te11te2 . . . ten to obtain the desired word p.

In particular, every element g P π1pGq can be written in path form.

Theorem 1.3.7 (Normal form). Let G be a graph of groups and let g “ g0t
ε1
e1 . . . t

εn
engn be written

in path form. Then if g “ 1 in π1pGq, there is i such that ei “ ēi`1 and gi P φei`pGeiq.

Proof. This is a well known result. For a detailed proof see [19, Theorem 16.10].

Definition 1.3.8. Let G be a graph of groups. A path word g “ g0t
ε1
e1 . . . t

εn
engn is written in

reduced form if for each i such that ei “ ēi`1 it follows that gi R φTpt
εi
eiq
pGeiq.

Corollary 1.3.9. For every g P π1pG, T q and v P V pGq it is possible to write g in a reduced form

based at the vertex v.

A handy application of the normal form Theorem is the following.

Lemma 1.3.10. Let G be a graph of groups, let v, w P V pGq and x P Gv´t1u, y P Gw´t1u. Then

x, y are conjugate in π1pG, T q if and only if there is a sequence of edges e1, . . . , en between v and

w and elements gi satisfying gi P Ge`i
, gi P Ge´i`1

, whenever defined, such that:

pg0t
ε1
e1g1 . . . t

εn
engnqxpg0t

ε1
e1g1 . . . t

εn
engnq

´1 “ y.

Moreover, for each gi we have φe´i`1
pGei`1q X giφe`i

pGeiqg
´1
i ‰ t1u.

Proof. One implication is clear, we need to show the other. Suppose x, y are conjugate and let

h P π1pGq be such that hxh´1 “ y. By Corollary 1.3.9, there is a reduced path word u “

u0t
ε1e1u1 . . . t

εm
emum based at the vertex v that represents h. Choose a shortest path f1, . . . , fs

of T that connects w and v and let p “ tf11tf2 . . . tfs . Then we have ppuqxppuq´1 “ y, where

both sides of the equations are path words based at w. If we multiply by y´1, we have that

ppuqxppuq´1y´1 “ 1, where both sides of the equation are path words. Spelling it out we have:

“

ptf11tf2 . . . tfsq
`

u0t
ε1
e1u1 . . . t

εm
emum

˘‰

x
”

`

u´1
m t´εmem . . . u´1

1 t´εaea u´1
0

˘

´

t´1
f1

1t´1
f2
. . . t´1

fs

¯ı

y´1 “ 1.

Up to exchange te with tē we can assume that εi ě 0 for all i.

By the normal form Theorem (Theorem 1.3.7), in the left hand side of the equation there is a

subword of the form tegtē, with g P φe`pGeq. Our goal is to perform reductions to assume that

every such occurrence contains the x. So, suppose this is not the case. Without loss of generality
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the subword must appear in
“

ptf11tf2 . . . tfsq
`

u0t
ε1
e1u1 . . . t

εm
emum

˘‰

. Since u was assumed to be

reduced and f1, . . . , fs is a shortest path, the subword must be tfsu0t
ε1
e1 , where u0 “ φf`s pzq for

some z P Gfs . Then replace tfsu0t
ε1
e1 by φf´s pzq, and perform the symmetric change on the other

side of the x. Note that this process reduces the length of the path f1, . . . , fs by one. In particular,

it has to terminate.

So, assume that no reduction can be performed in pu “
“

ptf11tf2 . . . tfsq
`

u0t
ε1
e1u1 . . . t

εm
emum

˘‰

. If

pu “ h0 P Gw, and hence x, y P Gw are conjugate in Gw, we are done. So suppose this is not the

case. We need to have that umxu
´1
m “ φ`empzq for some z P Gem . Substitute tεmemumxu

´1
m t´εmem with

tεm´1
em φe´mpzqt

´εm`1
em . If εm ą 1, add a path contained in the spanning tree and repeat the process

using the normal form theorem again, until we obtain a reduction of the form

tεm´1
em´1

um´1Z0u
´1
m´1t

´εm´1
em´1

,

for some Z0 P φe´mpGemq. Again, we must have um´1Z0u
´1
m´1 P φe`m´1

pGem´1 , that is to say,

um´1φe´mpGemqu
´1
m´1Xφem´1

pGem´1
q ‰ t1u. Proceeding as above, we get the claim for each ui.

Whenever we are working on a graph of groups, it is often the case that we are interested in

studying a subgraph of groups. For that we adopt the following notation.

Notation. Let G be a graph of groups and Γ its underlying graph. If Λ Ď Γ is a connected

subgraph, then we can define the subgraph of groups G|Λ, where the underlying graph is Λ, every

vertex and edge in Λ has the same associated groups as in G and the maximal subtree of Γ is an

extension of the maximal subtree of Λ.

We call G|Λ the subgraph of groups spanned by Λ.

Lemma 1.3.11. Let G be a graph of groups and let Λ Ď Γ be a subgraph. Let T 1 Ď Λ be a spanning

tree of Λ such that T 1 can be extended to the spanning tree T in Γ. Then, there exists a group

injection π1pG|Λ, T 1q ãÑ π1pG, T q.

Remark 1.3.12. 1. If Γ consists of a single vertex v and a single edge e, then π1pGq is isomor-

phic to the HNN extension Gv˚φe .

2. If Γ consists of two vertices v, w and a single edge e joining them, then π1pGq is isomorphic

to the free product with amalgamation Gv ˚Ge Gw.

3. Whenever Γ is a tree, we will call π1pGq a tree product.

Definition 1.3.13. We say that a group G splits non-trivially if there exists a graph of groups G

such that G – π1pGq and such that G is not isomorphic to Gv or Ge for any v P V pΓq and e P EpΓq.

We now recall the fundamental theorem relating splittings of a group with groups acting on trees.

This is also known as the fundamental Bass-Serre theorem.
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Theorem 1.3.14. Let G be a group that splits non-trivially as G – π1pGq. Then, there exists

a tree T on which G acts without edge inversion such that the factor graph T {G is equal to ΓG.

Moreover, the stabilizers of vertices and edges of this action are conjugate to vertex and edge groups

in G respectively.

Proof. See, for instance, [19, Theorem 12.1] and [19, Theorem 15.1].

Note that the tree T depends on the splitting of the group G. Conversely, the splitting of a group

G is determined in terms of both the tree on which G acts and the action.

Definition 1.3.15. We call the tree T associated to a splitting G of G the Bass-Serre tree.

1.4 Relatively hyperbolic groups

As already stressed by Gromov, some natural groups of geometric origin do not fit into the hy-

perbolicity picture: Kleinian groups and fundamental groups of 3-manifolds with cusps are exam-

ples of this fact. He also noticed that even spaces which are not hyperbolic may present some

hyperbolic-like features in its geometry. More precisely, in [44], he describes a family of spaces

where the absence of hyperbolicity is restricted to an isolated finite collection of subgroups. In

a group theoretical language, these are groups where the Cayley graph is hyperbolic outside of a

finite collection of subgroups. These groups are known as relatively hyperbolic groups, a class that

generalizes hyperbolic groups.

Relative hyperbolicity was formally introduced independently by B. Farb and B. Bowditch in

[22, 37]. Ever since, relatively hyperbolic groups has been extensively studied and shown to be an

extremely rich object to analyse from multiple points of view. To name a few, relatively hyperbolic

groups have been studied in relation with algorithmic properties ([68]); asymptotic cones ([34]);

and quasi-flats ([27]). Moreover, a characterization of relative hyperbolicity in terms of projections

has been developed in [80].

There are multiple definitions of relatively hyperbolic groups in the literature (see, for instance

[22,37,44]). In this chapter we include the one due to Bowditch in [22].

Definition 1.4.1. Let G be a finitely generated group and let H1, H2, . . . ,Hk be a subgroup of

G. We say that G is hyperbolic relative to H1, . . . ,Hk if G acts on a hyperbolic graph X with the

following conditions:

1. The number of orbits of edges is finite;

2. finite edge stabilizers;

3. vertex stabilizers are either finite or conjugate to some Hi;

4. the graph X is fine: for every n P N and any edge of X is contained in finitely many circuits

of length n. Here, by circuit we mean a cycle without self-intersection).
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Figure 1.1: Coned-off Cayley graph of G with respect to H.

We call a peripheral subgroup to each one of the subgroups Hi.

Examples/Properties 1.4.2. 1. If H1, H2 are hyperbolic groups and F is a common finite

subgroup then G “ H1 ˚F H2 is hyperbolic relative to tH1, H2u. Indeed, the action of G on

X the Bass-Serre tree corresponding to H1 ˚F H2 satisfies the conditions of Definition 1.4.1;

2. The group Z2 “ xa, b | ra, bsy is weakly hyperbolic with respect to xay but it is not hyperbolic

relative to it. Indeed, if that were the case, then xay would stabilize a vertex v in X and xayb

would stabilize a vertex w joined by an edge to v. Thus, xay X xayb “ xay would stabilize

that edge. This contradicts condition 2 of Definition 1.4.1

3. If G is hyperbolic relative to a subgroup H then H is almost malnormal in G (i.e |HgXH| ă 8

for every g P GzH).

4. Let G be hyperbolic relative to a subgroup H ď G. If H is hyperbolic, then G is hyperbolic.

A useful construction when studying relative hyperbolicity is the coning-off of a group with re-

spect to a collection of subgroups. This will be particularly helpful when we consider the relative

hyperbolicity in terms of the associated Cayley graph itself instead of an abstract graph.

Definition 1.4.3. [Coned-off Cayley graph] Let G be a finitely generated group and let H be

a finitely generated subgroup of G. Fix a set of generators S of G. In the Cayley graph CaypG,Sq

add a vertex vpgHq for each left coset gH of H, and connect vpgHq with each x P gH by an edge of

length 1{2. The obtained graph yCaypG,Sq is called a coned-off graph of G with respect to H. We

give this graph the path metric. We say that G is weakly hyperbolic relative to H if yCaypG,Sq is

a δ-hyperbolic metric space for some δ as in Definition 1.2.2. Note that yCaypG,Sq is not a proper

metric space, as closed balls are not necessarily compact.
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Remark 1.4.4. It is easy to see that yCaypG,Sq is quasi-isometric to the graph obtained from

CaypG,Sq by collapsing each left coset of H to a point. However, the coned-off Cayley graph

yCaypG,Sq with respect to H is quite different from the graph CaypG,Sq{H obtained from quoti-

enting the action of H on CaypG,Sq. This is due to the difference between left and right cosets of

H in G. If H is normal in G then yCaypG,Sq and CaypG,Sq{H are quasi-isometric.

Lemma 1.4.5. If G is hyperbolic relative to a collection P then the hyperbolic graph X can be

taken to be the coned-off Cayley graph of G with respect to P.

Lastly, we include two results on relative hyperbolic groups that anticipate much of the following

chapter.

Lemma 1.4.6. [Projections][34, Lemma 4.11] Let G be a group hyperbolic relative to a finite

collection of subgroups tH1, . . . ,Hku. If P is the set of left cosets of peripherals in G. For each

P P P the closest-point projection πP : GÑ P is a coarsely Lipschitz map.

Theorem 1.4.7. There exists s0 so that for every s ě s0 there exists K,C so that for every

x, y P G

dpx, yq —pK,Cq
ÿ

PPP
ttdpπP pxq, πP pyqquus ` d pGpx, yq.

1.5 Hierarchically hyperbolic spaces: introduction

Despite its success, relative hyperbolic groups are far from completing the picture of groups with

hyperbolic-like features. Perhaps the most well-known evidence of this fact are Mapping class

groups of surfaces. Indeed, it has been shown in [6, 8] that mapping class group of a surface of

complexity at least one can never be hyperbolic relative to any collection of finitely generated

subgroups. However, the powerful Masur-Minsky machinery ([63, 64]) developed for these groups

is a clear indicative of the manifestation of hyperbolicity in it. Therefore, one is brought to find a

set of properties that would generalize hyperbolicity, include mapping class groups, and still have

strong algebraic consequences for groups satisfying them.

These conditions have been identified by Behrstock, Hagen, and Sisto, who isolated the notions of

hierarchically hyperbolic spaces and of hierarchically hyperbolic groups [12,14]. Again, the geometric

approach that is undertaken reflects into strong algebraic and asymptotic properties: hierarchically

hyperbolic groups are finitely presented [14, Corollary 7.5], they satisfy a quadratic isoperimetric

inequality [14, Corollary 7.5], they are coarse median [14, Theorem 7.3], and they have finite

asymptotic dimension [10].

The definition of hierarchically hyperbolic spaces is quite technical and lengthy. Thus, before we

present the full definition we would like to devote some space to properly motivate and introduce

every significant aspect of this class. The emphasis of this section is put on a heuristic approach

to the construction of hierarchical hyperbolic structures rather than a technical overview of the

theory. The experienced reader may wish to skip this section.
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1.5.1 Projections and coordinate system

A hierarchical hyperbolic structure on a geodesic metric space X consists of the following data:

1. A collection of δ-hyperbolic spaces tCV u;

2. a set S that indexes the various hyperbolic spaces;

3. for every V P S, a pK,Kq-coarsely Lipschitz map πV : X Ñ CV .

The set of indices along with the various hyperbolic spaces endow X with a coordinate system

that allows to investigate the geometric aspects of X by means of its projections. Following this

spirit, a hierarchically hyperbolic space can be roughly thought of as a metric space that can be

decomposed into building blocks that are hyperbolic metric spaces. The most basic example of a

space with this characteristics is R2, as it can clearly be decomposed as a direct product of two

infinite lines.

The defining structure of a hierarchically hyperbolic space also contains three relations that encode

how do various elements in the index set relate to each other. These are called nesting (denoted

by Ď); transversality (denoted by &) and orthogonality (denoted by K). Each one of this relations

impose conditions in which the way the hyperbolic building blocks fit in X .

1.5.2 Constructing structures in main examples

Here we describe the hierarchical hyperbolic structure in different classes of groups.

Right-angled Artin groups Let Γ be a simplicial graph. We recall that the Right-angled Artin

group associated to Γ is defined as the group given by the presentation

AΓ “ xV pΓq | rv, ws “ 1 ô tv, wu P EpΓqy.

The space CaypAΓq can be endowed with a hierarchically hyperbolic structure as follows.

(Index set) Let PΓ be the collection of all full subgraphs of Γ. For each Λ P PΓ we say that

two cosets gAΛ, hAΛ are parallel if rgh´1, AΛs “ 1. Note that parallelism defines an equivalence

relation on the set of cosets of tAΛ | Λ P PΓu. We use rgΛs to denote the parallelism class of the

coset gAΛ for each Λ P PΓ. We set the index set S to be trgΛs | Λ P PΓ, g P AΓu.

(Hyperbolic spaces) To each rgΛs P S we associate the hyperbolic space CrgΛs defined as g pAΛ,

where pAΛ is the Cayley graph of AΛ with SΛ “ V pΓq Y tAΛ1 ă AΛ | Λ1 Ĺ Λu as generating set.

Theorem 1.5.1. [12] The space CrgAΛs “ g pAΛ is quasi-isometric to a tree, in particular it is

hyperbolic.

(Projections) For each rgΛs P S we associate the projection πΛ : AΓ Ñ CrgΛs as the composition

ι ˝ pΛ. Here, pΛ denotes the closest-point projection onto gAΛ in the Cayley graph of AΓ with the

standard generating set and ι is the inclusion CaypAΛ;V pΛqq Ñ CaypAΛ;SΛq .
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Graph of multicurves

We would now like to outline the hierarchical hyperbolic structure on a graph of multicurve. Let

us first recall some notions.

Let S “ Sg,n denote the connected, oriented surface of genus g with n punctures. The complex

of curves CS associated to S was originally introduced by Harvey [50]. It is defined as a complex

where the 1-skeleton is given by the following:

1. Vertices: There is one vertex for each isotopy class of essential simple closed curve in S.

2. Edges: There is an edge between pair of vertices in CS whenever the corresponding isotopy

class of curves can be realized disjointly.

We assume that every edge in CS has length one, making it a metric space. This means that if α, β

are curves in S such that dCSprαs, rβsq “ n then there exist curves α “ α1, . . . , αn “ β such that

rαis and rαi`1s can be realized disjointly for every i. While the mapping class group of surfaces

are almost never hyperbolic, the following groundbreaking result by Masur and Minsky evidences

a connection between the mapping class group of a surface and negative curvature.

Theorem 1.5.2. [63] There exists δ such that CS is δ-hyperbolic, where δ depends on S.

We now recall an important tool developed by Masur and Minsky. For any subsurface S1 of S

we define the subsurface projection map πS1 : CS Ñ 2CS
1

as follows. Let α be a curve realized

in minimal position with BSS
1( that is to say, the number of points in the intersection α X BS1 is

minimal in terms of isotopy). If α is contained in S1, we define πS1pαq as α. If α is disjoint from S1,

we define πS1pαq as ∅. Otherwise, for each arc ω of intersection of α with S1, we take the boundary

component of a small regular neighbourhood of ω Y BSS
1 which are non-peripheral in S1. Then,

we set πS1pαq as the union of these curves over all such ω.

The above projection system can be extended to various types of so-called graphs of multicurves

in S. A graph of multicurves is defined as a graph associated to a surface where each vertex

corresponds to a collection of isotopy class of curves in S. This notion extends the one of curve

graph of a surface and, over the past decades it has attracted significant attention. In [88] the

author shows that a wide range of examples of curves of this type are hierarchical hyperbolic.

We now focus on the hierarchically hyperbolic structure on a specific graph of multicurves called

the pants decomposition graph, which we denote by GpSq. Each vertex in GpSq corresponds to a

multicurve on S that defines a pant decomposition. Two vertices v, w in the pants decomposition

graph are joined by an edge if one of the curves αv in v can be replaced by a curve αw in w.

(Index set) We define the index set S as the collection of isotopy classes of all possible subsurfaces

of S.

(Hyperbolic spaces) We associate to every S1 P S the curve graph CS1.
(Projections) For each S P S we associate the map πS : GpSq Ñ CS defined as the subsurface

projection described above.

For an explicit proof of the hierarchical hyperbolicity of many graphs of multicurves we refer to

[88].
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The two examples above illustrate one of the most remarkable features in the theory of hierarchi-

cally hyperbolic spaces: it is a class of spaces that engulfs various objects that seem to be inherently

different from a geometric viewpoint. For instance, a Cayley graph of a right-angled Artin group

is an example of a CAT(0)-cube complex, whereas the mapping class group of a surface is almost

never a CAT(0) metric space ([25,55])).

Groups hyperbolic relative to hierarchically hyperbolic groups

If G is a group which is hyperbolic relative to a collection of hierarchically hyperbolic groups

tpHi,SHiqu
n
i“1 then CaypGq can be endowed with a hierarchically hyperbolic group structure.

For each i “ 1 . . . , n and each left coset of Hi in G, fix a representative gHi. Let gSi be a copy of

Si. Let pG be the hyperbolic space obtained by coning-off G with respect to the peripherals tHiu.

(Index set) We define the index set as S “ t pGu Y
Ů

gPg

Ů

iSgHi .

(Hyperbolic spaces) For each copy gV of an element V P SHi we associate a copy of CV as

CgV .

(Projections) π
pG : GÑ pG is the inclusion, which is coarsely surjective and hence has quasiconvex

image. For each U P SgHi , let ggHi : G Ñ gHi be the closest-point projection onto gHi and let

πGU “ πHiU ˝ggHi , to extend the domain of πU from gHi to G. Since each πHiU was coarsely Lipschitz

on CU with quasiconvex image, and the closest-point projection in G is uniformly coarsely Lipschitz

(Lemma 1.4.6), the projection πGU is uniformly coarsely Lipschitz and has quasiconvex image.

1.6 Hierarchically hyperbolic spaces: full definition

The definition of Hierarchically hyperbolic spaces and groups can be found in [12] and [14]. It is

also worth mentioning that in [82] a very accessible and friendly introduction can be found.

We now present the definition of hierarchically hyperbolic spaces and groups in its full generality

and subsequently examine the various ingredients in detail.

Definition 1.6.1. A q-quasigeodesic metric space pX , dX q is hierarchically hyperbolic if there exist

δ ě 0, an index set S, and a set tCW | W P Su of δ-hyperbolic spaces pCU, dU q, such that the

following conditions are satisfied:

1. (Projections) There is a set tπW : X Ñ 2CW |W P Su of projections that send points in X

to sets of diameter bounded by some ξ ě 0 in the hyperbolic spaces CW P S. Moreover, there

exists K so that all W P S, the coarse map πW is pK,Kq-coarsely lipschitz and πW pX q1 is

K-quasiconvex in CW .

2. (Nesting) The index set S is equipped with a partial order Ď called nesting, and either S

is empty or it contains a unique Ď-maximal element. When V Ď W , V is nested into W .

For each W P S, W Ď W , and with SW we denote the set of all V P S that are nested in

W . For all V,W P S such that V ĹW there is a subset ρVW Ď CW with diameter at most ξ,

and a map ρWV : CW Ñ 2CV .

1If A Ď X , by πU pAq we mean
Ť

aPA πU paq.
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3. (Orthogonality) The set S has a symmetric and antireflexive relation K called orthogonal-

ity. Whenever V Ď W and W K U , then V K U as well. For each Z P S and each U P SZ

for which tV P SZ | V K Uu ‰ H, there exists contZKU P SZztZu such that whenever V K U

and V Ď Z, then V Ď contZKU .

4. (Transversality and Consistency) If V,W P S are not orthogonal and neither is nested

into the other, then they are transverse: V&W . There exists κ0 ě 0 such that if V&W , then

there are sets ρVW Ď CW and ρWV Ď CV , each of diameter at most ξ, satisfying

min
 

dW pπW pxq, ρ
V
W q, dV pπV pxq, ρ

W
V q

(

ď κ0, @ x P X .

Moreover, for V ĎW and for all x P X we have that

min
 

dW pπW pxq, ρ
V
W q,diamCV pπV pxq Y ρ

W
V pπW pxqqq

(

ď κ0.

In the case of V Ď W , we have that dU pρ
V
U , ρ

W
U q ď κ0 whenever U P S is such that either

W Ĺ U , or W&U and U M V .

5. (Finite complexity) There is a natural number n ě 0, the complexity of X with respect

to S, such that any set of pairwise Ď-comparable elements of S has cardinality at most n.

6. (Large links) There exist λ ě 1 and E ě maxtξ, κ0u such that, given any W P S and

x, x1 P X , there exists tTiui“1,...,tNu Ă SW ztW u such that for all T P SW ztW u either T P STi

for some i, or dT pπT pxq, πT px
1qq ă E, where N “ λdW pπW pxq, πW px

1qq ` λ. Moreover,

dW pπW pxq, ρ
Ti
W q ď N for all i.

7. (Bounded geodesic image) For all W P S, all V P SW ztW u and all geodesics γ of CW ,

either diamCV pρ
W
V pγqq ď E or γ XNEpρVW q ‰ H.

8. (Partial realization) There is a constant α satisfying: let tVju be a family of pairwise

orthogonal elements of S, ad let pj P πVj pX q Ď CVj . Then there exists x P X such that

• dVj
`

πVj pxq, pj
˘

ď α for all j;

• for all j and all V P S such that V&Vj or Vj Ď V we have dV pπV pxq, ρ
Vj
V q ď α.

9. (Uniqueness) For each κ ě 0 there exists θu “ θupκq such that if x, y P X and dpx, yq ě θu,

then there exists V P S such that dV px, yq ě κ.

The inequalities of the fourth axiom are called consistency inequalities.

Remark 1.6.2. The element contZKU appearing in Axiom (3) of Definition 1.6.1 is called the

orthogonal container (or the container of the orthogonal complement) of U in Z. If Z is the



16 CHAPTER 1. PRELIMINARIES

Ď-maximal element of S, then we might suppress it from the notation, write contKU and call it

higher container. If Z is not the Ď-maximal, then we will talk about lower containers.

A hierarchically hyperbolic space has clean containers if U K contZKU for all U,Z P S, as originally

defined in [2, Definition 3.4].

For a hierarchically hyperbolic space pX ,Sq and a subset U Ď S, we define

(1.1) UK :“ tV P S | V K U for every U P Uu.

We usually use the tuple pX ,Sq to denote a hierarchically hyperbolic space, where X is a metric

space and S is the collection of δ-hyperbolic spaces. Before diving deeper into the theory, let us

show a few basic examples of hierarchically hyperbolic spaces.

Examples/Properties 1.6.3. 1. If X is hyperbolic, then pX , tX uq is a hierarchically hyper-

bolic space structure, where the projection πX is idX ;

2. If Z2 “ xa, b | ra, bsy then we can endow Z2 has a hierarchically hyperbolic structure where

the associated hyperbolic spaces are the cosets of the subgroups xay, xby and the coned-off

space S “ yCaypZ2q with respect to xay and xby. The following relations are imposed:

• xay K xby

• xay Ď S and xby Ď S

3. If pX1,S1q, pX2,S2q are HHS, then pX1 ˆ X2,S1 YS2q is a hierarchically hyperbolic space;

4. [14, Theorem 9.1] Let G be a group hyperbolic relative to a finite collection P of peripheral

subgroups. If each P P P is a hierarchically hyperbolic group then G is a hierarchically

hyperbolic group.

Remark 1.6.4. By [14, Remark 1.3], the projections πU of a hierarchically hyperbolic space

pX ,Sq can always be assumed to be uniformly coarsely surjective. Without loss of generality, we

will always assume this.

Remark 1.6.5. If pX ,Sq is a hierarchically hyperbolic space and there exists a metric space Y

and a quasi-isometry q : X Ñ Y then Y can be endowed with the hierarchical hyperbolic space

structure pY,Sq. Indeed, to do so it is enough to keep every element in the index set S and define

projections to every W P S as πW ˝ q, where q denotes a quasi-inverse of q.

Definition 1.6.6 (Hieromorphism). Let pX ,Sq and pX 1,S1q be hierarchically hyperbolic spaces.

A hieromorphism is a triple φ “
`

φ, φ♦, tφ˚UuUPS
˘

, where φ : X Ñ X 1 is a map, φ♦ : SÑ S1 is an

injective map that preserves nesting, transversality and orthogonality, and, for every U P S, the

maps φ˚U : CU Ñ Cφ♦pUq are quasi-isometric embeddings with uniform constants.
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Moreover, the following two diagrams coarsely commute (again with uniform constants), for all

U, V P S such that U Ď V or U&V :

(1.2) X
φ //

πU

��

X 1

π
φ♦pUq
��

CU
φ˚U

// Cφ♦pUq

CU
φ˚U //

ρUV

��

Cφ♦pUq

ρ
φ♦pUq
φ♦pV q
��

CV
φ˚V

// Cφ♦pV q

1.7 Hierarchically hyperbolic groups

Definition 1.7.1 (Hierarchically hyperbolic group). We say that a group G is hierarchically

hyperbolic if it acts on a hierarchically hyperbolic space pX ,Sq satisfying the following conditions:

1. The action of G on X is proper and cobounded;

2. G acts cofinitely on S (i.e: with finitely many orbits), preserving the relations Ď,K and &;

3. for each V P S and g, h P G, we have an isometry g : CV Ñ CgV such that gh : CV Ñ CghV

is the composition of the isometries g and h;

4. for all g1, g2 P G we have associated isometries gi : CV Ñ CgiV such that gπV pxq “ πgV pgxq

for every x P X and gρUV “ ρgUgV whenever U Ĺ V or U&V .

Remark 1.7.2. By definition, if pG,Sq is a hierarchically hyperbolic group and g P G, multipli-

cation by g coarsely satisfies the two diagrams of Equation (1.2). However, it is always possible to

modify the structure to obtain commutativity on the nose, as described in [36, Section 2.1]. This

is the reason why the fourth item in Definition 1.7.1 assumes equality.

We end this section with a remark/warning:

Remark 1.7.3. A hierarchically hyperbolic space may admit several structures. Consider the

free group on two generators G “ F2pa, bq. Since F2 is hyperbolic, pF2, tF2uq is a hierarchically

hyperbolic structure. On the other hand, G splits as xay ˚ xby and therefore F2 is hyperbolic

relative to txay, xbyu. Following the previous theorem we obtain a non-trivial hierarchical hyperbolic

structure on F2.

To end the chapter, we include various notions and tools exclusive to hierarchically hyperbolic

spaces that are are needed to develop the rest of the thesis.
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1.7.1 Hierarchical quasiconvexity and gate maps

Similar to the case of hyperbolic groups, various classes of spaces and groups extending hyperbol-

icity have a some notion of quasiconvexity describing undistorted subspaces in an ambient space.

Quasiconvexity in a class of spaces can be thought of as a property that allows a subspace of a

class to be in that class. Here we describe a notion specific to hierarchically hyperbolic spaces.

Definition 1.7.4 (Hierarchical quasiconvexity). Let pX ,Sq be a hierarchically hyperbolic

space. A subspace Y Ď X is k-hierarchically quasiconvex, for some function k : r0,`8q Ñ r0,`8q,

if:

1. for all U P S the image πU pYq is a kp0q-quasiconvex subspace of the hyperbolic space CU ;

2. for all κ ě 0, if x P X is such that dU pπU pxq, πU pYqq ď κ for all U P S, then dX px,Yq ď kpκq.

Remark 1.7.5. It is important to note that the notion of hierarchical quasiconvexity depends

strongly on the index set with which the space X is endowed. To illustrate this point, recall

Example 1.9.1. Z2 “ xa, b | ra, bsy where the index set is S “ txay, xby, yCaypZ2qu.

If Y is the subspace xay or xby in X , then Y is hierarchically quasiconvex in X , as it clearly

satisfies the first and second condition of Definition 1.7.4. If, however, we were to pick Y to

be xbay then the second condition would not be satisfied. Indeed, for any x P Z2 we have that

dxaypπxaypxq, πxaypxabyqq “ 0. To show that this contradicts condition 2 of Definition 1.7.4, set x to

be an element in CaypZ2q sufficiently far apart from xaby.

Theorem 1.7.6. Let pX ,Sq be a hierarchically hyperbolic space and Y Ă X be hierarchically qua-

siconvex. Then pY,Sq is a hierarchically hyperbolic space, where Y is equipped with the restriction

metric from X .

An important remark to make is that, contrary to what happens in hyperbolic groups (Theo-

rem 1.2.8 ), hierarchical quasiconvexity and quasiisometrically embedded subspaces are not equiv-

alent in hierarchically hyperbolic spaces. The following example provided to us by M. Hagen

illustrates this point.

Example 1.7.7. Here we describe a hierarchical quasiconvex hieromorphism (i.e a hieromorphism

such that its image is hierarchical quasiconvex) between hierarchically hyperbolic spaces which is

not coarsely lipschitz.

Let us first construct φ :
`

R, tRu
˘

Ñ
`

X,S
˘

here, where X is the Cayley graph of the free group

F2 “ F pa, bq with respect to the free generating set ta, bu. The structure S on X is given by the

family S of all axes of conjugates of a and of b, and a Ď-maximal element M :

S :“
 

ď

gPF2

Axispagq
(

Y
 

ď

gPF2

Axispbgq
(

Y tMu,
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where the axis Axispxq of an element x is defined to be the set of vertices of X with minimal

displacement with respect to x, that is Axispxq :“ ty P F2 | dXpy, xyq is minimalu.

In S any two different axes are transverse, and everything is nested into M . The hyperbolic spaces

associated to the axes are their corresponding lines in X, and CM is obtained from X by coning

off all these axes.

The projections πAxispxgq : F2 Ñ 2Axispxgq are given by closest-point projections, for all x “ a, b and

g P F2, as well as the ρ maps between two axes. The sets ρ
Axispxgq
M are the inclusion of the axis

into the coned-off Cayley graph.

The map φ is defined as follows. At the level of metric spaces, φ maps R homeomorphically into

X in the following way. For n P F, the segment rn, n` 1s Ď R is mapped to the geodesic path that

connects anbn to an`1bn`1 in X. For this reason the map φ is not coarsely lipschitz, because the

segment rn, n` 1s Ď R, which has length one, is mapped to a geodesic path of length 2n` 2 in X.

The map φ♦ : tRu Ñ S is defined as φ♦pRq “ Axispaq, whilst the map φ˚R : R Ñ Axispaq is the

isometry such that φ˚Rp0q “ e and φ˚Rp1q “ a.

It can be checked that φ is a hieromorphism, and that φpRq is hierarchically quasiconvex in pX,Sq.

Even more, the map φ is full.

In Chapter 2 we prove a series of results to fill the gap between hierarchically quasiconvex and

quasi-isometrically embedded subspaces. For those results, we need the key notion of a full hiero-

morphism:

Definition 1.7.8. Following the notation of Definition 1.6.6, we say that the hieromorphism

φ : pX ,Sq Ñ pX 1,S1q is full if:

1. there exists ξ such that the maps φ˚U : CU Ñ Cφ♦pUq are pξ, ξq-quasi-isometries, for all U P S;

2. if S denotes the Ď-maximal element of S, then for all U 1 P S1 nested into φ♦pSq there exists

U P S such that U 1 “ φ♦pUq.

Remark 1.7.9. It is important to stress that, in [14], a hieromorphism φ : pX ,Sq Ñ pX 1,S1q is

called k-hierarchically quasiconvex if φpX q is a k-hierarchically quasiconvex subspace of X 1 - in the

sense of Definition 1.7.4 - and φ is a quasi-isometric embedding (compare [14, Definition 8.1]).

In this work, by k-hierarchically quasiconvex hieromorphism we just mean a hieromorphism whose

image is a k-hierarchically quasiconvex subspace.

In practice, this will not produce diverging notions of hierarchical quasiconvexity: in this paper,

whenever we consider a hierarchically quasiconvex hieromorphism φ, this map φ is always also

assumed to be coarsely lipschitz, and full. By what we will prove in Theorem 2.2.1, these hy-

potheses imply that φ is a quasi-isometric embedding. Therefore, a k-hierarchically quasiconvex

hieromorphism in the sense of [14] is equivalent to a k-hierarchically quasiconvex full, coarsely

lipschitz hieromorphism in the sense of this paper.
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We will often require that the induced maps at hyperbolic level of a full hieromorphism to be

isometries. We call such hieromorphisms full hieromorphisms.

Definition 1.7.10. Let pH,SHq and pG,SGq be hierarchically hyperbolic groups. A glueing

hieromorphism between H and G is an group homomorphism φ : H Ñ G which can be realized as

a full hieromorphism pφ, φ♦, φ˚U q such that the image φpHq is hierarchically quasi-convex in G and

the maps φ˚U : CU Ñ Cφ♦U are isometries for each U P SH .

1.7.2 Gate maps

Hierarchically quasiconvexity prompts the notion of a closest-point projection in the class of hier-

archically hyperbolic spaces. Let pX ,Sq be an HHS and Y Ď X be a hierarchically quasiconvex

subspace. Informally speaking, a gate map is a function that behaves as a closest-point projection

onto Y with the additional property that, after composing with the projection to a hyperbolic

space CU we obtain a closest-point projection in CU .

Definition 1.7.11. (Gate map)[14, Definition 5.4]

A coarsely Lipschitz map gY : X Ñ Y is called a gate map if for each x P X it satisfies that

gYpxq is a point y P Y such that for all U P S, the set πU pxq uniformly coarsely coincides with the

projection of πU pxq to πU pYq in CU .

Gate maps can always be defined onto hierarchical quasiconvex subspaces, as the following Propo-

sition shows.

Proposition 1.7.12. If pX ,Sq is a hierarchically hyperbolic space and Y Ď X is a hierarchically

quasiconvex subspace, then there exists a gate map gY : X Ñ Y with the following properties:

1. gY is pK,Kq-coarsely Lipschitz;

2. dX py, gYpyqq ď K for all y P Y;

3. πU pgYpxqq coarsely coincides with pπU pYqpπU pxqq for all x P X .

Theorem 1.7.13. Let G be a hierarchically hyperbolic group and pX ,Sq be the hierarchically

hyperbolic space on which G acts. Let Y Ă X be hierarchically quasiconvex. There exists K such

that for every g P G and x P X

ggYpxq —K ggYpgxq

1.8 Product regions

As we have seen, the definition of a hierarchically hyperbolic space relies on multiple axioms

that describe how the various hyperbolic pieces (i.e elements of S) interact with each other and

what consequences these interactions have on the geometric structure of X . In this subsection we
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describe how the relations imposed on the index set S (K,& and Ď) show up in various examples

and what geometric properties can be deduced from them. We begin with the notion of product

regions.

Important examples of hierarchically quasiconvex subspaces are standard product regions [14, Sec-

tion 5]. To define them, we need the notion of consistent tuple [14, Definition 1.16].

Definition 1.8.1 (κ-consistent tuple). Fix κ ě 0, and consider a tuple~b “ pbU qUPS P
ś

UPS 2CU

such that for each coordinate U P S the coordinate bU is a subset of CU with diameter bounded

by κ. The tuple ~b is κ-consistent if whenever V&W

min
 

dW pbW , ρ
V
W q, dV pbV , ρ

W
V q

(

ď κ,

and whenever V ĎW

min
 

dW pbW , ρ
V
W q,diamCW pbV Y ρ

W
V pbW qq

(

ď κ.

These inequalities generalize the consistency inequalities of the definition of hierarchically hyper-

bolic space.

Let pX ,Sq be a hierarchically hyperbolic space. For a given U P S, let

SU :“ tV P S | V Ď Uu.

Given κ ě κ0, define FU to be the set of κ-consistent tuples in
ś

V PSU
2CV , and EU to be the set

of κ-consistent tuples in
ś

V PSKU ztAu
2CU , where

SKU “ tV P S | V Ď Uu Y tAu

and A is a Ď-minimal element such that V Ď A for all V K A.

The most important feature of consistent tuples is that they can be pulled back to an element in

X :

Theorem 1.8.2. [14, Theorem 3.1] For each κ ě 1 there exist θe, θu ě 0 such that the following

holds. Let ~b P
ś

WPS 2CW be κ-consistent. Then there exists x P X so that dW pbW , πW pxqq ď θe

for all CW . Moreover, the element x is coarsely unique.

Definition 1.8.3. These sets FU and EU can be canonically identified as subspaces of X . Indeed,

by [14, Construction 5.10] there are coarsely well-defined maps φĎ : FU Ñ X and φK : EU Ñ X

with hierarchically quasiconvex image, and by an abuse of notation we set that FU “ ImφĎ and

EU “ ImφK.

Then, if FU and EU are endowed with the subspace metric, the spaces pFU ,SU q and pEU ,S
K
U q are

hierarchically hyperbolic. The maps φĎ and φK extend to φU : FU ˆ EU Ñ X . Call PU “ ImφU
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the standard product region in X associated to U (compare [14, Definition 5.14]). This space is

coarsely equal to FU ˆEU .

Proposition 1.8.4. Let pX ,Sq be a hierarchically hyperbolic space and let U P S. Then, PU is

hierarchically quasiconvex in pX ,Sq.

As Theorem 1.8.2 shows, the elements in a hierarchically hyperbolic space X are in ‘coarse’ bijection

with κ-consistent tuples

x P X ÐÑ ~b “ pbW q P
ź

WPS

2CW .

Where the correspondence goes one way sending x ÞÑ pπW pxqqWPS and the converse is obtained

by Theorem 1.8.2. This correspondence should not be regarded as a quasi-isometry between those

metric spaces, but rather as the formalization of what we referred to as ‘coordinate system’ for X
at the beginning of the chapter. Though not a quasi-isometry, the above correspondence encodes

important geometric information. The following theorem is the key to illustrate this point.

Distance Formula for hierarchically hyperbolic spaces ([14, Theorem 4.5]). Let pX ,Sq be

a hierarchically hyperbolic space. There exists s0 such that for all s ě s0 there exist constants

K,C ą 0 such that

dX px, yq —pK,Cq
ÿ

V PS

ttdV pπV pxq, πV pyqquus, @x, y P X ,

where the symbol ttauus means that a is added to the sum only if a ě s, and a —pK,Cq b stands for

b
K ´ C ď a ď Kb` C.

Note that the right-hand side of the coarse equality above makes sense only when the number

summands is finite (i.e when the number of elements V P S such that dV pπV pxq, πV pyqq ą s

is finite). This is indeed the case for every hierarchically hyperbolic space. One of the main

applications of the large link axioms in Definition 1.6.1 is the following lemma. It roughly says

that for any two elements x, y in X and a domain W P S such that x, y project sufficiently far

apart then they also project sufficiently far apart on some domain of higher complexity:

Lemma 1.8.5. [14, Lemma 2.5] For every C ě 0 there exists N with the following property. Let

V P S, x, y P X , and tSiu
N
i“1 Ď S such that Si Ď V and satisfy that dSipx, yq ě E. Then there

exists S P S such that S Ď V and i such that Si Ĺ S and dSpx, yq ě C.

Combined with the finite complexity axiom in Definition 1.6.1 we obtain that only a finite number

of domains W P S satisfy that dW pπW pxq, πW pyqq ą s.
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1.9 Constructing examples of hierarchical hyperbolicity

In this last section we would like to introduce and motivate the main results and ideas of the work

carried out in the remaining chapters, which comprise the original contributions of the author.

The reader that is well-versed in hierarchical hyperbolicity may wish to use this section as starting

point.

In a nutshell, hierarchical hyperbolicity is a sturdy machinery with which a big deal of geometric and

algebraic information from a group can be obtained. The price to pay, however, is the rather long

and cumbersome set of axioms of Definition 1.6.1. Despite this, several hierarchically hyperbolic

structures can be constructed very naturally in a hands-on way by inductively combining the

following facts:

1. If G is a δ-hyperbolic group, then it admits the hierarchically hyperbolic structure pG, tGuq

(we usually refer to this as the ”trivial” structure);

2. direct products of hierarchically hyperbolic spaces are hierarchically hyperbolic (Example 1.9.1);

3. free products of hierarchically hyperbolic groups are hierarchically hyperbolic (Example 1.9.2).

Let us describe the structure of the second and third items:

Example 1.9.1 (Direct product of hierarchically hyperbolic groups). Let pGu,Suq and

pGw,Swq be hierarchically hyperbolic groups. The direct product G “ GuˆGw is a hierarchically

hyperbolic group [14, Proposition 8.25], and its hierarchical structure is described as follows.

The index set S for G is defined to be the disjoint union of Su with Sw, inheriting the associated

hyperbolic spaces, along with the following elements whose associated hyperbolic spaces are defined

to be points. For each U P Su add an element VU , into which every element of Su orthogonal to

U , and every element of Sw, is nested. Analogously, for every W P Sw include an element VW into

which every element of Sw orthogonal to W , and every element of Su, is nested. Finally, include

a Ď-maximal element S into which each of the previous elements is nested.

Nesting, orthogonality, and transversality agree with the ones of pGu,Suq and pGw,Swq on the

subsets Su and Sw of S, and any element of Su is orthogonal to any element of Sw. For any

A,B P Su \Sw we impose that

$

’

’

’

’

&

’

’

’

’

%

A Ĺ VB , whenever A K B;

A K VB , whenever A Ď B;

A & VB , otherwise;

$

’

&

’

%

VB Ĺ VA, whenever A Ĺ B;

VA & VB , otherwise.

In particular, A K VA for any element A P Su \Sw.

Projections to the hyperbolic spaces are either defined to be trivial, for elements with trivial

hyperbolic space, or defined as the compositions πU ˝ pu (respectively πW ˝ pw) for every U P Su
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(respectively for every W P Sw), where pu : GÑ Gu is the canonical projection on the first direct

factor, and πU : Gu Ñ 2CU is the projection given in pGu,Suq.

It follows that for every U P Su the set πU pGwq is uniformly bounded, and analogously for every

W P Sw the set πW pGuq is uniformly bounded. Moreover, the inclusions of the subgroups Gu and

Gw into G are full, hierarchically quasiconvex hieromorphisms that induce isometries at the level

of hyperbolic spaces.

Example 1.9.2 (Free product of hierarchically hyperbolic groups). Let pGu,Suq and

pGw,Swq be hierarchically hyperbolic groups. The free product Gu ˚Gw is a hierarchically hyper-

bolic group.

One way of seeing this is to recall that Gu ˚ Gw is hyperbolic relative to tGu, Gwu and using

the following theorem which shows that groups that are hyperbolic relative to a collection of

hierarchically hyperbolic subgroups are hierarchically hyperbolic. The proof is already presented

in [14, Theorem 9.1], but we describe the structure here to help with the exposition.

Theorem 1.9.3. [14, Theorem 9.1] Let G be a group relative to a finite collection of peripheral

subgroups tH1, . . . ,Hku. If each Hi can be endowed with a hierarchically hyperbolic group structure,

then G is a hierarchically hyperbolic group.

Proof. For each i “ 1 . . . , n and each left coset of Hi in G, fix a representative gHi. Let gSi be

a copy of Si with its associated hyperbolic spaces and projections in such a way that there is

a hieromorphism Hi Ñ gHi equivariant with respect to the conjugation isomorphism Hi Ñ Hg
i .

Let pG be the hyperbolic space obtained by coning-off G with respect to the peripherals tHiu,

and let S “ t pGu Y
Ů

gPg

Ů

iSgHi . The relation of nesting, orthogonality or transversality between

hyperbolic spaces belonging to the same copy SgHi are the same as in SHi . Further, if U, V belong

in two different copies of different cosets, then we impose transversality between them. Finally, for

every U P SgHi we declare that U is nested into pG.

The projections are defined as follows: π
pG : G Ñ pG is the inclusion, which is coarsely surjective

and hence has quasiconvex image. For each U P SgHi , let ggHi : G Ñ gHi be the closest-point

projection onto gHi and let πGU “ πHiU ˝ ggHi , to extend the domain of πU from gHi to G. Since

each πHiU was coarsely Lipschitz on CU with quasiconvex image, and the closest-point projection in

G is uniformly coarsely Lipschitz (Lemma 1.4.6), the projection πGU is uniformly coarsely Lipschitz

and has quasiconvex image. For each U, V P SgHi , the various ρVU and ρUV are already defined. If

U P SgHi and V P Sg1Hj , then ρUV “ πV pgg1Hj pgHiqq. Finally, for U ‰ pG, we define ρU
pG

to be the

cone-point over the unique gHi with U P SgHi , and ρ
pG
U : pGÑ CU is defined as follows: for x P G,

let ρ
pG
U pxq “ πGU pxq. If x P pG is a cone point over g1Hj ‰ gHi, let ρ

pG
U pxq “ ρ

Sg1Hj
U , where Sg1Hj is

the Ď–maximal element of Sg1Hj . The cone-point over gHi may be sent anywhere in CU .

By [14, Theorem 9.1], the construction above endows pG,Sq with a hierarchically hyperbolic group



1.9. CONSTRUCTING EXAMPLES OF HIERARCHICAL HYPERBOLICITY 25

structure.

Remark 1.9.4. In Theorem 4.2.2 we readapt this theorem to a more general statement.

A special type of groups that can be built inductively through direct and free products are known

as graph products of groups:

Definition 1.9.5. [Graph products] Let Γ be a graph and G “ tGvuvPV pΓq be a collection of

groups. The graph product ΓG with respect to G is defined as

ΓG “ x˚vPV pΓqGv | rGv, Gws “ 1 ô tv, wu P EpΓqy

If G is assumed to be a collection of δ-hyperbolic groups, then by the preceding discussion it

is natural to expect that the graph product ΓG is hierarchically hyperbolic. This is indeed the

case, and we show a proof of this in Theorem 3.3.7. Even more, we show that graph products

of hierarchically hyperbolic groups which have some very natural extra properties (intersection

property and clean containers) are hierarchically hyperbolic. We would also like to mention that

that in [16], Berlyne and Russel give an independent proof that graph products of hierarchically

hyperbolic groups are hierarchically hyperbolic that improves Theorem 3.3.7 by removing the extra

assumptions.

1.9.1 Hierarchically hyperbolic structures on groups acting on trees

The main contributions of this thesis is the introduction of a wide variety of new examples of

hierarchically hyperbolic groups. These are achieved by establishing a combination theorem in this

class. If C is a class of groups, we usually refer to a result as a combination theorem in C if it

provides sufficient conditions ensuring that the fundamental group of a graph of groups in C is again

in C. The Bestvina-Feighn combination theorem [17] for hyperbolic groups is such an example:

given a finite graph G of hyperbolic groups satisfying certain conditions, the resulting fundamental

group is again hyperbolic. Their strategy of proof was to consider a metric space (more precisely,

a tree of metric spaces obtained from the Bass-Serre tree of the graph and the vertex/edge groups

of G) and study the action of the fundamental group on such space. This approach turned out

to be very successful, and was later applied in several other related contexts. This is the case

for the combination theorem of [66] in the class of strongly relatively hyperbolic groups, or for

the Hsu-Wise combination theorem in the context of groups acting on cube complexes [51], or

Alibegović’s combination theorem for relatively hyperbolic groups [5]. On the other hand, a more

dynamical approach is undertaken by Dahmani [29] to obtain another combination theorem for

relatively hyperbolic groups.

In Chapter 3 we present a combination theorem for hierarchically hyperbolic groups (Theorem 3.0.1).

As with the main definition of hierarchical hyperbolicity, understanding the full statement of The-

orem 3.0.1 requires the understanding of certain tools and technicalities. Chapter 3 and 2 are

dedicated to the development of said tools. We thus postpone the full formulation of the combi-

nation theorem to Chapter 3.
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We now review Example 1.9.2 from a Bass-Serre theory perspective.

Example 1.9.6. Let G “ Gu ˚ Gw be the free product of two hyperbolic groups. We describe

here an alternative hierarchically hyperbolic structure on G from that in Example 1.9.2.

Let Gu and Gw be endowed with the trivial hierarchically hyperbolic structure. Recall that each

vertex v in the Bass-Serre tree T associated to Gu ˚Gw corresponds to the set of cosets P of Gu

and Gw in Gu ˚Gw. Let Xu, Xw denote the KpG, 1q-spaces associated to Gu and Gw respectively

(i.e the CW-complexes such that π1pXuq “ Gu and π1pXwq “ Gw). Recall that the join space

X “ Xu _Xw is the KpG, 1q-space of Gu ˚Gw.

π1(Xu) = Gu π1(Xw) = Gw

π1(Xu _Xw) = Gu ∗Gw

The universal cover rX of X can be described as a space which has a combinatorial pattern of

an infinite tree. The tree is bipartite with vertices labeled by the symbols Xu and Xw, ( i.e, the

Bass-Serre tree of G) as indicated in Figure 1.9.6. Moreover, the number of edges incident on a

vertex labelled with Xu are in bijection with π1pXuq and likewise with Xw and π1pXwq. To each

vertex labeled with Xu (respectively Xw) we associate the metric space ĂXu (respectively ĄXw).

This description of rX can be thought of as a tree of spaces:

Definition 1.9.7. [Tree of spaces] Let T be a simplicial tree and let V “ V pT q, E “ EpT q

denote its vertex and edge set respectively. A tree of spaces consists of the quadruple

T “ pT, tXvu, tXeu, tφe˘uqvPV,ePE

where the maps φe˘ : Xe Ñ Xe˘ are injective functions.

If T is a tree of spaces, we define X pT q the total space of T as the metric space where the

underlying set is
Ů

vPV Xv and adding edges of length one as follows: if x P Xe, we declare φe´pxq

to be joined by an edge to φe`pxq. We define the distance on X as follows: if x, x1 are elements

on the same vertex space Xv, then we say that dX px, x
1q “ dXv px, x

1q. If x, x1 are joined by an

edge, we define dX px, x
1q “ 1. Given a sequence x1, . . . , xn of points either joined by an edge or

living in the same vertex space, we define its length to be
ř

i dX pxi, xi`1q. For general elements
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fXu

gXw

gXw

fXu

gXw

Figure 1.2: Covering space of Xu _Xw

x, x1 in X , we define the distance dX px, x
1q as the infimum between all lengths of sequences such

that x “ x0, . . . , xk “ x1.

It is not hard to convince oneself that the total space X pT q is quasi-isometric to rX. Indeed, if we

collapse each pair of points in X pT q joined by an edge to a point we obtain rX. This is clearly

a quasi-isometry, as all that we have done is collapse uniformly bounded subspaces of X pT q to a

point.

We now show that G has a hierarchical hyperbolic group structure obtained through the action of

G on rX. We begin by describing a hierarchically hyperbolic space structure on rX.

(Index set) If T is the tree of spaces of rX we define the index set as S “ tT u Y
Ů

vPV tXvu.

(Hyperbolic spaces) We declare that CT “ T and that CXv “ Xv for every vertex v in T .

(Projections) Note that there is a well-defined map pT : X pT q Ñ T obtained by collapsing each

vertex space to a point. Moreover, it is straightforward to check that this is a coarsely Lipschitz

map. We then define the projection pT to be the projection πT from X pT q to T .

For each x P X pT q and each Xv we define the closest-point projection pv : X pT q Ñ Xv as follows.

Let x P X be an arbitrary element. If x P Xv, then define pvpxq :“ x. If x R Xv, then we define

pvpxq inductively. Let w be the vertex such that x P Xw, suppose that dT pv, wq “ n ě 1, and

that pvp´q is defined on all vertex spaces that are at distance strictly less than n from v. Let

γ be the geodesic in T connecting w to v, let e be its first edge, with e´ “ v. It follows that

dT pe
`, vq “ n´ 1. Then

pvpxq :“ pv

´

φe` ˝ φe´
`

pe´pxq
˘

¯

,

where φe´ is a quasi-inverse of φe´ .

The various projections ρVU are defined as follows: First, if U, V correspond to vertex spaces Xu, Xv

respectively, then ρUV is defined as pvpXuq and ρVU as pupXvq. Note that these are points, as the

edge spaces in T are trivial. If U corresponds to T and V to a vertex space Xv, we define ρVU as v.

(Relations) For every pair of different vertices v, w we impose that Xv&Xw and that Xv Ď T for

every v P T .
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With this structure, all of the axioms of Definition 1.6.1 can be verified. We skip this verification

because the structure is simple enough so that all of the axioms are either automatically satisfied

or straightforward to prove.

Remark 1.9.8. Recall that if we collapse every coset in P to a point we obtain the coned-off

Cayley graph pG with respect to tGu, Gwu. Thus, if we define the map pGÑ T by sending a coset

of Gu or Gw to its corresponding vertex in T , then we have a (coarsely)-well defined map. It

follows from [67, Lemma 3.1] that this map yields a quasi-isometry between pG and T . Then, we

can simply switch the element T in the structure defined above by pG. By doing so, we obtain the

same structure described in Example 1.9.2 on G.

Let us now show that the action of G on X satisfies the axioms of Definition 1.7.1. The first

axiom is straightforward to check, as the quotient X {G is equal to Xv _Xw, which is a compact

space. The second one follows from the fact that every vertex space in X is a copy of either Xv or

Xw, which means that there are only finitely many orbits of elements in S. For the third axiom

consider g P G and Xv a vertex space. Then, g ¨ v “ gv is a vertex in T , and the associated

vertex space is Xgv is an isometric copy of Xv. To check the last item, let g be an element in

G and let x P X . In particular, there is some v1 P T such that x P Xv1 . If Xv is a vertex

space, then there is a unique path between v and v1 in T that we call rv, v1s. Let pv denote the

closest-point projection onto a vertex space described above. If e is the last vertex in rv, v1s then

pvpxq “ φe`p˚q, where Xe “ ˚. On the other hand, if we apply g to rv, v1s we obtain the path

rgv, gv1s and therefore pgvpgxq “ φpgeq`p˚q “ gφe`p˚q “ gpvpxq. One can argue analogously to

obtain that gpvpXv1q “ pgvpXgv1q and, thus, gρUV “ ρgUgV for every U, V in
Ů

vPV Xv. If U “ T and

V “ Xv, then ρVU “ v and, therefore, gρVU “ ρ
Xgv
T “ ρgVgU .

Remark 1.9.9. The reader may have already noticed that the group G “ Gv ˚ Gw was known

to be hierarchically hyperbolic from the beginning simply because the free product of hyperbolic

groups is hyperbolic. This is indeed the case, but we chose to describe this specific structure

because Theorem 3.0.1 generalizes this idea. In that sense, the example above is the most basic

case possible of Theorem 3.0.1.

1.9.2 A characterization of hierarchical hyperbolicity in hyperbolic-2-

decomposable groups

In the same way as the presence of Z2 as a subgroup of G prevents it from being hyperbolic, the

presence of the so-called unbalanced Baumslag–Solitar subgroups prevents G from being hierar-

chically hyperbolic. The following remark shows this fact:

Remark 1.9.10. If G is a hierarchically hyperbolic group, then G cannot have a subgroup isomor-

phic to BSpn,mq “ xa, t | tant´1 “ amy, with |n| ‰ |m|. Indeed, suppose there is an embedding
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ι : BSpn,mq ãÑ G. We have that ιpaq is an infinite order element of G. By [35, Theorem 7.1] and

[36, Theorem 3.1], ιpaq is undistorted, which is a contradiction.

This prompts the question: is the absence of unbalanced Baumslag–Solitar subgroups in a group

G enough to show that G is hierarchically hyperbolic? This is indeed a very big question without

assuming anything on the group. Instead, in this thesis we propose a more reasonable one that

assumes that G splits over virtually cyclic groups. More precisely, we consider groups that split as

graphs of groups with 2-ended edge groups. For the sake of brevity, if P is a property of a group,

we say that a group is P -2-decomposable if it splits as a graph of groups with 2-ended edge groups

and vertex groups satisfying property P .

Considering groups of this form is not a novelty in geometric group theory. An important example

is the class of Z-2-decomposable groups, also known as generalized Baumslag–Solitar groups (GBS

groups). Although we will not dive deeply in the theory of GBS groups from a traditional viewpoint,

it is worth noting that this class has been extensively studied and shown to be an extremely

rich object to analyse from multiple points of view. To name a few, GBS groups have been

studied in relation with JSJ decompositions ([39]), quasi-isometries ([70]), automorphisms ([58])

and cohomological dimension ([57]). For a general overview of results on GBS groups we refer to

the survey by Robinson ([72]).

One way to avoid unbalanced Baumslag–Solitar subgroup in G is to impose a technical condition

on G called balancedeness. A group G is said to be balanced if for every g P G of infinite order,

whenever hgih´1 “ gj for some h P G it follows that |i| “ |j|. The notion of balancedness

played an important role in the theory of graphs of groups. In [90], the author shows that a

free-2-decomposable group is subgroup separable if and only if it is balanced. In [78], the authors

extend Wise’s result to (virtually-free)-2-decomposable groups, obtaining quasi-isometrical rigidity

for certain balanced groups. In [28] the author studies the relation between possible acylindrical

actions of (torsion-free)-2-decomposable groups in connection with balancedness of such groups.

A naive conjecture to make is that a hyperbolic-2-decomposable group G is hierarchically hyper-

bolic if and only if it is balanced. The last chapter of this thesis is dedicated to prove that, up

to some issues with torsion on vertex groups, the conjecture holds (Theorem 4.2.15). In order to

formulate the results expressly we introduce the notion of almost Baumslag–Solitar groups:

Definition 1.9.11. Let G be a group. We say that G is an almost Baumslag–Solitar group if

it can be generated by two infinite order elements a, b P G such that the equality bamb´1 “ bn

holds for some n,m. In the particular case where |n| ‰ |m| we say that G is an unbalanced almost

Baumslag–Solitar group.

Note that every almost Baumslag–Solitar group is the quotient of some Baumslag–Solitar group.

However, such quotient map may not be an isomorphism.

We now recall two results due to Bestvina and Feighn that relate hyperbolicity with almost

Baumslag–Solitar subgroups:
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Theorem 1.9.12 (Amalgams over virtually cyclic groups). Suppose that G “ G1 ˚C G2

is an amalgamated free product where Gi is hyperbolic and C is virtually cyclic. The following

conditions are equivalent

1. C is malnormal in either G1 or G2;

2. G is word hyperbolic;

3. G does not contain BSp1, 1q – Z2 as a subgroup.

Theorem 1.9.13 (HNN extensions over virtually cyclic groups). Let H be a hyperbolic

group and let G be the HNN extension G “ xH, ty over the virtually cyclic subgroups A and B

where tAt´1 “ B. Then the following are equivalent

1. G is word hyperbolic;

2. G contains no almost Baumslag–Solitar subgroup;

3. for all h P H, |AXBh| ă 8 and either A or B is malnormal in H.

Using the almost Baumslag–Solitar group terminology, in Section 4.1.4 we present the following

generalization of the above theorems to the class of hierarchically hyperbolic groups:

Theorem 1.9.14. Let G be a hyperbolic-2-decomposable group. Then, G is hierarchically hyper-

bolic if and only if it contains no unbalanced almost Baumslag–Solitar subgroups.

Detecting almost Baumslag–Solitar subgroups: In general, checking whether a given graph

of groups contains an almost Baumslag–Solitar subgroup may be challenging. For this reason, we

introduce the notion of balanced edges. An edge e of a graph of groups G is a balanced edge if for

every infinite order element g P Ge and h P π1pG ´ eq

if hgih´1 “ gj then |i| “ |j|.

We then have the following criterion to detect almost Baumslag–Solitar subgroups.

Theorem 1.9.15. Let G be a graph of groups where none of the vertex groups contain distorted

cyclic subgroups. Then π1pGq contains a non-Euclidean almost Baumslag–Solitar subgroup if and

only if G has an unbalanced edge.

The proof of Theorem 1.9.14 and 1.9.15 can be found in Theorem 4.1.23.

1.9.3 A note on torsion

The reader will find that Chapter 4 deals with hyperbolic-2-decomposable groups in two separate

settings. Namely, when the group has torsion and when it does not.
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It is perhaps worth noting that the fundamental group of a graph of virtually torsion-free groups

may not be virtually torsion free (even when the edge groups are cyclic), as the following example

provided by A. Minasyan shows:2

Example 1.9.16. Let H be a group isomorphic to BSp2, 3q “ xa, b | ba2b´1 “ a3y. Since H is

not residually finite, its finite residual RespHq “
Ş

KďH,|K:H|ă8K is non-trivial.

Let a P K be non-trivial and let G be constructed as G “ xH, b | rb,Hs “ 1, b2 “ 1y. Note that

G is virtually torsion free. We then construct the HNN extension Γ “ xG, t | tat´1 “ aby. We

now show that Γ is not virtually torsion-free. First, as H ď Γ, we have that RespHq ď RespΓq.

Therefore, RespΓq must be non-trivial. Since RespΓq is a normal subgroup of Γ, we have that

tat´1 “ ab P RespΓq. We thus obtain that a´1pabq “ b P RespΓq. We conclude that b, an element

of order two, belongs in every finite index subgroup of Γ and therefore Γ is not virtually torsion-free.

For this reason, the main result of Chapter 4 has two formulations depending on the case:

Theorem 1.9.17. Let G be a hyperbolic-2-decomposable group. The following are equivalent.

1. G admits a hierarchically hyperbolic group structure.

2. G does not contain a distorted infinite cyclic subgroup.

3. G does not contain a non-Euclidean almost Baumslag–Solitar group.

Moreover, if G is virtually torsion-free, condition (3) can be replaced by

3’. G does not contain a non-Euclidean Baumslag–Solitar group.

A straightforward corollary of this theorem is the following.

Corollary 1.9.18. Let G “ H1 ˚C H2 where Hi are hyperbolic and C is virtually cyclic. Then G

is a hierarchically hyperbolic group.

As final remark, we believe that Item (3’) of Theorem 1.9.17 should be true even without the

assumption of G being virtually torsion-free. We refer the reader to the Questions section in

Chapter 4 for further discussion.

2https://mathoverflow.net/questions/330632/is-an-hnn-extension-of-a-virtually-torsion-free-group-virtually-
torsion-free.
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Chapter 2

Structural results

The objective of this chapter is to obtain structural results that will be necessary for the devel-

opment of Chapter 3. Moreover, this chapter introduces a number of tools to analyze hierarchical

hyperbolic spaces. The first one is the intersection property (see Definition 2.1.1, and the discus-

sion after the statement of Theorem 3.3.7), which in turn leads to the notion of concreteness. We

introduce the latter notion to exclude artificial examples of hierarchically hyperbolic spaces that

carry some undesirable features. As we will see in this chapter, the intersection property has a

very natural definition, and we conjecture that all hierarchically hyperbolic spaces admit a hier-

archically hyperbolic structure with the intersection property (see Question 2.0.1 below). On the

other hand, concreteness is more technical, but nevertheless we prove in Proposition 2.1.12 that

any hierarchically hyperbolic space with the intersection property can be supposed to be concrete.

These properties are of independent interest, and we expect them to be of further use.

Clean containers (see Remark 1.6.2), a notion introduced originally by Abbott, Behrstock, and

Durham [2], is a technical condition that in the graph of multicurves setting (see Subsection 1.5.2)

translates into the following: if V Ď S is a subsurface of the surface S, then V and SzV are disjoint,

and any subsurface disjoint from V is contained into SzV . On the other hand, the intersection

property is a condition that we introduce, and in the mapping class group setting means that,

given two subsurfaces V,U Ď S, the subsurface V X U is the biggest subsurface of S that is

contained in both V and U . The intersection property gives to the index set S the structure of a

lattice. At this point, it is instructive to notice that both V XU and SzV could be non-connected

subsurfaces of S, and indeed the hierarchically hyperbolic structure with clean containers and the

intersection property of the pants decomposition graph GpSq is obtained considering all, possibly

non-connected, subsurfaces of S.

We are inclined to believe that any hierarchically hyperbolic space admits a hierarchically hyper-

bolic structure with the intersection property and clean containers:

Question 2.0.1. Let pX , dX q be a hierarchically hyperbolic space. Does there exist a hierarchically

hyperbolic structure S such that pX ,Sq is a hierarchically hyperbolic space with the intersection

property and clean containers?

33
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2.1 Intersection property and concreteness

We begin with the definition of a hierarchically hyperbolic spaces satisfying the intersection prop-

erty.

Definition 2.1.1 (Intersection property). A hierarchically hyperbolic space pX ,Sq has the

intersection property if the index set admits an operation ^ : pSY tHuq ˆ pSY tHuq Ñ SY tHu

satisfying the following properties for all U, V,W P S:

p^1q V ^H “ H^ V “ H;

p^2q U ^ V “ V ^ U ;

p^3q pU ^ V q ^W “ U ^ pV ^W q;

p^4q U ^ V Ď U and U ^ V Ď V whenever U ^ V P S;

p^5q if W Ď U and W Ď V , then W Ď U ^ V .

We call U ^V the wedge between U and V . Notice that U ^V P SU XSV as soon as U ^V ‰ H,

by property p^4q. Therefore, whenever U K V it follows that U ^ V “ H, as the intersection

SU X SV is empty. Moreover, it follows that U ^ V “ V if and only if V Ď U , and that for all

U, V P S the set SU XSV either is empty or has a unique maximal element U ^ V .

Hyperbolic groups satisfy the intersection property, since the index set consists of one element.

Mapping class groups, raags, and the cubulable groups known to be hierarchically hyperbolic

also satisfy the intersection property. In these cases, the operation ^ corresponds respectively to

considering (the curve complex associated to) the intersection of two subsurfaces, the intersection

of two parabolic subgroups, and the coarse projection (using gate maps [47]) of one hyperplane

onto another.

Let pX ,Sq be a hierarchically hyperbolic space with the intersection property, let U, V P S, and

define

(2.1) U _ V :“
ľ

 

W P S | U ĎW, V ĎW
(

.

We call U _ V the join between U and V . The operations ^ and _ give to the set S a lattice

structure.

Notice that the set W “ tW P S | U Ď W, V Ď W u appearing in Equation (2.1) is never empty,

because at least the Ď-maximal element of S belongs to it. Even if W is infinite, finite complexity

of the hierarchically hyperbolic space implies that there exists a natural number n, not greater

than the complexity of the hierarchically hyperbolic space, such that U _ V “ W1 ^ ¨ ¨ ¨ ^Wn,

where Wi P W for all i. Indeed, if this were not the case, one could find elements Wi P W for

i “ 1, . . . , r, where r is strictly bigger than the finite-complexity constant, such that

W1 ĄW1 ^W2 Ą ¨ ¨ ¨ ĄW1 ^ ¨ ¨ ¨ ^Wr ‰ H,
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contradicting the fifth axiom of the definition of hierarchically hyperbolic space. By definition,

U _ V is the Ď-minimal element of S in which both U and V are nested.

In raags, the join of two parabolic subgroups is the subgroup they generate, and in mapping class

groups the join of two subsurfaces is their union (which might be disconnected).

In the following lemma we prove that direct product of hierarchically hyperbolic spaces/groups

with the intersection property continues to satisfy the intersection property. As a consequence of

Theorem 3.3.7, the intersection property is preserved also by graph products, and in particular by

free products, when in presence of clean containers.

The intersection property for free products of hierarchically hyperbolic groups is preserved also

without assuming clean containers, by deducing it from [14, Theorem 8.6], but we elected not to

write down the details, as clean containers is such a natural hypothesis to make.

Lemma 2.1.2. The intersection property is preserved by direct products. If a group is hyper-

bolic relative to a finite collection of hierarchically hyperbolic spaces (respectively: groups) with

the intersection property, then it is a hierarchically hyperbolic space (respectively: group) with the

intersection property.

Proof. Given two hierarchically hyperbolic spaces pX1,S1q and pX2,S2q with the intersection

property, we endow the space X1 ˆX2 with the hierarchically hyperbolic structure S described in

Example 1.9.1 (for hierarchically hyperbolic groups).

Let ^1 and ^2 be the wedge maps on pX1,S1q and pX2,S2q, respectively, and let us define

^ : pSYtHuqˆpSYtHuq Ñ SYtHu. If U P S1,W P S2 then U KW and therefore U^W “ H.

On the other hand, ^ coincides with ^1 or ^2 if both arguments belong to S1 or S2 respectively.

If W P S1 YS2 and VU , for U P S1 YS2, is an element with trivial associated hyperbolic space,

as described in Example 1.9.1, then we have the following exhaustive disjoint cases: either W K U ,

or W and U are Ď-related, or W&U . In the first case W Ď VU , and therefore W ^ VU “ W . In

the other two cases, it must be that U and W belong to the same index factor, say S1. Therefore,

W ^ VU “ W ^1 contKU , where contKU is the orthogonal container of U in S1. Finally, if S is

the Ď-maximal element then S ^ U “ U for every U P S1 YS2.

To conclude, we now prove the statement for groups hyperbolic relative to hierarchically hyperbolic

groups. The same argument works if the parabolic subgroups tH1, . . . ,Hnu are assumed to be hier-

archically hyperbolic spaces, with the difference that the resulting group would be a hierarchically

hyperbolic space.

Let G be a group hyperbolic relative to a finite collection of subgroups tH1, . . . ,Hnu that are

hierarchically hyperbolic groups with the intersection property. Let SHi be the hierarchically

hyperbolic structure on Hi, and let ^Hi be the wedge operation of SHi . Any coset gHi admits a

hierarchically hyperbolic structure SgHi with wedge operation ^gHi (compare Theorem 1.9.3).

By Theorem 1.9.3 the group G is a hierarchically hyperbolic group with index set S “ t pGu Y
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Ů

gHiPGHi
SgHi , where pG is obtained from G by coning off all left cosets of all the subgroups Hi.

By Theorem 1.9.3 the element pG is the Ď-maximal element, for all U P SgHi and V P Sg1Hj with

gHi ‰ g1Hj we have that U&V , and finally if U, V P SgHi Ď S then the elements U and V are

transversal (respectively orthogonal, Ď-related) if and only if they are transversal (respectively

orthogonal, Ď-related) in SgHi .

If U, V P SgHi Ď S, then define U ^ V to be U ^gHi V . If U, V belong to different cosets and in

particular they are orthogonal, define U ^ V “ H. Finally, for every U P S define U ^ pG “ U .

Thus, G admits a hierarchically hyperbolic group structure with the intersection property.

Lemma 2.1.3. Let φ :
`

X ,S
˘

Ñ
`

X 1,S1
˘

be a full hieromorphism between hierarchically hyperbolic

spaces with the intersection property, and let U, V P S. Then

φ♦
`

U ^ V
˘

“ φ♦pUq ^ φ♦pV q, φ♦
`

U _ V
˘

“ φ♦pUq _ φ♦pV q.

Proof. We prove the lemma for the wedge U ^ V . The proof for U _ V follows the same strategy.

Let U^V “ A, and φ♦pAq “ A1 P S1. We need to show that φ♦pUq^φ♦pV q “ A1. As φ♦ preserves

nesting, we have that A1 Ď φ♦pUq ^ φ♦pV q. As φ is full and φ♦pUq ^ φ♦pV q is nested into both

φ♦pUq and φ♦pUq, there exists B P S such that φ♦pBq “ φ♦pUq ^ φ♦pV q and B is nested into

both U and V .

By maximality of U ^ V , we conclude that B “ U ^ V , and it follows that

φ♦
`

U ^ V
˘

“ φ♦pBq “ φ♦pUq ^ φ♦pV q.

The next lemma is an example of why clean containers is a very natural property, and should be

assumed without any hesitation. In the mapping class group setting the lemma just proves that if

two subsurfaces U and V are disjoint from W , then W is also disjoint from the subsurface U Y V .

Lemma 2.1.4. Let
`

X ,S
˘

be a hierarchically hyperbolic space with the intersection property and

clean containers. If U KW and V KW , then pU _ V q KW .

Proof. Both the elements U and V are nested into the orthogonal container contKW , and by

definition of join, it follows that U _ V Ď contKW as well. By clean containers we have that

W K contKW , and therefore pU _ V q KW .

Notice that we need the clean containers hypothesis for the case U _ V “ contKW .

Lemma 2.1.5. Let pX ,Sq be a hierarchically hyperbolic space with the intersection property and

clean containers. For all U, V P S we have that contUKV “ U ^ contKV .
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Proof. If contKV “ H, then also contUKV is empty, and the equality is trivially satisfied.

If contKV is not empty, but contUKV “ H, then there does not exist an element nested into both

U and into contKV . Indeed, assume that there esists W P S such that W Ď U and W Ď contKV .

Then, W Ď contUKV by definition of orthogonal containers, contradicting the assumption that

contUKV is empty. Therefore, also in this case the equality is trivially satisfied.

Suppose now that both contKV and contUKV are non-empty. By definition, we have that contUKV Ď

U . By clean containers V K contUKV , and thus contUKV Ď contKV . Therefore, contUKV Ď U ^

contKV . On the other hand, as V K contKV and U^contKV Ď U , we conclude that U^contKV Ď

contUKV .

Definition 2.1.6 (ε-support). For A Ď X and a constant ε ą 0, define the ε-support to be

suppεpAq :“
 

W P S | diamCW pπW pAqq ą ε
(

.

Notice that if suppεpAq “ H, then A Ď X has uniformly bounded diameter: indeed, by the

Uniqueness Axiom of Definition 1.6.1 it follows that diamX pAq ď θupεq.

In the following lemma, we make use of a relevant feature of a given standard product region PU

associated to a given U P S as defined in Definition 1.8.1. For each e P EU we denote FU ˆ teu a

parallel copy of FU in X . By construction of PU there exists a constant α which depends only on X
and S, such that for every x P PU we have that dV pπV pxq, ρ

U
V q ď α for all U P S satisfying either

U&V or U Ď V . Moreover, we can choose α so that, if V K U , then diamCV pπV pFU ˆ teuqq ď α

(see [10, Definition 1.15] and [14, Section 5] for more information).

We recall that ξ is the constant that uniformly bounds the sets ρUV for U, V P S such that U&V

or U Ď V .

Lemma 2.1.7. Let ε ą 3 maxtξ, αu. If W P suppεpFU ˆ teuq then W Ď U , and therefore

suppεpFU ˆ teuq Ď SU .

Proof. If U is either transverse to V P S or properly nested into V , then dV pπV pxq, ρ
U
V q ď α for

every x P FU ˆ teu. As the diameter of the set ρUV is at most ξ, we obtain that

dV pπV pxq, πV pyqq ďdV pπV pxq, ppπV pxqqq ` dV pppπV pxqq, ppπV pyqqq`

` dV pppπV pyqq, πV pyqq ď 2α` ξ ă ε,

for every x, y P FU ˆ teu, where p : CV Ñ ρUV denotes the closest point projection. Therefore, we

conclude that V R suppεpFUˆteuq. On the other hand, whenever U K V we have that πV pFUˆteuq

is a set of diameter bounded by α, and again V R suppεpFU ˆ teuq.

Therefore, by the choice of ε, we have that suppεpFU ˆ teuq Ď SU .
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Convention. From now on, even if not explicitly stated, we assume that ε ą 3 maxtξ, αu.

Remark 2.1.8. For an element U P S, the set suppεpFU ˆ teuq defined in Definition 2.1.6 is

independent of the parallel copy of FU ˆ teu that we consider, that is

suppεpFU ˆ teuq “ suppεpFU ˆ te
1uq

for any two elements e, e1 P EU . Indeed, πW
`

FU ˆteu
˘

uniformly coarsely coincides with ρUW when

either W Ě U or W&U , or its diameter is bounded by α if W K U . Therefore, for ε ą 3 maxtξ, αu,

it follows that W P suppεpFU ˆ teuq if and only if W P suppεpFU ˆ te
1uq.

Notation. For every ε ą 3 maxtξ, αu we denote by suppεpFU q the set suppεpFU ˆ teuq for any

e P EU .

Lemma 2.1.9. Let φ : pX ,Sq Ñ pX 1,S1q be a full hieromorphism and let ε ą 0. There exists

ε0 ą 0 such that for every ε1 ě ε0

φ♦
`

suppε1pX q
˘

Ď suppε
`

φpX q
˘

.

Proof. The hieromorphism φ is full, and the maps φ˚U ˝πU uniformly coarsely coincides with πU 1 ˝φ

for all U P S (here U 1 denotes φ♦pUq). Therefore, there exists K ą 0 such that for all x, y P X ,

for all U P S

(2.2) K´1dU pπU pxq, πU pyqq ´K ď dU 1
`

πU 1pφpxqq, πU 1pφpyqq
˘

.

Let ε0 :“ Kε `K2. For ε1 ě ε0, consider W P suppε1pX q: we prove that φ♦pW q P suppε
`

φpX q
˘

.

Indeed, let x, y P X be such that dW
`

πW pxq, πW pyq
˘

ą ε1. By Equation (2.2) and the definition of

ε0 we have that

dW 1

`

πW 1pφpxqq, πW 1pφpyqq
˘

ą ε,

that is W 1 “ φ♦pW q P suppε
`

φpX q
˘

.

Definition 2.1.10 (Concreteness). Let pX ,Sq be a hierarchically hyperbolic space with the

intersection property. We say that the hierarchically hyperbolic structure is ε-concrete if either

the space X is bounded, or the Ď-maximal element S of S is equal to

ł

tV P S | V P suppεpX qu.

We say that the hierarchically hyperbolic space is concrete if it is ε-concrete for some ε greater

than 3 maxtξ, αu.
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Remark 2.1.11. Given a hierarchically hyperbolic group pX ,Sq with Ď-maximal element S, we

have that suppεpFSq Ď suppεpX q, because FS Ď X .

Notice that the other inclusion is not guaranteed, in general. Nevertheless, if the hierarchical struc-

ture on X is normalized [35, Definition 1.15], that is if the projections πU are uniformly coarsely

surjective for all U P S, then it follows that FS “ X , and in particular that suppεpFSq “ suppεpX q.

As specified in Remark 1.6.4, we are assuming this.

By [35, Proposition 1.16], any hierarchically hyperbolic space pX ,Sq admits a normalized hierar-

chically hyperbolic structure pX ,S1q and a hieromorphism φ : pX ,Sq Ñ pX ,S1q where φ : X Ñ X

is the identity and φ♦ : S Ñ S1 is a bijection. Therefore, up to considering normalized hierarchi-

cally hyperbolic spaces, an unbounded hierarchically hyperbolic space pX ,Sq is ε-concrete and its

Ď-maximal element S is equal to
Ž

tV P S | V P suppεpFSqu.

Note that in Definition 2.1.10 we are not asking that the maximal element S already belongs to

suppεpX q: for instance, this is not the case for direct products of hierarchically hyperbolic spaces

and groups, where the hyperbolic space associated to this Ď-maximal element is bounded.

We are interested in concrete hierarchically hyperbolic spaces for the following proposition:

Proposition 2.1.12. Let pX ,Sq be an unbounded hierarchically hyperbolic space with the inter-

section property and let ε ą 3 maxtξ, αu. There exists Sε Ď S such that pX ,Sεq is an unbounded,

ε-concrete hierarchically hyperbolic space with the intersection property.

Proof. Let S be the Ď-maximal element of S. If

(2.3) S “
ł

tV P S | V P suppεpX qu,

then Sε “ S and there is nothing to prove.

If the equality of Equation (2.3) is not satisfied, then
Ž

tV P S | V P suppεpX qu is properly nested

into the Ď-maximal element S. Let Sε :“
Ž

tV P S | V P suppεpX qu and Sε :“ SSε .

We now claim that there exists C “ Cpεq such that X “ NCpFSεq. Let x P X and consider the

tuple ~c defined as follows:

cV “

$

’

’

’

’

&

’

’

’

’

%

πV pxq, @ V P SSε ;

πV peq, @ V P SKSε ;

ρSεV @ V&Sε or V Ě Sε;

where e P ESε is a fixed, arbitrarily chosen element.

The tuple ~c is a κ-consistent tuple, where κ depends only on ε and the constants of the hierarchically

hyperbolic space pX ,Sq. By [14, Theorem 3.1], there exists z P X such that πU pzq — πU p~c q for
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every U P S, and by Definition 1.8.1 the element z belongs to FSε ˆ teu. Let s0 be the constant

associated to the Distance Formula Theorem for the space pX ,Sq, and consider s ą maxtε, s0u.

There exist K,C ą 0 such that

(2.4)

dpx, zq ď K
ÿ

UPS

ttdU pπU pxq, πU pzqquus ` C

“ K

¨

˝

ÿ

UPSSε

ttdU pπU pxq, πU pzqquus `
ÿ

UPSzSSε

ttdU pπU pxq, πU pzqquus

˛

‚` C

“ K
ÿ

UPSzSSε

ttdU pπU pxq, πU pzqquus ` C.

Note that dU pπU pxq, πU pzqq ď ε for every U P SzSε. Since s ą ε, from Equation (2.4) we conclude

that dpx, zq ď C.

To complete the proof, notice that FSε ˆ teu can be endowed with the hierarchical hyperbolic

structure SSε . Since X “ NCpFSε ˆ teuq, the space pX ,SSεq is hierarchically hyperbolic, being

quasi isometric to
`

FSε ˆ teu,Sε

˘

, and it is concrete by construction.

The intersection property in pX ,SSεq follows from the intersection property in pX ,Sq.

Concreteness will play an important role in Lemma 2.3.2 and Theorem 2.3.3, after the proof of

Theorem 2.2.1.

Lemma 2.1.13. Given a full hieromorphism φ : pX ,Sq Ñ pX 1,S1q, there exist constants K,C ě 0

and s, s1 ą 0 such that

ÿ

UPS

ttdU pπU pxq, πU pyqquus ď K
ÿ

U 1Pφ♦pSq

ttdU 1pπU 1pφpxq, πU 1pφpyqqquus1 ` C @x, y P X .

Proof. For U P S, we denote φ♦pUq by U 1. As the hieromorphism is full, there exists a uniform

constant ξ such that

(2.5) dU
`

πU pxq, πU pyq
˘

ď ξdU 1
`

πU 1pφpxqq, πU 1pφpyqq
˘

` ξ, @ U P S, @x, y P X .

Choose s and s1 such that

s1 :“
s´ ξ

ξ
ą 1.

Suppose that s ď dU
`

πU pxq, πU pyq
˘

for a given U P S. Then, using Equation (2.5), we obtain that

(2.6) 1 ă s1 ď dU 1
`

πU 1pφpxqq, πU 1pφpyqq
˘

“ ttdU 1
`

πU 1pφpxqq, πU 1pφpyqq
˘

uus1 .

As s ď dU
`

πU pxq, πU pyq
˘

we have that ttdU
`

πU pxq, πU pyq
˘

uus “ dU
`

πU pxq, πU pyq
˘

. It then follows
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that

ttdU
`

πU pxq, πU pyq
˘

uus “ dU
`

πU pxq, πU pyq
˘

ď ξdU 1
`

πU 1pφpxqq, πU 1pφpyqq
˘

` ξ

ď ξttdU 1
`

πU 1pφpxqq, πU 1pφpyqq
˘

uus1 ` ξ.
(2.7)

Therefore, using Equation (2.6) and Equation (2.7), we obtain

ttdU
`

πU pxq, πU pyq
˘

uus ď ξttdU 1
`

πU 1pφpxqq, πU 1pφpyqq
˘

uus1 ` ξ

ď ξttdU 1
`

πU 1pφpxqq, πU 1pφpyqq
˘

uus1 ` ξttdU 1
`

πU 1pφpxqq, πU 1pφpyqq
˘

uus1

“ 2ξttdU 1
`

πU 1pφpxqq, πU 1pφpyqq
˘

uus1 .

(2.8)

On the other hand, if s ą dU
`

πU pxq, πU pyq
˘

then

(2.9) ttdU
`

πU pxq, πU pyq
˘

uus “ 0 ď 2ξttdU 1
`

πU 1pφpxqq, πU 1pφpyqq
˘

uus1 ,

so the inequality of Equation (2.8) is satisfied also in this case.

Concluding, we use Equation (2.8) and Equation (2.9) to obtain that

ÿ

UPS

ttdU pπU pxq, πU pyqquus ď
ÿ

UPS

2ξttdU 1
`

πU 1pφpxqq, πU 1pφpyqq
˘

uus1

“ 2ξ
ÿ

UPS

ttdU 1
`

πU 1pφpxqq, πU 1pφpyqq
˘

uus1

“ 2ξ
ÿ

U 1Pφ♦pSq

ttdU 1
`

πU 1pφpxqq, πU 1pφpyqq
˘

uus1 ,

and therefore the lemma is satisfied with K “ 2ξ and C “ 0.

Remark 2.1.14. The argument of Lemma 2.1.13 can be used to show that there exist constants

K̄, C̄ ě 0 and s̄, s̄1 ą 0 such that

ÿ

U 1Pφ♦pSq

ttdU 1
`

πU 1pφpxqq, πU 1pφpyqq
˘

uus̄ ď K̄
ÿ

UPS

ttdU pπU pxq, πU pyqquus̄1 ` C̄ @ x, y P X .

Lemma 2.1.15. Let φ : pX ,Sq Ñ pX 1,S1q be a full hieromorphism and S be the Ď-maximal

element in S. If S1 “ φ♦pSq and FS1ˆteu is a parallel copy of FS1 , then πV 1pFS1ˆteuq is coarsely

equal to πV 1pφpX qq for all V 1 P S1S1 .

Proof. Let z P FS1 and consider the tuple ~b “
`

πV 1pzq
˘

V 1PS1
S1

. As z P FS1 , the tuple ~b is κ-

consistent. The hieromorphism φ is full, therefore S1S1 “ φ♦pSq and

`

πV 1pzq
˘

V 1PS1
S1
“
`

πV 1pzq
˘

V 1Pφ♦pSq
.
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As the full hieromorphism φ induces uniform quasi isometries φ̄˚V : CV 1 Ñ CV at the level of

hyperbolic spaces, we obtain a tuple ~a “ paV qV PS, where aV :“ φ̄˚V
`

πV 1pzq
˘

Ď CV .

The tuple ~a is κ1-consistent, and therefore there exists x P X that realizes it, by [14, Theorem 3.1].

Exploiting the fact that the maps φ˚V ˝ πV uniformly coarsely coincide with the πV 1 ˝ φ (compare

Definition 1.6.6) and in particular Equation (1.2)), we conclude that the element φpxq realizes the

tuple ~b:

(2.10)
`

πV 1pzq
˘

V 1Pφ♦pSq
—
`

πV 1pφpxqq
˘

V 1Pφ♦pSq
.

That is, there exists a constant T1 depending only on the realization Theorem [14, Theorem 3.1]

and the hieromorphism φ such that dV 1pπV 1pzq, πV 1pφpxqqq ď T1 for every V 1 P S1S1 .

Conversely, let φpxq P φpX q and consider the tuple ~c:

cV 1 “

$

’

’

’

’

&

’

’

’

’

%

πV 1pφpxqq, @ V 1 P S1S1 ;

πV 1peq, @ V 1 P S1KS1 ;

ρS
1

V 1 @ V 1&S1 or V 1 Ě S1.

Since ~c is a κ-consistent tuple, there exists z P X such that πV pzq — πV p~c q, and z belongs to

FS1 ˆ teu by Definition 1.8.1. Therefore there exists T2 such that dV 1pπV 1pzq, πV 1pφpxqqq ď T2 for

every V 1 P S1S1 .

Proposition 2.1.16. If φ : pX ,Sq Ñ pX 1,S1q is a full hieromorphism between hierarchically hy-

perbolic spaces, then the spaces X and FS1 are quasi isometric, where S1 is the image in S1 of the

Ď-maximal element of S.

Proof. We define a map ψ : FS1 Ñ X and we prove that it is a quasi isometry. Let z P FS1 , and

consider the tuple ~b “
`

πV 1pzq
˘

V 1PS1
S1

. As z P FS1 , the tuple ~b is κ–consistent. The hieromorphism

φ is full, so that S1S1 “ φ♦pSq and

`

πV 1pzq
˘

V 1PS1
S1
“
`

πV 1pzq
˘

V 1Pφ♦pSq
.

As the full hieromorphism φ induces uniform quasi isometries φ̄˚V : CV 1 Ñ CV at the level of

hyperbolic spaces, we obtain a tuple ~a “ paV qV PS, where aV :“ φ̄˚V
`

πV 1pzq
˘

Ď CV .

The tuple ~a is κ1-consistent, and therefore there exists x P X that realizes it by [14, Theorem

3.1]. Exploiting the fact that the maps φ˚V uniformly coarsely commute with the projections πV

(compare Definition 1.6.6 and in particular Equation (1.2)), we conclude that the element φpxq
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realizes the tuple ~b:

(2.11)
`

πV 1pzq
˘

V 1Pφ♦pSq
—
`

πV 1pφpxqq
˘

V 1Pφ♦pSq
.

Define ψpzq :“ x. The element x is not uniquely determined by the tuple~b, but it is up to uniformly

bounded error.

Let us prove that ψ is a quasi isometry. Indeed, let z1, z2 P FS1 . Using, in this order, the Distance

Formula in X 1, Remark 2.1.14, and the fact that φ is a full hieromorphism combined with the

Distance Formula in FS1 , we have that

(2.12)

dX pψpz1q, ψpz2qq ď K
ÿ

UPS

ttdU pπU pψpz1qq, πU pψpz2qqquus ` C

ď K
´

K1

ÿ

U 1Pφ♦pSq

ttdU 1pπU 1pz1q, πU 1pz2qquus̄ ` C1

¯

` C

ď K
`

K1pK2dX 1pz1, z2q ` C2q ` C1

˘

` C.

On the other hand, we have that

(2.13)

dX 1pz1, z2q ď K3

ÿ

U 1Pφ♦pSq

ttdU 1
`

πU 1pz1q, πU 1pz2q
˘

uus1 ` C3

ď K3

´

K4

ÿ

UPS

ttdU
`

πU pψpz1qq, πU pψpz2qq
˘

uus̄1

¯

` C3

ď K3

`

K4pK5dX pψpz1q, ψpz2qq ` C5q ` C4

˘

` C3.

Equation (2.12) and Equation (2.13) prove that ψ is a quasi-isometric embedding.

Moreover, ψ is coarsely surjective. Indeed, given an element x P X , the tuple pπV 1pφpxqqV 1Pφ♦pSq

is consistent, and therefore there exists a point z P FS1 coarsely realizing it, that is uniformly close

to x.

We are now ready to prove the main result of this chapter.

2.2 Proof of the main Theorem

Theorem 2.2.1. Let φ : pX ,Sq Ñ pX 1,S1q be a full hieromorphism with hierarchically quasiconvex

image, and let S be the Ď-maximal element of S. The following are equivalent:

1. φ is coarsely lipschitz;

2. φ is a quasi-isometric embedding;
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3. the maps gφpX q : Fφ♦pSq Ñ φpX q and gFφ♦pSq : φpX q Ñ Fφ♦pSq are quasi-inverses of each

other, and in particular quasi isometries;

4. the subspace φpX q Ď X 1, endowed with the subspace metric, admits a hierarchically hyperbolic

structure obtained from the one of X by composition with the map φ;

5. πW pφpX qq is uniformly bounded for every W P S1zφ♦pSq.

Proof. The implications 3 ô 5 ñ 1 ô 2 ñ 4 ñ 1 and 2 ñ 3 are enough to prove the theorem.

5 ñ 1 By the Distance Formula applied in pX 1,S1q, there exists s0 such that for every s ą s0

there exists K 1, C 1 ě 0 for which

(2.14) dX 1pφpxq, φpyqq ď K 1
ÿ

V PS1

ttdV pπV pφpxqq, πV pφpyqqquus ` C
1 @x, y P X .

Also, the Distance Formula applied in pX ,Sq implies that there exists s1 such that for every s ą s1

there exist K,C ě 0 for which

(2.15) dX px, yq ě K´1
ÿ

UPS

ttdU pπU pxq, πU pyqquus ´ C @x, y P X .

Now let x, y P X . By hypothesis πW pφpX qq is uniformly bounded for every W P S1zφ♦pSq. Let

M be this uniform bound, and choose s such that s ą maxtM, s0u. Therefore

ÿ

V PS1

ttdV pπV pφpxqq, πV pφpyqqquus “
ÿ

U 1Pφ♦pSq

ttdU 1 pπU 1pφpxqq, πU 1pφpyqqquus

and Equation (2.14) implies that

dX 1pφpxq, φpyqq ď K 1
ÿ

U 1Pφ♦pSq

ttdU 1 pπU 1pφpxqq, πU 1pφpyqqquus ` C
1.

Using Remark 2.1.14, we can choose s̄, s̄1 ą s1 and K̄, C̄ ě 0 for which

ÿ

U 1Pφ♦pSq

ttdU 1 pπU 1pφpxqq, πU 1pφpyqqquus̄ ď K̄
ÿ

UPS

ttdU pπU pxq, πU pyqquus̄1 ` C̄.

By taking s̃ “ maxts0, s̄u we get

ÿ

U 1Pφ♦pSq

ttdU 1 pπU 1pφpxqq, πU 1pφpyqqquus̃ ď
ÿ

U 1Pφ♦pSq

ttdU 1 pπU 1pφpxqq, πU 1pφpyqqquus̄

ď K̄
ÿ

UPS

ttdU pπU pxq, πU pyqquus̄1 ` C̄.
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As s̄1 ą s1, by the Distance Formula, Equation (2.14) and Equation (2.15) we obtain

dX 1pφpxq, φpyqq ď K 1
ÿ

U 1Pφ♦pSq

ttdU 1 pπU 1pφpxqq, πU 1pφpyqqquus̃ ` C
1

ď K 1K̄
ÿ

UPS

ttdU pπU pxq, πU pyqquus̄1 `K
1C̄ ` C 1

ď K 1K̄ pKdX px, yq `KCq `K
1C̄ ` C 1 “ RdX px, yq `R

1

for appropriate constants R and R1. Therefore, φ is a coarsely lipschitz map.

1 ô 2 If φ is a quasi-isometric embedding, then it is a coarsely lipschitz map.

Suppose now that φ is a coarsely lipschitz map. To conclude that it is a quasi-isometric embedding,

we need to prove that there exist constants K,C ě 0 such that dX px, yq ď KdX 1pφpxq, φpyqq ` C

for every x, y P X .

By the Distance Formula applied in pX ,Sq, there exists s0 so that for every s ě s0 there exist

K1, C1 ě 0 so that

dX px, yq ď K1

ÿ

UPS

ttdU pπU pxq, πU pyqquus ` C1, @x, y P X .

Also by the Distance Formula applied to pX 1,S1q, there exists s1 so that for every s ě s1 there

exist K2, C2 ě 0 so that

dX 1pφpxq, φpyqq ě K´1
2

ÿ

WPS1

ttdW pπW pφpxqq, πW pφpyqqquus ´ C2, @x, y P X .

By Lemma 2.1.13, we can choose s̄, s̄1 ą s1 and K̄, C̄ ě 0 such that

ÿ

UPS

ttdU pπU pxq, πU pyqquus̄ ď K̄
ÿ

U 1Pφ♦pSq

ttdU 1pπU 1pφpxqq, πU 1pφpyqqquus̄1 ` C̄

ď K̄
ÿ

WPS1

ttdW pπW pφpxqq, πW pφpyqqquus̄1 ` C̄, @x, y P X .

Let s “ maxts0, s̄u. Since s ě s0 and s ě s̄, for any x, y P X we obtain that

dX px, yq ď K1

ÿ

UPS

ttdU pπU pxq, πU pyqquus ` C1 ď K1

ÿ

UPS

ttdU pπU pxq, πU pyqquus̄ ` C1

ď K1

˜

K̄
ÿ

WPS1

ttdW pπW pφpxqq, πW pφpyqqquus̄1 ` C̄

¸

` C1

ď K1K̄
`

K2dX 1pφpxq, φpyqq ` K̄C2

˘

`K1C̄ ` C1 “ SdX 1pφpxq, φpyqq ` S
1

for appropriate constants S and S1. Therefore, φ is a quasi-isometric embedding.
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2 ñ 4 If the map φ is a quasi-isometric embedding then p4q is automatically satisfied, because

hierarchical hyperbolicity is preserved under quasi isometries (compare with the remark before

[12, Theorem G]).

4 ñ 1 As the hieromorphism is full, every induced map φ˚U : CU Ñ Cpφ♦pUqq is a pξ, ξq-quasi

isometry, where ξ is independent of U P S, that is

ξ´1dU pπU pxq, πU pyqq ´ ξ ď dφ♦pUqpφ
˚
U pπU pxqq, φ

˚
U pπU pyqqq ď ξdU pπU pxq, πU pyqq ` ξ

for all U P S and for all x, y P X .

By the Distance Formula applied in pX ,Sq, there exists s0 such that for every s ě s0 there exist

K1, C1 ě 0 satisfying

(2.16) dX px, yq ě K´1
1

ÿ

UPS

ttdU pπU pxq, πU pyqquus ´ C1, @x, y P X .

We apply now the Distance Formula to the hierarchically hyperbolic space pφpX q, φ♦pSqq. There-

fore, there exists s1 such that for every s ě s1 there exist K2, C2 ě 0 satisfying

(2.17) dX 1pφpxq, φpyqq ď K2

ÿ

U 1Pφ♦pSq

ttdU 1pπU 1pφpxqq, πU 1pφpyqqquus ` C2, @x, y P X .

By Remark 2.1.14, we can choose s̄, s̄1 ą s0 and K̄, C̄ ě 0 for which

(2.18)
ÿ

U 1Pφ♦pSq

ttdU 1 pπU 1pφpxqq, πU 1pφpyqqquus̄ ď K̄
ÿ

UPS

ttdU pπU pxq, πU pyqquus̄1 ` C̄, @x, y P X .

For s “ maxts1, s̄u, combining Equation (2.16), Equation (2.17), and Equation (2.18), we obtain

that

dX 1pφpxq, φpyqq ď K2

ÿ

U 1Pφ♦pSq

ttdU 1pπU 1pφpxqq, πU 1pφpyqqquus ` C2

ď K2

˜

K̄
ÿ

UPS

ttdU pπU pxq, πU pyqquus̄1 ` C̄

¸

` C2

ď K2K̄ pK1dX px, yq `K1C1q `K2C̄ ` C2 “ TdX px, yq ` T
1

for appropriate constants T and T 1. Therefore, φ is a coarsely lipschitz map.

3 ñ 5 By hypothesis, gFS1 : φpX q Ñ FS1 and gφpX q : FS1 Ñ φpX q are quasi inverses of each other,

and by construction of gate maps they are also coarsely lipschitz. Therefore FS1 and φpX q are

quasi-isometric, where the quasi-isometry is given by gFS1 , and in particular there exists C ą 0

such that
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φpX q Ď NCpgφpX qpFS1qq.

Let W P S1zφ♦pSq. By the previous inclusion, there exists C 1 ą 0, depending on C and on πW ,

such that

(2.19) πW pφpX qq Ď NC1
`

πW pgφpX qpFS1qq
˘

.

Since the hieromorphism φ is full, φ♦pSq “ S1S1 . Moreover, by construction of gate maps, the

set πW pgφpX qpFS1qq is uniformly coarsely equal to pπW pφpX qqpπW pFS1qq, where pπW pφpX qq is the

closest-point projection in CW to the quasiconvex subspace πW pφpX qq. Since W P S1zS1S1 , we

have that diampπW pFS1qq ď α by [14, Construction 5.10] and, as a consequence, that there exists

α1 such that diampπW pgφpX qpFS1qqq ď α1. The first condition of the theorem follows from this, and

Equation (2.19).

5 ñ 3 We claim that there exists M ą 0 such that

dX 1pgFS1 ˝ gφpX qpzq, zq ďM, dX 1pgφpX q ˝ gFS1 pyq, yq ďM, @z P FS1 , @y P φpX q.

By applying the Distance Formula to the space pX 1,S1q, there exists s0 such that for every s ě s0

there exist K1, C1 ą 0 such that

dX 1pgFS1 ˝ gφpX qpzq, zq ď K1

ÿ

U 1PS1

ttdU 1pπU 1pgFS1 ˝ gφpX qpzqq, πU 1pzqquus ` C1, @z P FS1 .

By Lemma 2.1.7, diampπW pFS1qq ď ε for every W P S1zS1S1 for an appropriate ε ą 0. For

s ě maxts0, εu and the previous equation, it follows that

(2.20) dX 1pgFS1 ˝gφpX qpzq, zq ď K1

ÿ

U 1PS1
S1

ttdU 1pπU 1pgFS1 ˝gφpX qpzqq, πU 1pzqquus`C1, @z P FS1 .

For z P FS1 , using the fact that gFS1 pzq “ z, we obtain

(2.21)

dU 1
`

πU 1pgFS1 ˝ gφpX qpzqq, πU 1pzq
˘

“ dU 1pπU 1pgFS1 ˝ gφpX qpzqq, πU 1pgFS1 pzqqq ď

ď dU 1pppπU 1 ˝ gφpX qpzqq, ppπU 1pzqqq ` 2k

ď k1dU 1pπU 1pgφpX qpzq, πU 1pzqq ` c
1 ` 2k,

where p : CU 1 Ñ πU 1pFS1q is the closest-point projection to the quasiconvex subspace πU 1pFS1q Ď

CU 1, and k1, c1 denote the multiplicative and additive constants associated to the coarsely lips-

chitz map p, and k denotes the Hausdorff distance between the (uniformly) coarsely equal sets
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πW pgFS1 pxqq and ppπW pxqq, for every x P X 1.

By Lemma 2.1.15 there exists a constant T ą 0 such that for every z P FS1 there exists φpxq P φpX q

for which dU 1pπU 1pφpxqq, πU 1pzqq ď T for every U 1 P S1S1 . Since πU 1pgφpX qpzqq coarsely equals

pπU1 pφpX qqpπU 1pzqq, we obtain that

dU 1pπU 1pgφpX qpzqq, πU 1pzqq ď T 1 @ U 1 P S1S1 .

By choosing an adequate s in Equation (2.20), we conclude that

dX 1pgFS1 ˝ gφpX qpzq, zq ď C1.

In order to show that dX 1pgφpX q ˝ gFS1 pyq, yq is uniformly bounded for every y P φpX q let µ ą 0

denote the constant such that diampπW pφpX qqq ă µ for every W P S1zφ♦pSq “ S1zS
1

S1 . By the

Distance Formula there exists s0 ą 0 such that for all s ě s0 there exists K2, C2 such that

(2.22) dX 1pgφpX q˝gFS1 pyq, yq ď K2

ÿ

U 1PS1

ttdU 1pπU 1pgφpX q˝gFS1 pyqq, πU 1pyqquus`C2, @ y P φpX q.

Since πU 1 ˝ gφpX q — pπU1 pφpX qq ˝ πU 1 , it follows that πU 1pgφpX q ˝ gFS1 q — pπU1 pφpX qqpπU 1 ˝ gFS1 q.

Moreover, if U 1 Ď S1, it follows that πU 1 ˝ gFS1 — πU 1 , because πU 1pFS1q — πU 1pX 1q for every

U 1 Ď S1. Therefore, we conclude that πU 1pgφpX q˝gFS1 q — pπU1 pφpX qq˝πU 1 . For any y P φpX q we have

that pπU1 pφpX qq ˝ πU 1pyq “ πU 1pyq and, therefore, πU 1pgφpX q ˝ gFS1 pyqq — πU 1pyq for every U 1 P S1S1 ,

that is for all U 1 P S1 and for all y P φpX q, we have that dU 1pπU 1pgφpX q ˝ gFS1 pyqq, πU 1pyqq ď µ̄ for

some constant µ̄.

For s ě maxts0, µ, µ̄u, Equation (2.22) yields that dpgφpX q ˝ gFS1 pyq, yq ď C2, that is the distance

is uniformly bounded.

2 ñ 3 We claim that pφpX q,S1S1q is a hierarchically hyperbolic space. Since pX ,Sq is a hierarchi-

cally hyperbolic space and φpX q is quasi isometric to X , we can endow φpX q with the hierarchically

hyperbolic structure given by the index set S. For V P S, the projections πV : φpX q Ñ CV in this

latter hierarchically hyperbolic space are defined to be πV ˝φ
´1, where φ´1 is a fixed quasi inverse

of φ : X Ñ φpX q, and πV are the projections in the space pX ,Sq.

Moreover, we can define the hierarchically hyperbolic space pφpX q, φ♦pSqq. For V 1 P φ♦pSq, that

is for V 1 “ φ♦pV q with V P S, the projections πV 1 : φpX q Ñ CV 1 are defined to be φ˚V ˝ πV ˝ φ
´1,

where φ´1 and πV are as before, and φ˚V : CV Ñ CV 1 are the (uniform) quasi isometries provided

by the hierarchically hyperbolic space pX ,Sq.

By Definition 1.6.6 we have that φ˚V ˝ πV — πV 1 ˝ φ, where πV 1 is the projection in the space

pX 1,S1q. Therefore πV 1 — πV 1 ˝ φ ˝ φ
´1, which uniformly coarsely coincides with πV 1 , being φ and



2.3. MAIN STRUCTURAL RESULTS 49

φ´1 quasi inverses of each other. Thus pφpX q, φ♦pSqq is a hierarchically hyperbolic space, where

we can take the projections to be πV 1 for all V 1 P φ♦pSq, instead of πV 1 .

From this point, the argument to prove that there exists M ą 0 such that

dX 1pgFS1 ˝ gφpX qpzq, zq ďM, dX 1pgφpX q ˝ gFS1 pyq, yq ďM @ z P FS1 , y P φpX q

is exactly the same as the one used in the previous implication 5 ñ 3, and it is omitted.

2.3 Main structural results

Theorem 2.2.1 has several consequences. We start with the following:

Remark 2.3.1. The combination theorem of Behrstock, Hagen, and Sisto [14, Theorem 8.6] holds

without the first part of their fourth hypothesis, that is

if e is an edge of T and Se is the Ď-maximal element of Se, then for all V P Se˘ , the

elements V and φ♦
e˘
pSeq are not orthogonal in Se˘ .

Indeed, this hypothesis is used (compare [14, Definition 8.23]) to define the uniformly bounded

sets ρ
rW s
rV s when rW s and rV s are transverse equivalence classes whose supports do not intersect.

By Theorem 2.2.1, instead of defining

ρ
rW s
rV s “ cV ˝ ρ

φ♦

e`
pSq

Vv

as done in [14, Definition 8.23], we can impose that

ρ
rW s
rV s “ cV

`

πVe` pφe`pXeqq
˘

,

where e is the last edge in the geodesic connecting TrW s to TrV s, with e` P TrV s, and cV is the

comparison map from CVe` to the favorite representative of rV s. We will exploit this fact in the

proof of Theorem 3.0.1 (compare Subsection 3.2.3 and Equation (3.14)). The proof of [14, Theorem

8.6], after this modification, is not altered.

Lemma 2.3.2. Let φ : pX ,Sq Ñ pX 1,S1q be a full, coarsely lipschitz hieromorphism between hi-

erarchically hyperbolic spaces such that φpX q is hierarchically quasiconvex in X 1, and let S be the

Ď-maximal element of S.

There exist ε and ε0 such that for all ε1 ě ε0, if pX ,Sq is ε1-concrete, with the intersection property

and clean containers, then for any element W P S1 we have that W K suppε
`

φpX q
˘

if and only if

W K φ♦pSq.
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Proof. Let ε ą maxt3α, 3ξ, µu, where µ is the uniform bound given by Theorem 2.2.1 on the

diameters of πU
`

φpX q
˘

for all U P S1zφ♦pSq, and ε0 and ε1 be as in Lemma 2.1.9. Suppose

that W K φ♦pSq, so that W K S1φ♦pSq. By the choice of ε and by Theorem 2.2.1, we have that

suppεpφpX qq Ď S1φ♦pSq, because the hieromorphism if full, coarsely lipschitz, and with hierarchi-

cally quasiconvex image. Thus W K suppε
`

φpX q
˘

.

Assume now that W K suppε
`

φpX q
˘

. As the hierarchically hyperbolic space pX ,Sq is ε1-concrete,

we have that S “
Ž

suppε1pX q, and therefore

(2.23) φ♦pSq “ φ♦
´

ł

suppε1pX q
¯

.

The hieromorphism φ is full and
`

X ,S
˘

satisfies the intersection property, therefore by Lemma

2.1.3 and Equation (2.23) we obtain that

(2.24) φ♦pSq “
ł

φ♦
`

suppε1pX q
˘

,

and by Lemma 2.1.9 we have that

(2.25) φ♦psuppε1pX qq Ď suppεpφpX qq.

Combining Equation (2.24) and Equation (2.25), we conclude that φ♦pSq Ď
Ž

suppεpφpX qq. As

W K suppε1pφpX qq, by clean containers and Lemma 2.1.4 it follows that W K
Ž

suppεpφpX qq.

Therefore W K φ♦pSq.

Theorem 2.3.3. Let φ : pX ,Sq Ñ pX 1,S1q be a full, coarsely lipschitz hieromorphism with hi-

erarchically quasiconvex image, and assume that X is unbounded and concrete. There exists a

constant η ě 0, depending only on the hierarchical structures and the hieromorphism φ, such that

dX 1pFS1 , φpX qq ď η, where S1 “ φ♦pSq and S is the Ď-maximal element of S.

Proof. Let κ0 and E be the constants coming from the hierarchically hyperbolic space X 1, and let

µ be the uniform constant on the diameters of the sets πW pφpX qq, for all W P S1zφ♦pSq, provided

by Theorem 2.2.1.

Let V 1 P supppφpX qq, take κ such that

κ ą maxt2κ0, 2E,E ` µu

and consider x, y P X for which

(2.26) dV 1pπV 1pφpxqq, πV 1pφpyqqq ą 2κ.
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Let W P S1zφ♦pSq be such that either V 1&W or V 1 ĎW . We claim that either

(2.27) dW

´

πW pφpxqq, ρ
V 1

W

¯

ď 2κ or dW

´

πW pφpyqq, ρ
V 1

W

¯

ď 2κ.

Indeed, assume that Equation (2.27) is not satisfied and that W&V 1. By consistency, as 2κ ą κ0,

we have that

dV 1
`

πV 1pφpxqq, ρ
W
V 1
˘

ď κ0 and dV 1
`

πV 1pφpyqq, ρ
W
V 1
˘

ď κ0.

This leads to a contradiction with Equation (2.26).

Assume now that V 1 ĎW . Again by consistency, we have that

diamCV 1
`

πV 1pφpxqq Y ρ
W
V 1pπW pφpxqqq

˘

ď κ0 and diamCV 1
`

πV 1pφpyqq Y ρ
W
V 1pπW pφpyqqq

˘

ď κ0.

Let σ be the geodesic in CW with endpoints πW pφpxqq and πW pφpyqq. By the Bounded Geodesic

Axiom there are two possibilities:

1. diamCV 1
`

ρWV 1pσq
˘

ď E, or

2. σ XNEpρV
1

W q ‰ H.

In the first case, applying the triangle inequality we conclude that

dV 1pπV 1pφpxqq, πV 1pφpyqq ď κ0 ` E ` κ0 “ 2κ0 ` E ď 2κ,

which contradicts Equation (2.26).

For the second case, since W P S1zφ♦pSq we know that πW pφpX qq is bounded by the uniform

constant µ. This means that dW
`

πW pφpxqq, πW pφpyqq
˘

ď µ. Furthermore, since there exists z P σ

such that dW

´

z, ρV
1

W

¯

ď E, using the triangle inequality we have that

dW

´

πW pφpxqq, ρ
V 1

W

¯

ď E ` µ and dW

´

πW pφpyqq, ρ
V 1

W

¯

ď E ` µ.

Using the triangle inequality we obtain that

dW
`

πW pφpxqq, πW pφpyqq
˘

ď dW

´

πW pφpxqq, ρ
V 1

W

¯

` dW

´

πW pφpyqq, ρ
V 1

W

¯

ď 2pE ` µq ă 2κ,

contradicting the assumption that the conditions in Equation (2.27) are not satisfied. Therefore,

Equation (2.27) follows.

We have shown that for every V 1 P supp2κpφpX qq and every W P S1zφ♦pSq such that W Ě V 1 or

W&V 1 we have that dW pπW pφpX q, ρV
1

W q ď 2κ. For S1 “ φ♦pSq, let U P S1 be such that U Ě S1

or U&S1 (in particular, U P S1zφ♦pSqq. By Lemma 2.3.2, there exists V 1 P supp2κpφpX qq for
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which U M V 1. Since U Ę S1 and V 1 Ď S1, it follows that U Ę V 1. Therefore, either U Ě V 1 or

U&V 1, and by the above argument dU pπU pφpX qq, ρV
1

U q ď 2κ. Since dU pρ
S1

U , ρ
V 1

U q ď κ0, it follows

that dU pρ
S1

U , πU pφpX qqq ď 3κ.

We now claim that there exists some constant ν1 such that dX 1 pFS1 , φpX qq ď ν1. Fix x0 P X , and

let z P FS1 be the realization point of the consistent tuple

$

’

’

’

’

&

’

’

’

’

%

πU pφpx0qq, @ U P SS1 ;

πU pφpx0qq, @ U P SKS1 ;

ρS
1

U @ U&S1 or U Ě S1.

By the above argument and the choice of the realization point z, if follows that the distance

dU pπU pzq, πU pφpX qq is uniformly bounded, for all U P S1. Since φpX q is a hierarchical quasiconvex

subspace of X 1, there exists a constant η depending only on the hierarchically hyperbolic structure

of pX 1,S1q for which dX 1pz, φpX qq ď η. Therefore dX 1pFS1 , φpX qq ď η and the proof is complete.

We end the chapter with the following corollary of the previous theorem:

Corollary 2.3.4. Let φ : pX ,Sq Ñ pX 1,S1q be a full, coarsely lipschitz hieromoprhism, assume

that X is unbounded and concrete, and let S1 “ φ♦pSq, where S P S is the Ď-maximal element.

For all U P S1 such that either S1 Ĺ U or S1&U , the sets ρS
1

U and πU pφpX qq coarsely coincide.

Proof. For any U P S1 such that either S1 Ĺ U or S1&U , we have that πU pFS1q “ ρS
1

U by [14,

Construction 5.10]. Moreover, the distance dU pπU pFS1q, πU pφpX qqq is at most Kη`K by Theorem

2.3.3.

Since diamCU pπU pφpX qqq ď µ and diamCU pρ
S1

U q ď ξ, any pair of elements in the sets ρS
1

U “

πU pφpX qq and πU pFS1q is at uniform bounded distance from each other.



Chapter 3

A Combination theorem

In this chapter we introduce a combination theorem for hierarchically hyperbolic groups. Before we

begin, we would like to point out that there have been previous efforts in establishing combination

theorems on this class. In [14, Section 8], Behrstock, Hagen and Sisto impose strict conditions on

a tree of hierarchically hyperbolic spaces (something completely analogous to the trees of hyper-

bolic groups considered by Bestvina and Feighn, and mentioned previously - see Definition 3.1.1)

that ensure that the resulting space is again hierarchically hyperbolic. From this, they deduce

[14, Corollary 8.24] the hierarchical hyperbolicity of fundamental groups of finite graph of groups

satisfying related strict conditions. In [84, Theorem 4.17], Spriano shows that certain amalgamated

products of hierarchically hyperbolic groups are hierarchically hyperbolic, building on results from

his previous work [83].

We now state the main theorem of this chapter.

Theorem 3.0.1. Let T be a tree of hierarchically hyperbolic spaces. Suppose that:

1. each edge-hieromorphism is hierarchically quasiconvex, uniformly coarsely lipschitz and full;

2. comparison maps are uniform quasi isometries;

3. the hierarchically hyperbolic spaces of T have the intersection property and clean containers.

Then the metric space X pT q associated to T is a hierarchically hyperbolic space with clean con-

tainers and the intersection property.

We devote Section 3.1 and Section 3.2 to introduce the necessary ingredients and prove the main

theorem. Section 3.3 of this chapter is devoted to corollaries following from Theorem 3.0.1.

The second condition of Theorem 3.0.1 cannot be further relaxed. A counterexample of Theorem

3.0.1 without the second hypothesis is given by Bass-Serre trees of Baumslag-Solitar groups. In-

deed, non-abelian Baumslag-Solitar groups are HNN extensions Z˚Z, that is graph of groups of

hierarchically hyperbolic groups, and they are not hierarchically hyperbolic (recall Remark 1.9.10).

See Remark 3.3.8 for a detailed discussion relating Baumslag–Solitar groups with comparison maps.

53
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3.1 Trees of hierarchically hyperbolic spaces

In Subsection 1.9.1 we introduced the notion of tree of spaces. We saw that tree of spaces are

particularly useful when considering a complicated group that is known to act on a tree by isome-

tries (which, as we have seen in subsection 1.3, is equivalent to saying that the group splits). In

short, a graph of spaces is analogous to a graph of groups; the difference being that in the latter

notion we associate groups and monomorphisms to vertices and edges whereas in the former we

associate metric spaces and injective functions. We now recall the more general definition of tree

of hierarchically hyperbolic spaces, originally introduced in [14].

A tree of hierarchically hyperbolic spaces T is a graph of spaces, but we further require the attaching

maps associated to edges to be hieromorphisms (Definition 1.6.6). There are several benefits to

considering trees of hierarchically hyperbolic spaces in this way: for instance, a given element V in

the index set associated to a vertex can be propagated across the underlying tree of T , providing

a subtree that witnesses the presence of V in other vertex spaces. We call such a subtree a support

tree (Equation (3.1)). We devote this section to explore trees of hierarchically hyperbolic spaces

and the behaviour of its various support subtrees.

Definition 3.1.1. Let T “ pV,Eq be a tree. A tree of hierarchically hyperbolic spaces is a quadruple

T “
`

T, tXvuvPV , tXeuePE , tφe˘ : Xe Ñ Xe˘uePE
˘

such that

1. tXvu and tXeu are families of uniformly hierarchically hyperbolic spaces with index sets tSvu

and tSeu respectively;

2. all φe` : pXe,Seq Ñ pXe` ,Se`q and φe´ : pXe,Seq Ñ pXe´ ,Se´q are hieromorphisms with

all constants bounded uniformly by some ξ ě 0.

To a tree of hierarchically hyperbolic spaces T we can associate the metric space X pT q :“
Ů

vPV pXv, dq in the following way. If x P Xe, then add an edge between φe´pxq and φe`pxq.

Given x, x1 P X in the same vertex space Xv, then define d1px, x1q to be dXv px, x
1q. Given x, x1 P X

joined by an edge, define d1px, x1q “ 1. If x0, x1, . . . , xm P X is a sequence with consecutive points

either joined by an edge or in a common vertex space, then define

d1px0, xmq “
m
ÿ

i“1

d1pxi´1, xiq.

Finally, given x, x1 P X , define

dpx, x1q “ inftd1px, x1q | x “ x0, . . . , xm “ x1 a sequenceu.

Following [14, Section 8], for each edge e and each We´ P Se´ and We` P Se` , we write

We´ „d We` if there exists We P Se such that φ♦e´pWeq “ We´ and φ♦e`pWeq “ We` . Then, the

transitive closure of „d defines a equivalence relation in
Ů

vSv, denoted by „.
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The support of an „-equivalence class rV s is

(3.1) TrV s :“
 

v P T | there exists Vv P Sv such that rV s “ rVvs
(

.

By definition of the equivalence „, supports are trees.

Lemma 3.1.2. Let T be a tree of hierarchically hyperbolic spaces with full edge hieromorphisms.

If rU s Ď rV s then TrV s Ď TrUs.

Proof. As rU s Ď rV s, there exist a vertex u P T and representatives Uu, Vu P Su of rU s and rV s

respectively such that Uu Ď Vu. Let v P TrV s: we will prove that v P TrUs.

Let σ be the geodesic connecting u to v in the tree T , with consecutive edges e1, . . . , ek, so that

e´1 “ u and e`k “ v. Since u, v P TrV s and supports are connected, we conclude that e˘i P TrV s for

all i “ 1, . . . , k. Therefore, there exist representatives Ve´i
and Ve`i

“ Ve´i`1
of rV s in each index set

Se˘i
, and there exist representatives Vei P Sei in each edge space on σ such that φ♦

e˘i
pVeiq “ Ve˘i

.

Since Uu Ď Vu “ Ve´1
“ φ♦

e´1
pVe1q, by fullness of φe´1

(compare Definition 1.7.8) we know that there

exists some Ue1 P Se1 such that φ♦
e´1
pUe1q “ Uu and Ue1 Ď Ve1 . Thus there exists a representative

Ue`1
“ φ♦

e`1
pUe1q of rU s in Se`1

.

As hieromorphisms respect nesting, we know that Ue`1
Ď Ve`1

. Applying the same argument to

the other edges ei of σ, we conclude that there exists a representative Uv of rU s in Sv such that

Uv Ď Vv. Therefore TrV s Ď TrUs.

Definition 3.1.3 (Gate maps in trees of hierarchically hyperbolic spaces). Let T be a

tree of hierarchically hyperbolic spaces and assume that the image of the hieromorphism φv :

pXe,Seq Ñ pXv,Svq is hierarchically quasiconvex (recall Definition 1.7.4) for every e P E and

v P V connected to e. The gate map gv : X Ñ Xv is defined as follows. Let x P X be an arbitrary

element. If x P Xv, then define gvpxq :“ x. If x R Xv, then we define gvpxq inductively. Let w

be the vertex such that x P Xw, suppose that dT pv, wq “ n ě 1, and that gvp´q is defined on all

vertex spaces that are at distance strictly less than n from v. Let γ be the geodesic in T connecting

w to v, let e be its first edge, with e´ “ v. It follows that dT pe
`, vq “ n´ 1. Then

gvpxq :“ gv

´

φe` ˝ φe´
`

gφe´ pXeqpxq
˘

¯

,

where φe´ : Xe´ Ñ Xe is a quasi-inverse of φe´ : Xe Ñ Xe´ .

Definition 3.1.4 (Comparison maps). Let T be a tree of hierarchically hyperbolic groups, rV s

be an equivalence class, and let u ‰ v be two vertices in the support of rV s. The comparison map

c : CVu Ñ CVv between the hyperbolic spaces associated to the representatives Vu and Vv of the

class rV s is defined as follows.
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Assume first that u and v are vertices connected by a single edge e such that u “ e´ and v “ e`.

Then, the comparison map is defined as

c :“ φ˚e` ˝ φ
˚
e´

: CVu Ñ CVv.

Where the maps φ˚
e`

: CVe Ñ CVe` and φ˚
e´

: CVe Ñ CVe´ are the quasi-isometries induced by the

hieromorphisms φe` : Xe Ñ Xe` and φe´ : Xe Ñ Xe´ respectively and φ˚
e´

denotes a quasi inverse

of φ˚
e´

.

For the general case, let γ be the geodesic in T connecting u to v, let ui be the i-th vertex of

this geodesic (so that u “ u0 and v “ un for some natural number n ą 0), and let ei be the

edge connecting ui´1 to ui. For all i “ 1, . . . , n consider the hieromorphisms φe´i
: Xei Ñ Xui´1

and φe`i
: Xei Ñ Xui , and the induced quasi-isometries φ˚

e´i
: CVei Ñ CVui´1 and φ˚

e`i
: CVei Ñ CVui

from the hyperbolic space associated to the representative of rV s in Sei to the hyperbolic spaces

associated to Vui´1
and Vui respectively. Finally, let φ˚

e´i
: CVui´1

Ñ CVei be a quasi-inverse of the

map φ˚
e´i

, for all i.

Then, the comparison map c is defined to be the composition of the previous quasi isometries:

(3.2) c :“ φ˚
e´n
˝ φ˚

e´n
¨ ¨ ¨ ˝ φ˚

e´1
˝ φ˚

e´1
: CVu0

Ñ CVun .

Remark 3.1.5. It is a fact [14, Lemma 8.18] that if the cardinality of supports is uniformly

bounded, then comparison maps are pξ, ξq-quasi-isometries, for some uniform (not depending on

the two vertices u and v) constant ξ ě 1.

Remark 3.1.6. If the edge hieromorphisms tφe˘uePE of the tree of hierarchically hyperbolic spaces

T induce isometries at the level of hyperbolic spaces, then we can choose inverse isometries for the

maps φ˚
e˘

. Therefore, from Equation (3.2) it follows that comparison maps in this particular case

are isometries.

We record now the following lemma, which is implicitly used in [14]. Its proof follows by applying

repeatedly the (coarsely commutative) second diagram of Equation (1.2).

Lemma 3.1.7. Let T be a tree of hierarchically hyperbolic spaces, and let rU s, rV s be two equiv-

alence classes such that either rU s&rV s or rU s Ď rV s. If comparison maps are uniform quasi

isometries, then for all vertices u, v P TrUs X TrV s the set cpρUuVu q is coarsely equal to ρUvVv , where

c : CVu Ñ CVv is the comparison map.



3.1. TREES OF HIERARCHICALLY HYPERBOLIC SPACES 57

3.1.1 Trees with decorations

Recall that a tree of hierarchically hyperbolic spaces (as defined in Definition 3.1.1) is a tuple

(3.3) T “
´

T, tpXv,SvquvPV , tpXe,SequePE
˘

, tφe˘ : pXe,Seq Ñ pXe˘ ,Se˘qu

¯

,

where T “ pV,Eq is a tree, tpXv,SvquvPV u and tpXe,SequePEu are families of uniformly hierar-

chically hyperbolic spaces, and φe` : pXe,Seq Ñ pXe` ,Se`q and φe´ : pXe,Seq Ñ pXe´ ,Se´q are

hieromorphisms with constants all bounded uniformly.

Recall that, on
Ů

vPV Sv one defines the following equivalence class: given an edge e “ tv, wu P E

and U P Se, impose φ♦v pUq to be equivalent to φ♦wpUq, and take the transitive closure of this to

obtain the desired equivalence relation. Given U P
Ů

vPV Sv, its equivalence class is denoted by

rU s.

In general, in a tree of hierarchically hyperbolic spaces T it might happen that two distinct equiva-

lence classes rU s ‰ rV s are supported on exactly the same vertices of the tree T , that is TrUs “ TrV s.

This is not desirable, and in this subsection we describe a slight modification of the tree T (and

therefore of the metric space X pT q associated to it) that ensures that rU s “ rV s if and only if

TrUs “ TrV s. We achieve this by attaching to each vertex v of T a tree of uniformly bounded

diameter, and refer to these attached trees as decorations. We denote the tree that is obtained

with this process by rT . As a consequence, the new support trees rTrUs will become larger than the

original ones (i.e. TrUs Ď rTrUs for each equivalence class rU s).

All the hypotheses of Theorem 3.0.1 are preserved by adding these decorated trees (furthermore, the

metric spaces associated to the two trees of hierarchically hyperbolic spaces are quasi-isometric),

and therefore for the proof of the theorem we will assume without loss of generality that equivalence

classes are discriminated by their supports.

We now describe how to decorate the tree T of hierarchically hyperbolic spaces of Equation (3.3),

to ensure that rU s “ rV s if and only if TrUs “ TrV s.

For any vertex v P T , let Sv be the Ď-maximal element in Sv, let U be any Ď-maximal element of

SvztSvu and let FU ˆ tfu be a parallel copy of the FU inside of Xv. For any such choice, we add

a new vertex ṽ and a new edge ẽ connecting v and ṽ. The metric spaces Xṽ and Xẽ are defined to

be FU ˆ tfu, with the induced metric.

It follows from [14, Proposition 5.11] that
`

X
rv,SU

˘

and
`

X
re,SU

˘

are hierarchically hyperbolic

spaces, of complexity strictly lower than
`

Xv,Sv

˘

. We refer to these index sets as SU,f
rv and SU,f

re

respectively, where the exponent is added to keep track of the choices of the Ď-maximal element

U P SvztSvu, and of the parallel copy FU ˆ tfu.

The hieromorphisms φ
re` and φ

re´ are defined as follows. At the level of metric spaces, φ
re` : X

re Ñ

X
rv is the identity map and φ

re´ : X
re Ñ Xv is the subspace inclusion. The map φ♦

re`
: SU,f

re Ñ SU,f
rv is

the identity of the set SU , and φ♦
re´

: SU,f
re Ñ Sv is the inclusion. At the level of hyperbolic spaces,

the maps φ˚
re´,W

, φ˚
re`,W

: CW Ñ CW are the identity for each W P SU,f
re . It is straightforward

to check that the commutative diagrams of Definition 1.6.6 are satisfied. Furthermore, since

φ♦
re`
, φ♦

re´
and φ˚

re`,W
, φ˚

re´,W
are identity maps or inclusions, it follows that φ

re` and φ
re´ are full
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hieromorphism. Moreover, they are quasiconvex.

We repeat this process for any newly produced vertex, until the complexity of the resulting hi-

erarchically hyperbolic spaces is one. In particular, given a new vertex rv with associated hierar-

chically hyperbolic space
`

FU ˆ tfu,SU

˘

not of complexity one, consider a Ď-maximal element

V P SUztUu. Consider moreover a parallel copy FV ˆ tf
1u of FV in FU ˆ tfu, and repeat the

process to construct a new vertex with associated hierarchically hyperbolic space
`

FV ˆtf
1u,SV

˘

.

We stress that FV is defined in the hierarchically hyperbolic space
`

FU ˆtfu,SU

˘

, and not in the

space
`

Xv,Sv

˘

for which U P Sv.

We denote by rT the tree of hierarchically hyperbolic spaces obtained from T following this process.

Notice that X pT q can be naturally seen as a subspace of X prT q, that is X pT q Ď X prT q. Moreover,

as the complexity of the hierarchically hyperbolic spaces of T is uniformly bounded and each step

of the described process reduces the complexity by one, there exists a uniform constant C such

that NC
`

X pT q
˘

“ X prT q. In particular, the inclusion map ι : X pT q ãÑ X prT q is a quasi isometry,

and therefore the two spaces X pT q and X prT q are quasi isometric.

In X prT q, we denote by „‹ the equivalence relation described in Subsection 3.1, by rU s‹ the

equivalence class of U P
Ů

rvP rV S
rv with respect to „‹, and by rTrUs‹ the support of rU s‹. Notice

that rTrUs‹XT “ TrUs for all U P
Ů

vPV Sv, and that for all rV P
Ů

rvP rV zV S
rv there exists V P

Ů

vPV Sv

such that rV „‹ V .

Remark 3.1.8. In the context of hierarchically hyperbolic groups, decorating a tree T amounts

to the following. Let v be a vertex in T with associated group G, and consider the Bass-Serre tree

of G ˚H H, where H is a hierarchically quasiconvex subgroup of G of maximal, strictly smaller

complexity, and the two edge-embeddings are given by the identity map idH : H Ñ H and by the

inclusion ι : H Ñ G. This Bass-Serre tree has one vertex v0 with associated group G, and rG : Hs

vertices vi whose associated groups are the G-cosets of the subgroup H, and edges ei connecting

v0 to vi.

In the tree T , we replace the vertex v by v0, and we add new vertices vi and edges ei connecting

v0 to vi. To these new vertices v0 and vi, we associate the groups given by the Bass-Serre tree of

the splitting G ˚H H.

For any new vertex vi added in such way, we repeat the process unless the vertex group H has

complexity one.

Lemma 3.1.9. In the tree of hierarchically hyperbolic spaces rT we have that rU s‹ “ rV s‹ if and

only if rTrUs‹ “
rTrV s‹ .

Proof. One implication is trivial. Assume now that rTrV s‹ “
rTrW s‹ . If the complexity of the two

equivalence classes rV s‹ and rU s‹ is different, then the decorations added to the tree T are trees of

different diameter, and therefore we cannot have that rTrV s‹ “
rTrW s‹ . Thus, the equivalence classes

have the same complexity, so neither cannot be properly nested into the other.

By construction, in the tree rT there are vertices ru and rv such that U and V are Ď-maximal
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elements of S
ru and S

rv, respectively. As rTrUs‹ “
rTrV s‹ , the equivalence class rU s‹ must have a

representative in S
rv, and rV s‹ must have a representative in S

ru. As neither equivalence class can

be properly nested into the other, it must then be that rU s‹ “ rV s‹.

If the tree T satisfies the hypotheses of Theorem 3.0.1, then also rT does. We prove this in the

following lemmas.

Lemma 3.1.10. In the tree of hierarchically hyperbolic spaces rT the edge hieromorphisms are full,

coarsely lipschitz, and hierarchically quasiconvex.

Proof. Let e be an edge in rT . Two cases can occur: either e is an edge already in the tree T , or it

was added with the decoration of T .

If e was already an edge in T , then the edge hieromorphisms are full, coarsely lipschitz, and

hierarchically quasiconvex by the hypotheses of Theorem 3.0.1. On the other hand, if e is a new

edge then the two maps φe´ and φe` are full, hierarchically quasiconvex isometric embeddings

(one is actually an isometry), by construction.

Lemma 3.1.11. The hierarchically hyperbolic spaces of rT have the intersection property and clean

containers.

Proof. Let rv be a vertex of rT . If rv P T then S
rv has the intersection property and clean containers,

by the hypotheses of Theorem 3.0.1. If rv P rT zT , then S
rv “ SU,f

rv coincides with SU , for some

U P
Ů

vPV Sv. Therefore, S
rv has in intersection property. Let v P T be the vertex such that

U P Sv.

Suppose that S
rv “ SU,f

rv “ SU does not have clean containers. Therefore, there exists W P

SUztUu such that the set tZ P SU | Z K W u is not empty, and W M contUKW . By Lemma

2.1.5 we know that contUKW “ U ^ contKW , where contKW is the orthogonal container of W in

Sv. Moreover W K contKW by clean containers in Sv, and therefore we reach a contradiction, as

contUKW Ď contKU . Thus, SU,f
rv has clean containers.

The argument for edge spaces is similar.

Lemma 3.1.12. Comparison maps in rT are uniformly quasi-isometries.

Proof. Let v, w be two vertices in rT and let rV s‹ be an equivalence class supported on both vertices,

with representatives Vv and Vw respectively. Consider the comparison map c : CVv Ñ CVw, as

defined in Equation (3.2). If both vertices already belong to T Ď rT , then the map c is a uniform

quasi-isometry by the hypotheses of Theorem 3.0.1.

If one vertex, say w, belongs in rT zT , and v P T , consider the geodesic σ in rT connecting v to

w. Let v “ v0, . . . vn “ w be the vertices of σ, such that vi is joined by an edge to vi`i for all

i “ 0, . . . , n ´ 1. Then, there exists a maximal index i‹ such that vi‹ P T and vi‹`1 P rT zT ; let
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V‹ be the representative of rV s in Svi‹
. From Equation (3.2) we see that c is the composition of

c1 : CVv Ñ CVvi‹ with c2 : CVvi‹ Ñ CVw. As noticed in the previous case, the map c1 is a uniform

quasi-isometry. Moreover, by construction, the map c2 is an isometry, and therefore c is a uniform

quasi-isometry, being the composition of these two maps.

The last case to consider is when both vertices belong to rT zT . Depending on whether the geodesic

σ does not intersect T , or does intersect it, the map c will be an isometry, or a composition of

three maps, two of which isometies and the remaining a uniform quasi isometry.

Therefore, all comparison maps are uniform quasi isometries.

In view of this, for the whole proof of Theorem 3.0.1 we assume without loss of generality that

equivalence classes are differentiated by their supports already in the tree of hierarchically hyper-

bolic space T , that is rU s “ rV s if and only if TrUs “ TrV s.

On the other hand, for the proof of Corollary 3.3.1, that is the application of Theorem 3.0.1

to hierarchically hyperbolic groups, we will not decorate the tree T . This is because, even if a

hierarchically hyperbolic group
`

G,S
˘

acts on the index set S, the set of product regions
 

FU ˆ

tfu | U P S, f P EU

(

might not be G-invariant. Therefore, it might happen that the hierarchically

hyperbolic space pX prT q, rSq, where rS denotes the index set associated to the decorated tree rT ,

does not admit a non-trivial action of G onto rS. We refer to Section 3.3 for the complete treatment

of this delicate point.

We now define the hierarchically hyperbolic structure on this tree of hierarchically hyperbolic

spaces.

3.2 Endowing a tree of HHS with an HHS structure

As we have seen, whenever we are presented with a tree of metric spaces T , it is possible to associate

a metric space X pT q to it called the total space of T . Theorem 3.0.1 gives sufficient conditions under

which the total space of a tree of hierarchically hyperbolic spaces has a hierarchically hyperbolic

space structure. This section is dedicated to the proof of Theorem 3.0.1 and is divided into three

subsections. In the first section we show how the index set is built; the second one describes what

the hyperbolic spaces associated to each element in the index set are. Finally, in the last subsection

we prove Theorem 3.0.1 with the newly-developed elements.

3.2.1 Construction of index set

Remark 3.2.1 (Concreteness of the edge spaces). In the proof of Theorem 3.0.1 we will

need to exploit concreteness of the edge spaces, which is not an hypothesis of the theorem. We

now explain why we can suppose, without loss of generality, that all the hierarchically hyperbolic

edge-spaces of T are ε-concrete.

Let ε ě 3 maxtα, ξu as in Lemma 2.1.7. If the edge spaces are not all ε-concrete, then we apply
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Proposition 2.1.12 to each edge space Se of T to obtain a sub-index set Se,ε Ď Se such that

pXe,Se,εq is ε-concrete. Notice that if Se is already ε-concrete, then Se,ε “ Se.

Similarly to what is defined in Subsection 3.1, define „ε to be the transitive closure of „d,ε: for

any edge e and any U P Se,ε, we have that φe`pUq „d,ε φe´pUq.

Doing so (and not defining equivalence classes with respect to the equivalence class „ of Subsection

3.1) will be crucial to be able to apply Lemma 2.3.4 during the proof of Theorem 3.0.1. Moreover,

this does not affect the hypotheses of the theorem, that continue to be satisfied. Indeed, edge spaces

continue to be uniformly hierarchically quasiconvex in vertex spaces, with edge hieromorphisms

being full and uniformly coarsely lipschitz. Comparison maps are not affected by this change (but

there might be fewer of them, as we are considering possibly smaller edge-space index sets). Finally,

the intersection property is preserved by Proposition 2.1.12, and clean containers are preserved by

Lemma 2.1.5.

In view of Remark 3.2.1, from now on we assume without loss of generality that all edge spaces are

ε-concrete for some appropriate ε, that is that the equivalence relations „ε and „ are the same.

Let pT be the result of coning off the underlying tree associated to the tree of spaces T with respect

to every support tree TrV s. We define the index set S associated to the tree of hierarchically

hyperbolic spaces T as

(3.4) S “ S1 \S2 \ t pT u.

The set S1 is

(3.5) S1 :“
´

ğ

vPV

Sv

¯

{ „,

as defined in Subsection 3.1.

Elements of S2 correspond to supports of elements in S1:

(3.6) S2 :“ tTrV s | rV s P S1u.

We stress that all these elements are subtrees of the tree T , the tree attached to the tree of

hierarchically hyperbolic spaces T . By the following lemma, the set S2 is closed under intersections.

Lemma 3.2.2. Suppose that TrUs X TrV s is not empty. Then there exists rAs P S1 for which

TrAs “ TrUs X TrV s and rU s, rV s Ď rAs.

Proof. Let Vv and Uv be the representatives of rV s and rU s in the index set Sv, for all v P

TrUs X TrV s.
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For all v P TrUs X TrV s, consider the set

Λv “ tW P Sv | Vv, Uv ĎW u,

which is non-empty since it contains the maximal element of Sv.

Since Vv _Wv is, by definition, the Ď-minimal element of Sv containing both Vv and Wv, it is the

unique Ď-minimal element of Λv, which we denote also by Av. If TrUs X TrV s consists of just one

vertex v, then rAs “ rVv _ Uvs is the desired equivalence class: as rVvs and rUvs are nested into

rAs, it follows that TrAs Ď TrV s X TrUs. Therefore TrAs “ TrV s X TrUs.

If TrV s X TrUs has more than one vertex, analogously to what constructed in the index sets of the

vertices, there is a unique Ď-minimal element in the edge-index set Se that we denote by Ae, where

e is any edge that contains representatives of both rU s and rV s.

Assume now that v, w P TrUs X TrV s and that there is an edge e that connects these two vertices.

Then φ♦v pAeq “ Av and φ♦wpAeq “ Aw. Therefore

φ♦v pAeq “ φ♦v pVe _ Ueq “ φ♦v pVeq _ φ
♦
v pUeq “ Vv _ Uv “ Av

by Lemma 2.1.3.

Thus Av „ Aw for all v, w P TrUs X TrV s, and we denote by rAs the equivalence class of (any of

the) rAvs. By construction, rAs has a representative where both rV s and rU s have, and hence

TrUs X TrV s Ď TrAs.

On the other hand we have that rV s and rU s are nested in rUv _ Vvs “ rAs, and therefore TrAs Ď

TrUs X TrV s by Lemma 3.1.2. Thus, the lemma is proved.

Corollary 3.2.3. Let rV s, rW s be equivalence classes. Then, rV s Ď rW s if and only if TrW s Ď TrV s.

Proof. If rV s Ď rW s then TrW s Ď TrV s, by Lemma 3.1.2. On the other hand, if TrW s Ď TrV s we can

see that TrW s “ TrW s X TrV s. By Lemma 3.2.2 there exists rAs P S1 for which TrAs “ TrW s X TrV s

and rV s, rW s Ď rAs. It follows that TrW s “ TrAs, and therefore that rW s “ rAs, because we are

assuming that the tree T is decorated (compare Lemma 3.1.9). Thus rV s Ď rW s.

To define nesting, orthogonality, and transversality, we proceed as follow. The element pT is the

Ď-maximal element.

Relations in S1 are as in [14]: two „-equivalence classes rV s and rW s are nested (respectively

orthogonal), rV s Ď rW s (respectively rV s K rW s), if there exist a vertex v P T and representatives

Vv,Wv P Sv such that rV s “ rVvs, rW s “ rWvs and Vv Ď Wv (respectively Vv K Wv) in Sv. If

rV s and rW s are not orthogonal and neither is nested into the other, then they are transverse:

rV s&rW s.
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Relations in S2 are as follows. For two elements TrV s, TrUs P S2, if TrV s is contained as a set in

TrUs then TrV s Ď TrUs, and vice versa. Otherwise they are transverse, TrV s&TrUs.

Relations between an equivalence class rW s and an element TrV s P S2 are as follows:

pc1q if rW s Ď rV s we declare rW s K TrV s;

pc2q if rW s K rV s we declare rW s Ď TrV s;

pc3q otherwise, we declare rW s&TrV s;

Notice that rW s K TrV s if and only if TrV s Ď TrW s, by Corollary 3.2.3.

3.2.2 Hyperbolic spaces associated to the index set and projections

Let CT̂ “ T̂ , which is produced from the tree T by coning-off each subtree TrW s P S2.

Remark 3.2.4. As soon as there exists a vertex space pXv,Svq and two orthogonal elements U K V

in Sv, then the decoration trick of Subsection 3.1.1 implies that all supports trees TrW s P S2 are

properly contained into the tree T . Indeed, if TrW s “ T for some equivalence class, it must then be

that TrUs and TrV s are properly nested into TrW s, and thus rW s Ď rU s and rW s Ď rV s by Lemma

3.1.9. This contradicts the fact that rU s K rV s, and in particular that there is no equivalence class

nested into both.

To each equivalence class rV s we associate a favorite vertex v P TrV s and the favorite representative

Vv P Sv, so that rV s “ rVvs. Then, define CrV s to be CVv. By assumption, there exists a uniform

constant ξ ě 1 such that for all vertices w such that there exists W P Sw with W „ Vv, the

comparison map c : Vv ÑW is a pξ, ξq-quasi-isometry.

For TrW s P S2, let CTrW s :“ pTrW s be the hyperbolic space obtained from the tree TrW s by coning-off

each subtree TrV s P S2 properly contained in TrW s, that is TrV s Ĺ TrW s.

Define π
pT : X pT q Ñ pT as follows: for x P Xv, define π

pT pxq “ v. Notice that π
pT is the composition

of the projection X Ñ T of X on its Bass-Serre tree with the inclusion of the tree T into pT . For

all TrW s P S2 the projection πTrW s is defined analogously: for x P Xv, consider the closest-point

projection of the vertex v onto the subtree TrW s in the tree T . The image of this point under the

inclusion map T ãÑ pT is πTrW spxq P CTrW s “ pTrW s. These projection maps πTrW s and the projection

map π
pT are uniformly coarsely surjective, being surjective on the set of non-cone points.

Given rV s P S with favorite representative Vṽ P Sṽ, we define πrV s : X Ñ CrV s as follows. If

π
pT pxq “ v is a vertex in the support of rV s, then there exists a representative Vv P Sv of the class

rV s, and πrV spxq is defined to be

(3.7) πrV spxq :“ c ˝ πVv pxq Ď CVṽ “ CrV s,

where c : CVv Ñ CVṽ is the comparison map.
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If π
pT pxq “ v is not in the support of rV s, let e be the last edge in the geodesic connecting v to

TrV s, so that e` P TrV s. Define

(3.8) πrV spxq :“ c ˝ πVe`
`

φe`pXeq
˘

Ď CVṽ “ CrV s,

where c : CVe` Ñ CVṽ is the comparison map.

Lemma 3.2.5. The projections defined in Equation (3.7) and Equation (3.8) are uniform coarsely

lipschitz maps. Moreover, they are uniformly coarsely surjective.

Proof. In Equation (3.7) the projections are defined as a composition of a uniform quasi isometry

with a uniform coarsely lipschitz map. Therefore, it suffices to show that the projections in

Equation (3.8) are uniformly coarsely lipschitz too.

To prove so, notice that the edge e connects the vertex e´, which lies outside of TrV s, with the

vertex e` P TrV s, and notice that there exists a representative Ve` P Se` of rV s. This means that

Ve`  U for any U P Se´ , that is Ve` P Se`zφ
♦
e`
pXeq.

As all hieromorphisms are full and coarsely lipschitz, invoking Theorem 2.2.1 we know that the set

πVe` pφe`pXeqq are uniformly bounded. Therefore the projections as defined in Equation (3.8) are

uniformly coarsely lipschitz, because the comparison maps c are uniform quasi-isometries and the

sets on which they are applied to are uniformly bounded.

These projections are uniformly coarsely surjective, because the projections of the vertex spaces

are, following the assumption of Remark 1.6.4.

3.2.3 Projections between hyperbolic spaces

Given an equivalence class rV s, define ρ
rV s
pT

to be the support TrV s of the equivalence class rV s,

which is uniformly bounded in pT because it is coned-off. Define ρ
pT
rV s :

pT Ñ CrV s as follows. For

w P T zTrV s, consider the geodesic connecting w to TrV s, and let e be its last edge, so that e` P TrV s.

Define

(3.9) ρ
pT
rV spwq :“ c ˝ πVe`

`

φe`pXeq
˘

Ď CVṽ “ CrV s,

where c : CVe` Ñ CVṽ is the comparison map. If w P TrV s, then ρ
pT
rV spwq can be chosen arbitrarily.

On the other hand, if w P pT zT , that is w is a cone point, then define ρ
pT
TrV s

pwq “ ρ
pT
TrV s

pw1q, where

w1 is an arbitrarily chosen vertex in the support tree associated to the cone-point w.

For an element TrW s P S2, define ρ
TrW s
pT

to be TrW s, and ρ
pT
TrW s

: pT Ñ pTrW s as follows. For v P T ,

let ρ
pT
TrW s

pvq be the closest-point projection (in the tree T ) of v onto TrW s. On the other hand, if

v P pT zT , that is v is a cone point, then define ρ
pT
TrW s

pvq “ ρ
pT
TrW s

pv1q, where v1 is any of the points

in the support tree associated to the cone-point v.

To define the projections ρ
rV s
rW s between („-classes of) hyperbolic spaces, we proceed as follows.
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If rV s Ď rW s or rV s&rW s, then we define the projections as in [14, Theorem 8.6]. In particular,

if rV s Ď rW s there exist vertices v, w, v1 such that Vv,Ww are the favorite representatives of rV s

and rW s respectively, Vv1 and Wv1 are representatives of rV s and rW s (possibly different from the

favorite ones), and Vv1 ĎWv1 . Moreover, let cV : CVv1 Ñ CVv and cW : CWv1 Ñ CWw be comparison

maps. Define

(3.10) ρ
rV s
rW s “ cW

´

ρ
Vv1
Wv1

¯

Ď CWw “ CrW s,

which is a uniformly bounded set in CrW s, and define ρ
rW s
rV s : CrW s Ñ CrV s as

(3.11) ρ
rW s
rV s “ cV ˝ ρ

Wv1

Vv1
˝ c̄W ,

where c̄W is a quasi inverse of cW and ρ
Wv1

Vv1
: CWv1 Ñ CVv1 is the projection provided by the

hierarchical hyperbolicity of the vertex space pXv1 ,Sv1q.

Analogously, if rV s&rW s and there exists a vertex w1 P T such that Sw1 contains representatives

Vw1&Ww1 of rV s and rW s, then define

(3.12) ρ
rV s
rW s “ cW

´

ρ
Vw1
Ww1

¯

Ď CWw “ CrW s

and

(3.13) ρ
rW s
rV s “ cV

´

ρ
Ww1

Vw1

¯

.

If there is no common vertex for the supports of rV s and rW s, let v, w be the closest pair of vertices

such that Sv,Sw contain representatives Vv of rV s and Ww of rW s respectively, and let e be the

last edge of the geodesic starting at w and ending at v “ e`. Define

(3.14) ρ
rW s
rV s “ c ˝ πVe` pφe`pXeqq,

where c : CVv Ñ CVṽ is the comparison map to the favorite representative. In a completely sym-

metrical way we also define ρ
rV s
rW s.

For two elements TrV s and TrV 1s of S2, if TrV s Ĺ TrV 1s then define ρ
TrV s
TrV 1s

to be pTrV s, which is

uniformly bounded in pTrV 1s since it is coned-off. Define ρ
TrV 1s
TrV s

: pTrV 1s Ñ pTrV s as the closest-point

projection.

If TrV s&TrV 1s, then ρ
TrV 1s
TrV s

and ρ
TrV s
TrV 1s

are either the closest-point projections (if TrV s and TrV 1s do

not intersect), or are defined to be pTrV s X pTrV 1s, which by (the proof of) Lemma 3.2.2 is equal to

pTrVv_V 1vs, where Vv and V 1v are representatives of rV s and rV 1s in a vertex v P TrV s X TrV 1s. Notice

that if TrV sXTrV 1s is not empty, then it is properly contained in both TrV s and TrV 1s, and therefore

will be coned-off in both pTrV s and pTrV 1s.

Finally, we define projections between an equivalence class rW s and an element TrV s P S2 as
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follows. The relations between rW s and TrV s were described at the end of Subsection 3.2.1, as

follows:

pc1q if rW s Ď rV s then rW s K TrV s;

pc2q if rW s K rV s then rW s Ď TrV s;

pc3q in any other case, rW s&TrV s.

The projections are defined according to each case:

pc1q in this case rW s and TrV s are orthogonal, and no projection needs to be defined;

pc2q define the set ρ
rW s
TrV s

to be TrV sXTrW s, which is uniformly bounded in pTrV s because it is coned

off, being properly contained in TrV s. Define the map ρ
TrV s
rW s : pTrV s Ñ 2CrW s as follows. For

x P pTrV sz pTrW s, define ρ
TrV s
rW s pxq “ c ˝ πWe`

`

φe`pXeq
˘

, where the edge e is the last edge on the

geodesic connecting x to the support TrW s, the vertex e` is in TrW s, the element We` P Se`

is the representative of rW s, and c : CWe` Ñ CWv is the comparison map to the favorite

representative of rW s. For x P pTrW s, define ρ
TrV s
rW s pxq arbitrarily;

pc3q assume first that TrV sXTrW s ‰ H. Define ρ
rW s
TrV s

to be pTrV sX pTrW s (the intersection TrV sXTrW s

must be properly contained in TrV s, if not we would fall in case pc1q), and define ρ
TrV s
rW s “

ρ
rV_W s
rW s .

On the other hand, suppose TrV s X TrW s “ H. Define the set ρ
rW s
TrV s

to be the closest-point

projection from TrW s to TrV s, and the set ρ
TrV s
rW s Ď CrW s as follows: let e be the last edge on

the geodesic (in the tree T ) connecting TrV s to TrW s, and define ρ
TrV s
rW s “ c ˝ πWe`

`

φe`pXeq
˘

,

where c : CWe` Ñ CWv is the comparison map to the favorite representative of rW s.

Lemma 3.2.6. All the maps and sets ρ‹‚ between hyperbolic spaces defined in this subsection are

uniformly bounded sets and well-defined maps, for all ‚, ‹ P S.

Proof. The case when TrV s Ĺ TrW s is immediate.

For any equivalence class rW s, the set ρ
rW s
pT

“ TrW s is uniformly bounded because it is coned off

in pT , and the map ρ
pT
rW s is well defined: if w P T zTrW s, then ρ

pT
rW spwq is defined in terms of the

closest-point projection in the tree T of w onto TrW s. Suppose now that w is a cone point of a

support which is not TrW s, nor contained in TrW s. By definition ρ
pT
rW spwq “ ρ

pT
rW spw

1q, where w1 is

a chosen vertex in the support whose cone point is w. If w is a vertex in TrW s, or a cone point of

a support contained in TrW s, then ρ
pT
rW spwq is defined arbitrarily. Analogously, for a support TrV s,

the set ρ
TrV s
pT

is uniformly bounded and the map ρ
pT
TrV s

is well defined.

The sets and maps ρ
rW s
rV s between two equivalence classes are uniformly bounded sets and well-

defined maps because comparison maps are quasi isometries, and by Theorem 2.2.1 (compare

also Remark 2.3.1). For instance, the set ρ
rW s
rV s of Equation (3.14) is uniformly bounded, because
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comparison maps are uniform quasi isometries by hypotheses, and because the set πVe`
`

φe`pXeq
˘

happearing in the equation is uniformly bounded by Theorem 2.2.1.

The set ρ
rV s
TrW s

“ TrV s X TrW s defined in item pc2q is uniformly bounded, because TrV s X TrW s is

properly contained in TrW s, and therefore it is coned off, and an analogous argument proves that

the sets defined in item pc3q are uniformly bounded. The map ρ
TrW s
rV s of item pc2q is also well defined

because T is a tree, and therefore for x P pTrV sz pTrW s the image ρ
TrW s
rV s pxq is well-defined.

3.2.4 Proof of the main theorem

We verify that the axioms for hierarchically hyperbolic spaces hold for
`

X ,S
˘

.

The set of uniform hyperbolic spaces is described in Subsection 3.2.1, along with the projections

from X onto these hyperbolic spaces. These are uniformly coarsely lipschitz maps, as proved in

Lemma 3.2.5. The projections ρ‹‚ between hyperbolic spaces are uniformly bounded sets, and well

defined maps, by Lemma 3.2.6.

Nesting, orthogonality, and transversality are defined in Subsection 3.2.1.

(Nesting) The only non-immediate condition to check is the transitivity of the nesting we defined,

and in particular that if rU s Ď rV s and rV s Ď TrW s, then rU s Ď TrW s. If rV s Ď TrW s, by definition

rV s K rW s. Furthermore, since rU s Ď rV s then rW s K rU s, which implies that rU s Ď TrW s. heorem

Assume now that rU s Ď TrV s and TrV s Ď TrW s. By Corollary 3.2.3 it follows that rW s Ď rV s. By

definition we get rU s K rV s. Therefore rW s K rU s, which implies that rU s Ď TrW s.

(Intersection property) We construct the wedges between elements of S, for all possible cases.

rV s ^ rW s Let rV s and rW s be two equivalence classes. If TrV s X TrW s is non-empty, then there

exists a vertex v and representatives Vv and Wv of the two classes in Sv. We have that

rV s ^ rW s “ rVv ^Wvs,

where we define rVv ^Wvs “ H if Vv ^Wv “ H.

If the supports TrV s and TrW s do not intersect, then rV s and rW s are transverse. If SrV sXSrW s “ H

then we define rV s ^ rW s “ H. On the other hand, suppose that SrV s XSrW s is non-empty, and

suppose that it has more than one Ď-maximal. Call these maximals rUis, for i P I. As rUis Ď rV s

and rUis Ď rW s, the supports TrV s and TrW s are both contained into TrUis, for all i. As supports

are connected, each TrUis contains the geodesic σ that connects TrV s to TrW s. Therefore, each rUis

has representatives in all edge-spaces in the geodesic σ, which by abuse of notation we also denote

by Ui.

Let U_ :“
Ž

iPI Ui. Notice that U_ is nested into each Ď-maximal element of each edge-space on

σ. Moreover, rUis Ď rU_s for all i P I, which leads to a contradiction if |I| ą 1. Therefore, there

is only one Ď-maximal element rU1s in SrV s XSrUs, and rV s ^ rW s “ rU1s.
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rV s ^ TrW s Let rV s be an equivalence class and TrW s be a support. We have that

(3.15)
rV s ^ TrW s “

ł

 

rU s | rU s Ď rV s and rU s Ď TrW s
(

“ rV s ^ rcontKWvs,

where v P TrW s is the favorite vertex of rW s.

The only non-immediate point of Equation (3.15) is to check that if two equivalence classes rU s

and rU 1s are nested into TrW s, then so is their join rU s _ rU 1s. This is indeed the case, by clean

containers, as proved in Lemma 2.1.4.

Therefore, rV s ^ TrW s is nested into both rV s and TrW s, and by construction is the Ď-maximal of

such elements.

TrV s ^ TrW s Let TrV s and TrW s be two distinct supports. If TrV s X TrW s ‰ H, then the support

TrV s X TrW s is nested in both TrV s and TrW s. We prove that

(3.16) TrV s ^ TrW s “ TrV s X TrW s.

To prove that Equation (3.16) defines the wedge between TrV s and TrW s, it needs to be shown that

if rU s is nested into both TrV s and TrW s, then it is also nested into TrV s X TrW s.

By definition of nesting, we have that rU s K rV s and rU s K rW s, and therefore, by Lemma 2.1.4,

we have that rU s K
`

rV s _ rW s
˘

“ rV _W s, that is rU s Ď TrV_W s “ TrV s X TrW s.

If TrV s X TrW s “ H, then there is no element S P S2 (compare Equation (3.6)) that is nested in

both TrV s and TrW s. The wedge between these two elements of the index set is

(3.17)
TrV s ^ TrW s “

ł

 

rU s | rU s Ď TrV s and rU s Ď TrW s
(

“ rcontKVvs ^ rcontKWws

Notice that any rU s as in Equation (3.17) will be supported on the geodesic σ connecting TrV s to

TrW s.

(Orthogonality) We first prove that if TrV s Ď TrW s and TrW s K rU s, then TrV s K rU s. As

rU s K TrW s, we have that TrW s Ď TrUs. Therefore TrV s Ď TrUs, that is rU s K TrV s. The analogous

case of three equivalence classes satisfying the relations rV s Ď rW s and rW s K rU s is proved in

[14, Lemma 8.9].

We now construct the (upper) orthogonal containers for elements of S. Consider TrV s P S2. By

definition, there is no orthogonality between elements of S2. We have that contKTrV s “ rV s. This

follows from the definition of orthogonality between equivalence classes and supports.

We claim that contKrV s “ TrV s. To prove this claim, first notice that a support TrW s is orthogonal

to rV s if and only if TrW s Ď TrV s. Consider now an equivalence class rW s orthogonal to rV s. By

definition, rW s Ď TrV s, thus all elements orthogonal to rV s are nested into TrV s, proving the claim

contKrV s “ TrV s.

To conclude, exploiting the fact that S has a wedge operation and just constructed upper orthog-
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onal containers, we notice that the argument of Lemma 2.1.5 proves that the lower orthogonal

containers are contUKV “ U ^ contKV , for all U, V P S.

(Consistency) We verify the various cases for this Axiom.

rW s Ď T̂ Choose a vertex z R TrW s and let x P Xz. Let e be the last edge in the geodesic

connecting the vertex z to TrW s, so that e` “ w P TrW s.

As πT pxq “ z, we have that ρ
pT
rW spπT pxqq “ cW ˝ πWwpφwpXeqq, where cW is the comparison map

from CWw to the favorite representative of rW s. On the other hand, πrW spxq “ cW ˝πWw
pφwpXeqq.

This means that

ρ
pT
rW spπT pxqq “ πrW spxq “ cW ˝ πWw

pφwpXeqq

is a uniformly bounded set by Theorem 2.2.1, and therefore

diamCrW s

´

πrW spxq Y ρ
T̂
rW spπT pxqq

¯

“ diam
`

cW ˝ πWwpφwpXeqq
˘

is uniformly bounded.

If z P TrW s, then

dT̂ pπ pT pxq, ρ
rW s
pT
q “ d

pT pz, TrW sq “ 0.

Therefore, there exists a uniform bound N such that

min
!

d
pT

`

π
pT pxq, ρ

rW s
pT

˘

,diamCrW s
`

πrW spxq Y ρ
pT
rW spπ pT pxqq

˘

)

ď N

for all x P X and for all rW s P S.

TrW s Ď T̂ Let TrW s P S2 and x P X . If x P Xz for some z P TrW s, then πT̂ pxq P ρ
TrW s

T̂
, and

therefore dT̂ pπT̂ pxq, ρ
TrW s

T̂
q “ 0. On the other hand, if dT̂ pπT̂ pxq, ρ

TrW s

T̂
q ą 1, and in particular

x P Xv, where v R TrW s, then πTrW spxq “ ρT̂TrW s
`

πT̂ pxq
˘

, and therefore

diamTrW s

`

πTrW spxq Y ρ
T̂
TrW s

`

πT̂ pxq
˘˘

“ diamTrW s

`

πTrW spxq
˘

“ 0.

This concludes consistency for this case.

rU s&rV s Let rU s, rV s P S and assume that rU s&rV s. We need to prove that there exists some

uniform constant κ such that either

(3.18) drUs
`

πrUspxq, ρ
rV s
rUs

˘

ď κ or drV s
`

πrV spxq, ρ
rUs
rV s

˘

ď κ

for each x P X . We proceed by induction on dT pTrUs, TrV sq.

If dT pTrUs, TrV sq “ 0, then these two finite sets intersect. Therefore, there exists a vertex w such

that Sw contains representatives Uw&Vw of rU s and rV s respectively. Since consistency holds in

each hierarchically hyperbolic vertex space, it follows that there exists κ0 that satisfies Equation

(3.18).

Suppose now that dT pTrUs, TrV sq ą 0, and consider the geodesic γ in T connecting TrUs to TrV s,
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with initial vertex u and final vertex v, so that u P TrUs and v P TrV s. Let x P X be so that

x P Xz for some vertex z P T . There are three possible configurations: either dT pu, zq ă dT pv, zq,

or dT pu, zq ą dT pv, zq, or dT pu, zq “ dT pv, zq.

If one of the geodesics in T connecting z either to TrUs or to TrV s has a vertex that lies in TrV s or

TrUs, then Equation (3.18) is trivially satisfied. Indeed, suppose that the geodesic connecting the

vertex z to TrUs passes through TrV s. In this case, it follows from the definitions that πrV spxq P ρ
rUs
rV s,

and thus drV spπrV spxq, ρ
rUs
rV sq “ 0.

Therefore, it remains to check the case in which the geodesics σ and σ1 connecting z to TrUs and

to TrV s respectively have that γ X σ ‰ H and γ X σ1 ‰ H, but γ Ę σ and γ Ę σ1. Let e and ẽ be

the first and the last edges (possibly equal) of γ, so that e´ “ u P TrUs and ẽ` “ v P TrV s.

The first two cases are symmetric, so suppose that dT pu, zq ă dT pv, zq. In particular, z R TrV s, for

otherwise we would have dT pu, zq ě dT pv, zq. Let w P TrV s be the favorite vertex of the class rV s,

and Vw P Sw be its the favorite representative. By definition

πrV spxq “ cV ˝ πVv
`

φvpXẽq
˘

,

where cV : CVv Ñ CVw is the comparison map. We obtain that

drV s
`

πrV spxq, ρ
rUs
rV s

˘

“ dVw
`

cV ˝ πVv pφvpXẽqq, cV ˝ πVv pφvpXẽqq
˘

“ 0.

If dT pu, zq ą dT pv, zq, the same argument shows that

drUspπrUspxq, ρ
rV s
rUsq “ 0.

We consider now the case dT pu, zq “ dT pv, zq. As z R TrUs Y TrV s, we have that

πrV spxq “ cV ˝ πVv pφvpXẽqq and πrUspxq “ cU ˝ πUupφupXeqq.

It follows that

drV s
`

ρ
rUs
rV s, πrV spxq

˘

“ 0 and drUs
`

ρ
rV s
rUs, πrUspxq

˘

“ 0.

Therefore, consistency holds for every rU s&rV s P S.

rU s Ď rV s Consistency for the pair rU s Ď rV s is immediate: by definition there exist a vertex v

and representatives Uv Ď Vv of rU s and rV s respectively. As Consistency holds in all vertex spaces,

the statement follows.

Suppose now that rW s is such that either

1. rV s Ĺ rW s, or

2. rV s&rW s and rU s M rW s.

We claim that drW spρ
rV s
rW s, ρ

rUs
rW sq is uniformly bounded.

As rU s Ď rV s, let Uu, Vu P Su be representatives of rU s and rV s such that Uu Ď Vu. We now check

all the possible cases.
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Suppose that TrUs X TrW s ‰ H and TrV s X TrW s ‰ H: this can happen either if rU s Ď rW s or if

rU s&rW s and there exist transverse representatives of rU s and rV s. Let v, w P T be such that there

exist representatives Vw,Ww P Sw satisfying Vw ĎWw (respectively Vw&Ww), and representatives

Uv,Wv P Sv such that Uv ĎWv (respectively Uv&Wv).

Let m P T be the median of u, v, w. As u,w belong to the support of rU s and rW s, then so does

m, since supports are connected trees. Likewise, m lies in the support of rV s. Let Um, Vm and Wm

be representatives of rU s, rV s and rW s in Sm. Since edge-hieromorphisms are full, we have that

Um Ď Vm, and Um M Wm, and Vm Ď Wm (respectively Vm&Wm). Because consistency holds in

each vertex space, and in particular in pXm,Smq, we conclude that dWm
pρUmWm

, ρVmWm
q is uniformly

bounded. Applying the appropriate comparison maps (that are uniform quasi isometries), it follows

that drW spρ
rUs
rW s, ρ

rV s
rW sq is uniformly bounded.

If TrUs X TrW s ‰ H and TrV s X TrW s “ H, let w be a vertex such that there are transverse

representatives Uw&Ww of rU s and rW s. Moreover, let e be the edge separating TrV s from TrW s,

so that e` P TrW s. We have that ρ
rV s
rW s “ cW ˝ πWe`

pφe`pXeqq and ρ
rUs
rW s “ cW

´

ρUwWw

¯

, where

cW : CWw Ñ CrW s and cW : CWe` Ñ CrW s are the comparison maps to the favorite representative

of the equivalence class rW s.

Let Se denote the Ď-maximal element of the index set Se and S1e “ φ♦
e`
pSeq. Recall that the con-

stant κ0 denotes the constant coming from the consistency axiom of Definition 1.6.1 and ξ denotes

the constant which uniformly bounds the multiplicative and additive constant of comparison maps

(see Definition 3.1.4 and the second hypothesis of Theorem 3.0.1). Recall that, by definition

drW s

´

ρ
rV s
rW s, ρ

rUs
rW s

¯

“ drW s

´

cW pπWe`
pφe`pXeqqq, cW

´

ρUwWw

¯¯

.

Applying triangle inequality,

(3.19)

drW s

´

ρ
rV s
rW s, ρ

rUs
rW s

¯

ď drW s

´

cW pπWe`
pφe`pXeqqq, cW

´

ρ
S1e
We`

¯¯

` drW s

´

cW

´

ρ
S1e
We`

¯

, cW

´

ρUwWw

¯¯

ď drW s

´

cW pπWe`
pφe`pXeqqq, cW

´

ρ
S1e
We`

¯¯

`

` drW s

´

cW

´

ρ
S1e
We`

¯

, cW

´

ρ
Ue`
We`

¯¯

`

` drW s

´

cW

´

ρ
Ue`
We`

¯

, cW

´

ρUwWw

¯¯

.

By hypothesis rU s Ď rV s, so TrV s Ď TrUs. Moreover, since TrW s X TrUs ‰ H, TrW s X TrV s “ H and

e is the last in the geodesic connecting TrV s to TrW s, we have that e` P TrUsX TrW s. Therefore, by

Lemma 3.1.7 we have that cW pρ
Ue`
We`

q — cW pρ
Uw
Ww
q, and so the last term drW spcW pρ

Ue`
We`

q, cW pρ
Uw
Ww
qq

of Equation (3.19) is uniformly bounded by some J . Therefore

(3.20)
drW s

´

ρ
rV s
rW s, ρ

rUs
rW s

¯

ď ξdWe`

´

πWe`
pφe`pXeqq, ρ

S1e
We`

¯

` ξ ` ξdWe`

´

ρ
S1e
We`

, ρ
Ue`
We`

¯

` ξ ` J

ď ξdWe`

´

πWe`
pφe`pXeqq, ρ

S1e
We`

¯

` ξ ` ξκ0 ` ξ ` J.
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Notice that

dWe`

´

πWe`
pφe`pXeqq, ρ

S1e
We`

¯

— dWe`

`

πWe`
pφe`pXeqq, πWe`

pFS1eq
˘

ď Kdpφe`pXeq,FS1eq `K,

and so, by Theorem 2.3.3, we have that

(3.21) dWe`

´

πWe`
pφe`pXeqq, ρ

S1e
We`

¯

ď Kη `K.

Combining Equation (3.20) and Equation (3.21) we obtain that drW s
`

ρ
rV s
rW s, ρ

rUs
rW s

˘

is uniformly

bounded.

Assume now that TrUs X TrW s “ H: in particular rU s&rW s. By Lemma 3.1.2 we know that

TrV s Ď TrUs. Therefore, there exists an edge e separating TrV s (and TrUs) from TrW s, so that

e` P TrW s.

As defined in Equation (3.14), we have that

ρ
rV s
rW s “ cW ˝ πWe`

pφe`pXeqq “ ρ
rUs
rW s.

Therefore ρ
rV s
rW s “ ρ

rUs
rW s, and drW spρ

rUs
rW s, ρ

rV s
rW sq “ 0 is uniformly bounded.

TrW1s&TrW2s Let TrW1s, TrW2s P S2 satisfying TrW1s&TrW2s, and let x P X . In this case, we always

have that

min
 

dTrW1s
pπTrW1s

pxq, ρ
TrW2s

TrW1s
q, dTrW2s

pπTrW2s
pxq, ρ

TrW1s

TrW2s
q
(

“ 0,

because ρ
TrW1s

TrW2s
and ρ

TrW2s

TrW1s
are defined as closest-point projections if TrW1s X TrW2s “ H, or as the

(coned-off) intersection, if it is non-empty.

TrW1s Ď TrW2s Let TrW1s, TrW2s P S2 satisfying TrW1s Ď TrW2s. Consistency follows, because for

all x P X we have that

πTrW1s
pxq “ ρ

TrW2s

TrW1s

`

πTrW2s
pxq

˘

.

Therefore diamCTrW1s

`

πTrW1s
pxqY ρ

TrW2s

TrW1s
pπTrW1s

pxqq
˘

“ 0, where CTrV s “ pTrV s, and the consistency

inequality is satisfied.

Let TrW3s P S2 be such that either

1. TrW1s Ď TrW2s Ĺ TrW3s, or

2. TrW2s&TrW3s.

In either case we have that ρ
TrW1s

TrW3s
Ď ρ

TrW2s

TrW3s
, and therefore dTrW3s

`

ρ
TrW1s

TrW3s
, ρ
TrW2s

TrW1s

˘

“ 0.

Let now rV s P S1 be such that rV s&TrW2s and rV s M TrW1s. We want to prove that drV spρ
TrW1s

rV s , ρ
TrW2s

rV s q

is uniformly bounded. We now check every possible case. If the support of rV s does not intersect

TrW2s (and therefore, does not intersect TrW1s Ď TrW2s), then ρ
TrW1s

rV s “ ρ
TrW2s

rV s and the claim is

satisfied. If the support TrV s intersects both TrW1s and TrW2s, then also in this case we have that

ρ
TrW1s

rV s “ ρ
TrW2s

rV s . Finally, if TrV s intersects TrW2s but not TrW1s, then ρ
TrW1s

rV s “ c ˝ πVe`
`

φe`pXeq
˘

,
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where e is the last edge in the geodesic connecting TrW1s to TrV s, the vertex e` lies in TrV s, and

Ve` is the representative of rV s in Se` . On the other hand, ρ
TrW2s

rV s “ ρ
rW2s

rV s , and rW2s&rV s. As

both classes rV s and rW2s are supported on the vertex e`, we have that ρ
rW2s

rV s “ c ˝ ρ
W2e`

Ve`
, where

W2e` is the representative of rW2s in that vertex.

By Lemma 2.3.4 we have that πVe`
`

φe`pXeq
˘

is coarsely equal to ρ
rSe`
Ve`

, where rSe` “ φ♦
e`
pSeq and

Se is the Ď-maximal element of Se. Therefore drV spρ
TrW1s

rV s , ρ
TrW2s

rV s q is uniformly bounded.

rV s&TrW s Let TrW s P S2. If TrV s X TrW s “ H, then

min
 

drV spπrV spxq, ρ
TrW s
rV s q, dTrW spπTrW spxq, ρ

rV s
TrW s

q
(

“ 0, @ x P X .

Thus, suppose that the intersection is non-empty. Since rV s&TrW s it follows that rV s&rW s. Sup-

pose that dTrW s
`

πTrW spxq, ρ
rV s
TrW s

˘

is big, so that in particular x R TrV s X TrW s “ ρ
rV s
TrW s

and the

geodesic connecting x to TrV s passes through the set TrW s.

By definition, πrV spxq “ c ˝ πVe`
`

φe`pXeq
˘

, and ρ
TrW s
rV s “ ρ

rW s
rV s “ cpρ

We`

Ve`
q, where e` is the vertex

of the edge e that belongs to TrV s X TrW s, while e´ P TrW szTrV s, and Ve` and We` are the

representatives of rV s and rW s respectively at the vertex e`.

Let Se be the Ď-maximal element of Se. As the equivalence class rV s is not supported in the

vertex e´, it follows that Ve` is not nested into φ♦
e`
pSeq “ rSe. On the other hand We` Ď rSe.

Therefore, ρ
We`

Ve`
and ρ

rSe
Ve`

coarsely coincide by Definition 1.6.1(4), and by Lemma 2.3.4 we obtain

that

πVe`
`

φe`pXeq
˘

— ρS̃eVe`
— ρ

We`

Ve`
,

that is, πrV spxq and ρ
TrW s
rV s coarsely coincide. Thus, drV s

`

πrV spxq, ρ
TrW s
rV s

˘

is uniformly bounded.

rV s Ď TrW s If the distance dTrW spπTrW spxq, ρ
rV s
TrW s

q ą κ0, it follows in particular that πT pxq R

ρ
rV s
TrW s

“ TrV s X TrW s, and that the geodesic in pT connecting x to ρ
rV s
TrW s

passes through the set

TrW szTrV s. In this case, we have that πrV spxq “ πrV s
`

πTrW spxq
˘

is equal to ρ
TrW s
rV s

`

πTrW spxq
˘

.

Therefore the consistency inequality is satisfied also in this case.

(Finite complexity) It is enough to show finite complexity in S1 and S2 independently.

Finite complexity in S1 follows from [14, Lemma 8.11]. For S2, notice that any chain of proper

nestings

TrU1s Ľ TrU2s Ľ ¨ ¨ ¨ Ľ TrUns

induces the chain of proper nestings rU1s Ĺ rU2s Ĺ . . . Ĺ rUns in S1, by Corollary 3.2.3.

As only equivalence classes are allowed to be nested into an intersection of supports, and not vice

versa, finite complexity is proved.

In particular, it follows that the complexity of
`

X pT q,S
˘

is twice the complexity of S1 plus one,

and the complexity of S1 is maxv χv ` 1, where χv is the complexity of the vertex space pXv,Svq.

(Large links) Let rW s P S1 and x, x1 P X . Suppose that x P Xv and x1 P Xv1 for some v, v1 P T ,

and let w be the favorite vertex for rW s. Let E denote the maximal of the constants Ev of the

Bounded Geodesic Axiom of the hierarchically hyperbolic space pXv,Svq.
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Suppose that, for some rV s Ď rW s, we have drV spπrV spxq, πrV spx
1qq ě E1, where E1 depends on E

and on the quasi-isometry constants of the edge hieromorphisms. Then dVwpc˝πVv pxq, c˝πVv1 px
1qq ě

E, for a representative Vw P Sw of rV s. As the large links axiom holds in Sw, we have that Vw Ď Ti,

where tTi P Swu
N
i“1 is a set of N elements in Sw, where N “ tdrW spπrW spxq, πrW spx

1qqu and each

Ti satisfies Ti ĹWw. Moreover, the Large Links Axiom in Sw implies that drW spπrW spxq, ρ
rTis
rW sq “

dWwpcW ˝πWv pxqq, ρ
Ti
Ww
q ď N for all i “ 1, . . . , N . Thus the large links axiom for elements rV s P S1

and rU s P SrV s follows.

We now consider the case of TrW s P S2, and X P STrW s . This can happen both when X is an

equivalence class, or when X P S2. We deal with the case X P S2 in the following lemma, whilst

the case X “ rV s P S1 is considered after the lemma.

Lemma 3.2.7. Let x, x1 P X and S P S2 Y t pT u. The set

Y “ tX P S2 | X Ĺ S, dXpπXpxq, πXpx
1qq ą 4u

is finite. Moreover, the set of Ď-maximal elements in Y has cardinality bounded linearly in terms

of the distance dS
`

πSpxq, πSpx
1q
˘

.

Proof. Let σ be the geodesic in T connecting v “ πT pxq to v1 “ πT px
1q. We begin by noticing

that, if X X σ “ H, then dXpπXpxq, πXpx
1qq “ 0 because these two sets coincide, and therefore

X R Y . In particular, as nesting between elements of t pT u YS2 is inclusion, if σ does not intersect

S then Y will be empty, and the lemma is trivially satisfied.

Suppose now that σ intersects S, and consider the map ϕ : Y Ñ Ppσq defined as ϕpXq “ X X σ,

where Ppσq is the set of subpaths of σ. We first prove that ϕ is an injective map. Let X,X 1 P Y

be such that X ‰ X 1 and, looking for a contradiction, suppose that ϕpXq “ ϕpX 1q, so that

X X σ “ X 1 X σ and therefore X X σ “ X XX 1 X σ.

Since X intersects σ, we have that πXpxq and πXpx
1q are vertices of σ. Therefore πXpxq and πXpx

1q

lie in X X σ Ă X XX 1. Since X XX 1 is properly contained in both X and X 1, it will be coned-off

in both CX and CX 1 by construction. Therefore dXpπXpxq, πXpx
1qq ď 2, which contradicts the

definition of the set Y . Therefore the map ϕ is injective, and the set Y is finite.

We now claim that, for elements X,X 1 P Y , we have that ϕpXq Ĺ ϕpX 1q if and only if X Ĺ X 1.

Indeed, if X Ĺ X 1, that is X Ĺ X 1, then ϕpXq Ĺ ϕpX 1q. On the other hand, suppose that

ϕpXq Ĺ ϕpX 1q, and let X “ TrV s and X 1 “ TrV 1s, for some equivalence classes rV s and rV 1s. Since

ϕpXq “ X X σ Ĺ ϕpX 1q “ X 1 X σ, we have that

(3.22) X X σ “ X XX 1 X σ.
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Moreover, as X XX 1 “ TrV s X TrV 1s “ TrV_V 1s, from Equation (3.22) we obtain that

(3.23) TrV s X σ “ TrV_V 1s X σ.

As rV s Ď rV_V 1s, Lemma 3.1.2 implies that TrV_V 1s Ď TrV s. If TrV_V 1s is properly nested into TrV s,

then TrV_V 1s is coned off in CTrV s “ pTrV s. Equation (3.23) implies that dTrV spπTrV spxq, πTrV spyqq “

2, which is a contradiction since TrV s P Y by hypothesis. Therefore, TrV_V 1s “ TrV s, which implies

that TrV s Ď TrV 1s, as desired.

We now show that Ymax “ tX1, . . . , Xnu Ď Y , the set of Ď-maximal elements in Y , has cardinality

at most dSpπSpxq, πSpx
1qq. Since every element of Ymax is properly nested into S, it follows that

its support is coned off in CS “ pS. We now prove that Xj X σ Ę pXk1 Y ¨ ¨ ¨ YXkr q X σ for any

pairwise distinct elements Xj , Xk1 , . . . , Xkr all belonging to Ymax.

The claim was just proved for r “ 1. Indeed, if Xj X σ Ď Xk1 X σ then Xj Ď Xk1 , and this

contradicts the fact that Xj and Xk1 are distinct Ď-maximal elements of Y . Suppose that XjXσ Ď

pXk1 YXk2qXσ, and let TrUjs, TrUk1 s and TrUk2 s denote Xj , Xk1 and Xk2 respectively. In this case,

there exists a path in CXj from πXj pxq to πXj px
1q that passes through the cone points of TrUj_Uk1 s

and TrUj_Uk2 s, which are properly nested into Xj . Then, dXj pπXj pxq, πXj px
1qq ď 4, contradicting

the assumption that Xj P Ymax.

On the other hand, assume that Xj X σ Ď pXk1 YXk2 Y . . .YXkr q X σ where r ą 2, ki ‰ j for all

i, ka ‰ kb for all a ‰ b, and there does not exist ki ‰ kj such that Xj X σ Ď pXki YXkj q X σ. We

claim that there exists s such that Xks X σ Ď Xj X σ.

Indeed, assume without loss of generality that the endpoints of Xj X σ are contained in Xk1 X σ

and Xkr X σ respectively. By hypothesis, Xj X σ cannot be entirely contained in pXk1 YXkr q X σ.

Therefore, there exists v P Xj X σzpXk1 YXkr q X σ, that is v P Xks X σ for 1 ă s ă r. Note that

Xks X σ cannot contain either of the endpoints of Xj X σ, since that would imply that Xj X σ

is contained in either pXk1 Y Xksq X σ or pXkr Y Xksq X σ. As a consequence we obtain that

Xks X σ Ď Xj X σ, which is a contradiction, since Xks is maximal with respect to nesting.

From here we can conclude that |Ymax| ď dSpπSpxq, πSpx
1qq. Indeed, given any Ď-maximal element

Xi P Ymax and its cone point vi, the following dichotomy holds: either vi is a vertex in the geodesic

path pσ, or not, where pσ is a geodesic path in CS connecting πSpxq to πSpx
1q. In the latter case,

it must be that pσ contains either one or two edges of the support Xi. Therefore, the bound is

proved.

Therefore, if dTrUspπTrUspxq, πTrUspx
1qq ą 4 for some TrUs P SSztSu, that is TrUs P Y , then TrUs Ď X

for some Ď-maximal element X of the set Y .

We now address the case when X is an equivalence classes X “ rV s P STrW s . By definition,

rV s Ď TrW s if and only if rV s is orthogonal to rW s. In particular, it follows that TrV s X TrW s ‰ H.
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If TrV s does not intersect the geodesic σ then the distance drV s
`

πrV spxq, πrV spx
1q
˘

is equal to zero

by Equation (3.8), because the edge e appearing in the cited equation will be the same for both x

and x1.

Now assume that TrV s X σ ‰ H. As a fist sub-case, suppose that σ X TrW s is empty, let

(3.24) I :“
 

rV s Ď TrW s | TrV s X σ ‰ H
(

,

and notice that I could be infinite. Consider the geodesic α connecting TrW s to σ in the tree T ,

and notice that α has at least one edge, being TrW s and σ disjoint. For rV s P I, we have that TrV s

intersects both TrW s and σ, and therefore α is contained in TrV s, being T is a tree. Thus the set

TrW s X
Ş

rV sPI TrV s is not empty, because (at least) the initial vertex on the geodesic α belongs to

this intersection.

Let the set I index I, that is I “ trVisuiPI . Without loss of generality, we can suppose that each Vi

is the representative of rVis in the vertex space pXv,Svq. Let Sv P Sv be the Ď-maximal element,

and notice that rVis Ď rSvs for all i P I. Furthermore, note that rV s Ď r
Ž

iPI Vis for all rV s P I and

let rV_s denote r
Ž

iPI Vis. Therefore, in this first sub-case, Large Links is satisfied by the family

Y Y trV_su for the elements TrW s P S and x, x1 P X .

For the second sub-case, suppose that σ X TrW s is not empty, and let tv1, . . . , vnu be the finitely

many vertices of σ X TrW s (there can be only finitely many such vertices because σ is a geodesic).

Analogously to Equation (3.24), for all vi P σ X TrW s define

Ivi “
 

rV s Ď TrW s | vi P TrV s X σ
(

,

and notice that I “
Ť

Ivi . As in the previous case, for each Ivi consider rSvis, and notice that

rV s Ď rSvis for all rV s P Ivi , for all i “ 1, . . . , n. Therefore, Large Links for an element TrW s P S2

is satisfied considering the set Y Y trV v1_ s, . . . , rV
vn
_ su.

Notice that, in both sub-cases, we bounded the cardinality of the sets Y Y trV_su and Y Y

trV v1_ s, . . . , rV
vn
_ su in terms of σ, that is in terms of dT px, x

1q. As dTrW spπTrW spxq, πTrW spx
1qq is

bounded from above by dT px, x
1q, we obtained the desired bound on the cardinality of these sets.

Combining these bounds with Lemma 3.2.7, we conclude the proof of Large Links for the case

X Ĺ TrW s.

Finally, we prove Large Links for the Ď-maximal element pT . From Lemma 3.2.7 applied with

S “ pT , there are only finitely many (and the number depends only on the distance in pT from x to

x1) elements X P S2 such that dXpπXpxq, πXpx
1qq is big. On the other hand, for an equivalence

class rV s Ď pT , the distance drV spπrV spxq, πrV spx
1qq can be big only if the support TrV s intersects

the geodesic σ connecting v to v1 (otherwise, it would be zero). Let S1, . . . , Sn be the Ď-maximal

elements of all the finitely many edges in σ X TrV s. We have that rV s Ď rSis for all i “ 1, . . . , n.

Therefore, the set Y Y tS1, . . . , Snu is the set of significant elements for the Axiom.

Let E1 be the constant that satisfies the Large Links Axiom of the (uniformly) hierarchically

hyperbolic vertex spaces (see Definition 1.6.1), and let E ą maxt2, E1u. Then Large Links is

satisfied with this constant E.
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(Bounded geodesic image) Consider rW s Ĺ pT , and let γ be a geodesic in T̂ . If γ X TrV s “

H, let e be the last edge in the geodesic connecting γ to TrV s, and suppose e` P TrV s. Then

ρT̂
rV spγq “ cW ˝πVe` pφe`pXeqq is a uniformly bounded set. If not, then γ intersects ρ

rV s
pT

. The cases

rV s Ď TrW1s, TrW1s Ď TrW2s, and TrW1s Ď T̂ , where TrW1s, TrW2s P S2, are analogous.

Let rW s P S, let rV s Ď rW s, and let γ be a geodesic in CrW s “ CWw (where w is the favorite

vertex of rW s and Ww P Sw is the favorite representative). Let Vw be the representative of rV s

supported in the vertex w, so that ρ
rV s
rW s “ ρVwWw

. The Bounded Geodesic Image Axiom in this

case follows because it holds in the vertex space pXw,Swq (notice that the constant E changes

according to the quasi-isometry constant of the comparison maps).

(Partial realization) Notice that two elements TrW1s and TrW2s of S2 are never orthogonal.

Consider k`1 pairwise orthogonal elements rV1s, . . . , rVks, TrW s P S, and let pi P πrVispX q Ď CrVis,
for i “ 1, . . . , k, and vS P pTrW s.

By definition of orthogonality, TrVis X TrVjs ‰ H for all i ‰ j, TrW s Ď TrVis for all i “ 1, . . . , n,

and in particular TrW s Ď
Şk
i“1 TrVis. Consider a vertex v P TrW s that is not a cone point and

has distance at most one from vS , that is v P T X TrW s and dTrW spv, vSq ď 1. As v P TrVis

for all i “ 1, . . . , k, without loss of generality we can suppose that Vi is an element of Sv, by

choosing representatives. We have that Vi K Vj for all i ‰ j. Comparison maps are uniform quasi-

isometries, and pi P πrVispX q, therefore the element cippiq is uniformly close to the set πVipX q for

all i “ 1, . . . , k, where ci : CrVis Ñ CVi is the comparison map. For i “ 1, . . . , k, let pvi P πVipX q be

a point such that dVi
`

pvi , cippiq
˘

is uniformly bounded.

By Partial realization in the vertex space pXv,Svq, there exists x P Xv such that dVipπVipxq, p
v
i q

is uniformly bounded for all i. As comparison maps are uniform quasi-isometries, we obtain that

drVispπrVispxq, piq is uniformly bounded for all i. Moreover, dTrW spπTrW spxq, vSq “ dTrW spv, vSq ď 1.

If rVis Ď rU s, then rU s has a representative Uv P Sv such that Vi Ď Uv. Therefore drUspπrUspxq, ρ
rVis
rUs q

is uniformly bounded, because x is a realization point for tViu
k
i“1, and comparison maps are uniform

quasi isometries.

If rVis Ď TrUs, then ρ
rVis
TrUs

“ TrVis X TrUs and πTrUspxq P ρ
rVis
TrUs

. Therefore, dTrUs
`

πTrUspxq, ρ
rVis
TrUs

˘

“

0. Analogously, for TrW s Ď TrUs we have that dTrUs
`

πTrUspxq, ρ
TrW s
TrUs

˘

“ 0. This argument also

applies when considering the Ď-maximal element, therefore proving that d
pT

`

π
pT pxq, ρ

TrW s
pT

˘

“ 0 and

d
pT

`

π
pT pxq, ρ

rVis
pT

˘

“ 0.

Let now rVis&rU s. Either TrUs X TrVis “ H, in which case the distance drUspπrUspxq, ρ
rVis
rUs q is

uniformly bounded, or TrUs X TrVis ‰ H, in which case rU s has a representative Uv P Sv that is

transverse to Vi. Therefore, in the latter case the distance drUspπrUspxq, ρ
rVis
rUs q is again uniformly

bounded, because it is in the vertex space Xv, and comparison maps are uniform quasi-isometries.

If rVis&TrUs then πTrUspxq P ρ
rVis
TrUs

, and therefore dTrUs
`

πTrUspxq, ρ
rVis
TrUs

˘

“ 0. For the last case,

suppose that TrW s&rU s for some rU s P S1. If the support of rU s does not intersect TrW s, then

πrUspxq P ρ
TrW s
rUs . So, suppose that TrW s intersects TrUs. Again using Lemma 2.3.4, we can conclude.

If TrW s&TrUs and TrW s X TrUs ‰ H, then the subtree TrW s X TrUs “ TrW_Us is strictly contained

in TrUs. Therefore, TrW s X TrUs is coned-off in CTrUs “ pTrUs. Since πTrUspxq P TrW s X TrUs, we

obtain that dTrUspπTrUspxq, ρ
TrW s
TrUs

q ď 2. On the other hand, if TrW s X TrUs “ H then πTrUspxq “
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ρ
TrW s
TrUs

“ e` P TrUs, where e is the last edge in the geodesic separating TrW s from TrUs, and therefore

dTrUspπTrUspxq, ρ
TrW s
TrUs

q “ 0. By definition, no element of S1 can be nested into an element of S2.

Therefore, all the relevant cases have been considered.

(Uniqueness) Suppose x, y P X are such that dRpπRpxq, πRpyqq ď K, for all R P S. In partic-

ular, we have that d
pT

`

π
pT pxq, π pT pyq

˘

ď K, that dS
`

πSpxq, πSpyq
˘

ď K for all S P S2, and that

drV s
`

πrV spxq, πrV spyq
˘

ď K for all rV s P S1.

Suppose that the distance in pT from π
pT pxq to π

pT pyq is realized by a path only consisting of vertices

of T Ď pT , and let

v0 “ πT pxq, v1, . . . , vk´1, πT pyq “ vk,

be these vertices, where k ď K. In particular, no four consecutive vertices can belong to the same

support tree, because this would produced a shorter path in pT joining x to y.

We have that dX px, yq ď
řk
i“0 dXvi

`

gvipxq, gvipyq
˘

` k. Moreover, for all i “ 0, . . . , k we have

that the distance dXvi
`

gvipxq, gvipyq
˘

is uniformly bounded. Indeed, if this is not the case, by

Uniqueness in the hierarchically hyperbolic space pXvi ,Sviq, there exists V P Svi such that

dV
`

πV pgvipxqq, πV pgvipyqq
˘

is not bounded. By [14, Lemma 8.18] and Theorem 2.2.1, we have

that dV
`

πV pgvipxqq, πV pgvipyqq
˘

and drV s
`

πrV spxq, πrV spyq
˘

coarsely coincide, and therefore the

latter is not bounded. This contradicts the fact that drV s
`

πrV spxq, πrV spyq
˘

ď K, and thus

dXvi
`

gvipxq, gvipyq
˘

ď ζ “ ζpKq is uniformly bounded, as claimed. Therefore, dX px, yq ď ζ 1pKq,

for some uniform bound ζ 1pKq.

Suppose now that in the geodesic σ in T̂ connecting πT̂ pxq to πT̂ pyq there is a cone point. There-

fore, there exists an element TrW1s P S2 containing two points x1 and y1 in this geodesic (that,

therefore, have distance two in T̂ since TrW s is coned-off in pT ). As TrW1s P S2, we have that

dTrW1s

`

πTrW1s
px1q, πTrW1s

py1q
˘

“ dTrW1s
px1, y1q ď K. Either the geodesic σ1 in CTrW1s “

pTrW1s

connecting these two points only consists of vertices of T , or there are cone points, and therefore

an element TrW2s P S2 containing two elements x2, y2 of the geodesic σ1.

As complexity in S2 is finite and nesting coincides with inclusion, this process must end after a

finite number of steps (that depends only on K). Therefore, there exists a geodesic in T connecting

πT̂ pxq to πT̂ pyq, whose length is bounded from above by a function in K. Repeating the argument

given before, we conclude that dX px, yq is uniformly bounded.

This concludes the proof of hierarchical hyperbolicity of the space
`

X pT q,S
˘

.

3.3 Applications

Theorem 3.0.1 has two main applications. The first one is a combination theorem on hierarchi-

cally hyperbolic groups (Corollary 3.3.1). The second one is for graph products of hierarchically

hyperbolic groups (Theorem 3.3.7). We now show their proofs.
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3.3.1 Graph of hierarchically hyperbolic groups

Corollary 3.3.1. Let G “
`

Γ, tGvuvPV , tGeuePE , tφe˘ : Ge Ñ Ge˘uePE
˘

be a finite graph of hier-

archically hyperbolic groups. Suppose that:

1. each edge-hieromorphism is hierarchically quasiconvex, uniformly coarsely lipschitz and full;

2. comparison maps are isometries;

3. the hierarchically hyperbolic spaces of G have the intersection property and clean containers.

Then the group associated to G is itself a hierarchically hyperbolic group.

We begin with the following lemma, in which we use the notation of Section 3.1.1.

Lemma 3.3.2. Let T be a tree of hierarchically hyperbolic spaces and rT be the corresponding

decorated tree. Then

1. for every support tree TrV s P S2 π rTrV s‹
pX pT qq is isometric to CTrV s, and quasi-isometric to

C rTrV s‹ , for all support trees ;

2. πrV s‹pX pT qq is isometric to πrV spX pT qq, and quasi-isometric to πrV s‹pX prT qq, for all equiv-

alence classes rV s P S1;

3. X pT q is hierarchically quasiconvex in X prT q.

Proof. 1. The first assertion of this item follows from the fact that the projections to hy-

perbolic spaces for elements in X pT q are not modified by decorating the tree T . Fur-

thermore, by the construction of Section 3.1.1, there exists a constant C ą 0 such that

C rTrV s‹ “ NC
`

π
rTrV s‹

pX pT qq
˘

, and therefore π
rTrV s‹

pX pT qq is quasi-isometric to C rTrV s‹ .

2. As the favorite representative of the equivalence class rV s‹ is the same as of the class rV s,

it follows that πrV s‹pX pT qq is isometric to πrV spX pT qq. The second assertion of this item

follows from the equality X prT q “ NC
`

X pT q
˘

.

3. By what was just proved in the previous points, πU pX pT qq is kp0q-quasiconvex in πU pX prT qq,

for all U P S, for some fixed number kp0q.

Moreover, let ~b be a κ-consistent tuple such that bX P πXpX pT qq for every X P S and let

x P X prT q be a realization point of ~b. Since X prT q “ NCpX pT qq there exists x1 P X pT q such

that dX p rT qpx, x
1q ď C, and therefore the proof is complete.

As already mentioned in Section 3.1.1, to construct the hierarchically hyperbolic structure of

the graph of hierarchically hyperbolic groups G of Corollary 3.3.1, we do not consider directly a
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decorated tree, because there might not be a non-trivial action of the fundamental group of G on

that hierarchically hyperbolic space. Instead, we proceed as follows. Let

(3.25) T “
´

T, tHwuwPV , tHfufPE , tφf˘u
¯

be the tree of hierarchically hyperbolic groups associated to G, as described in [14, Section 8.2]. In

particular, T “ pV,Eq is the Bass-Serre tree associated to the finite graph Γ, each Hw is conjugated

in the total group G to Gv, where w maps to v via the quotient map T Ñ Γ, analogously Hf is

conjugated to Ge, and the edge maps φf˘ agree with these conjugations of edge and vertex groups

to give the embeddings in the tree of hierarchically hyperbolic groups. Let X pT q be the associated

metric space, and let S denote the index set associated to X pT q, as described in Section 3.2.

Associated to this, we consider the decorated tree rT of hierarchically hyperbolic groups, as de-

scribed in Section 3.1.1. By Theorem 3.0.1, the metric space X prT q admits a hierarchically hy-

perbolic space structure, that we denote by rS. By Lemma 2.1.15, the metric space X pT q is

hierarchically quasiconvex in X prT q, and therefore
`

X pT q, rS
˘

is a hierarchically hyperbolic space

by [14, Proposition 5.5], where the hyperbolic spaces associated to an element U P rS is defined

as πU
`

X pT q
˘

Ď CU . From Remark 1.6.4, we are assuming that every πU is uniformly coarsely

surjective, so in fact there is no harm in considering CU instead of πU
`

X pT q
˘

. As rS and S coincide

as sets of indices (what changes are the hyperbolic spaces associated to each index, as detailed

in Section 3.1.1), the above substitution is equivalent to equipping the metric space X pT q with

the hierarchically hyperbolic structure given by S. That is to say,
`

X pT q,S
˘

is a hierarchically

hyperbolic space.

We now set to prove Corollary 3.3.1. Before showing the full proof we discuss how the index

set constructed in Section 3.2 on a tree of hierarchically hyperbolic spaces can be applied to the

hierarchical hyperbolic group structure of a graph of groups G on the tree of spaces obtained by

considering its Bass-Serre tree.

We first describe the hierarchical hyperbolic space structures involved in each vertex space associ-

ated to the tree of spaces described in Equation (3.25).

Remark 3.3.3. Recall that each vertex in the Bass-Serre tree T corresponds to a coset gGv, where

Gv is a vertex group corresponding to the graph of groups G. We endow the metric space gGv with

a copy of the index set Sv denoted by gSv such that there is a hieromorphism φg : pGv,Svq Ñ

pgGv, gSvq equivariant with respect to the conjugation isomorphism Gv Ñ Ggv. If U P Sv we

denote by φ
pUq
g the isometry at hyperbolic space level making the following diagram commute:

Gv
φg //

πVv

��

gGv

πgVv

��
CVv

φpVvqg

// CgVv

We recall here the notion of T -coherent bijections, where T is the tree of hierarchically hyperbolic
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spaces. A bijection of the index set S given in Equation (3.4) is said to be T -coherent if:

• it induces bijections on the sets S1 and S2;

• it preserves the relation „ on S1;

• it induces a bijection b of the underlying tree T that commutes with f :
Ů

vPV Sv Ñ T , where

f sends each V P Sv to the vertex v. That is, fb “ bf .

Notice that the composition of T -coherent bijections is T -coherent. Therefore, let PT ď AutpSq

be the group of T -coherent bijections.

To produce the index set S in a PT -equivariant manner, we proceed as follows. Notice that G acts

on
Ů

vPV Sv, so that for any Vv P Sv we have that g.Vv P Sg.v. This extends to an action of S1

defining g.rV s “ rg.V s. For any rW s P S1, choose a left transversal SrW s of the subgroup

StabGprW sq “
 

g P G | grW s “ rW s
(

,

and impose that eG P SrW s. For each PT -orbit in S1 choose a representative rV s of the orbit, a

favorite vertex v for rV s, and a favorite representative Vv P Sv for rV s. For any element g P G,

there is a unique element l P SrV s such that g P l ¨ StabGprV sq. We declare lv to be the favorite

vertex of grV s, and gVv P Sl.v to be the favorite representative of the equivalence class g.rV s.

This definition is consistent, that is that if g, g̃ P G, then the favorite vertex of pgg̃q.rV s coincides

with the favorite vertex of g.
`

g̃.rV s
˘

. Indeed, suppose that g̃ P l̃ ¨ StabGprV sq, that gg̃ P p ¨

StabGprV sq, and that g P l‹ ¨ StabGpg̃rV sq, for unique elements l̃, p P SrV s and l‹ P Sg̃rV s. Thus,

the favorite vertex of gg̃rV s is p.v, and its representative is Vp.v P Sp.v. On the other hand, the

favorite vertex of g̃rV s is l̃.v, with favorite representative l̃rV s, and consequently the favorite vertex

of g
`

g̃rV s
˘

is pl‹ l̃q.v, with favorite representative V
pl‹ l̃q.v

. As g P l‹ ¨StabGpg̃rV sq and StabGpg̃rV sq “

g̃StabGprV sqg̃
´1, we have that gg̃ P pl‹g̃q¨StabGprV sq “ pl‹ l̃q¨StabGprV sq. Therefore, as gg̃ belongs

to a unique coset of StabGprV sq, we have that p ¨ StabGprV sq “ pl‹ l̃q ¨ StabGprV sq, which implies

that l‹ l̃rV s “ pp´1l‹ l̃rV s “ prV s. As a consequence, the favourite vertices and representatives of

grgrV s and gprgrV sq are equal.

From the definition of the action of PT on S2, it follows that Cg.TrUs “ CTg.rUs.

Lemma 3.3.4. Let G “
`

Γ, tGvuvPV , tGeuePE , tφe˘ : Ge Ñ Ge˘uePE
˘

be a finite graph of hierar-

chically hyperbolic groups satisfying the hypotheses of Corollary 3.3.1. Further, let T be the tree

of hierarchically hyperbolic spaces associated to G as in Equation (3.25). If g P G “ π1pGq such

that grV s “ rW s then for every rv P TrV s and representative V
rv P Srv of rV s there exist an isometry

gV
rv

: CV
rv Ñ CWg.rv making the following diagram uniformly coarsely commute

G
rv

g //

πV
rv

��

Ggrv

πWg.rv

��
CV

rv gV
rv

// CWg.rv
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Proof. For each rv P T , the group Stabprvq acts on the hierarchically hyperbolic space G
rv by auto-

morphisms of hierarchically hyperbolic groups (Definition 1.7.1). Observe that Stabprvq is conjugate

in the total group G to Stabpvq “ Gv, where rv Ñ v under the covering map T Ñ Γ. Choose, for

each vertex v1 P T in the G-orbit of v, a representative g1 in G, such that v1 “ g1v.

If g is an element of Stabprvq, then gV
rv

can be taken as the isometry of Definition 1.7.1. If g R

Stabprvq, write g “ g1 ¨ h, where h P Stabprvq and g1 is the described above representative of the

element grv. If hrV s “ rU s, and Wg1rv is the representative of rW s in Sg1rv then the hyperbolic

space CWg1.rv of rW s in Sg1.rv is an isometric copy of CU
rv induced by the map φ

pU
rvq

g1 described in

Remark 3.3.3. Let φ : CUv Ñ CWg1.v be the map providing the isometry between CUv and CWg1.v.

Then, we define gV
rv

as φ
phU

rvq

g1 ˝ hV
rv
.

To complete the proof, consider the following diagram

G
rv

h //

πVv

��

G
rv

g1 //

πU
rv

��

Gg1rv

πW
g1.v

��
CV

rv
hV

rv

// CU
rv
φ
phU

rvq

g1

// CWgrv

The leftmost diagram uniformly coarsely commutes by definition of hierarchically hyperbolic

groups. Recall that, by definition, for every g P G,Vv P Sv the map πWg.v equals φ
phUvq
g1 ˝ πWv . As

a consequence, the rightmost diagram commutes.

Remark 3.3.5. The maps gV
rv

defined in the previous lemma provide an action by isometries

on the hyperbolic spaces associated to
Ť

rvPT S
rv. That is to say, if rV s, rU s P S1 are such that

grV s “ rU s, then pkgqV
rv
“ kUg rv ˝gVrv

. By definition, gV
rv

equals φ
ph2V

rvq

g1 ˝h2V
rv

where g “ g1h2 for some

h2 P Stabprvq and g1 is the chosen representative of grv. Further, the map kUg rv equals φ
phUg rvq
k1 ˝hUg rv ,

where k1 is the chosen representative of kg1rv such that k “ k1h and h P Stabpg1rvq “ g1Stabprvqg1´1.

As a consequence, kg1 equals k1g1h1 for some h1 P Stabprvq and kg “ k1g1h1h2. By definition,

(3.26) pkgqV
rv
“ φ

ph1h2V
rvq

k1g1 ˝ ph1h2qV
rv
“ φ

pg1h1h2V
rvq

k1 ˝ φ
ph1h2V

rvq

g1 ˝ ph1h2qV
rv
.

Since g1h1h2 “ hg, we have that φ
pg1h1h2Vg1 rvq

k1 “ φ
phUg1 rvq

k1 . Moreover, since kUg1 rv “ φ
phUg1 rvq

k1 ˝ hUg1 rv ,

Equation (3.26) yields that

pkgqV
rv
“ kUg1 rv ˝ phUg1 rv q

´1 ˝ φ
ph1h2V

rvq

g1 ˝ ph1h2qV
rv
.

Recall that the hieromorphism φ
pU

rvq

g1 are defined to be equivariant with respect to the conjugation

isomorphism Stabprvq Ñ g1Stabprvqg1´1. Therefore, since h “ g1h1g1´1 P g1Stabprvqg1´1 we have that

phg1W q
´1˝φ

pW q
g1 “ φ

ph1´1W q
g1 ˝ph1W q

´1 for every W P S
rv. By using this fact considering W “ h1h2V

rv
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and Equation (3.26) we obtain that

(3.27) pkgqV
rv
“ kUg rv ˝ φ

pU
rvq

g1 ˝ ph1h1h2V
rv
q´1 ˝ ph1h2qV

rv
“ kVg rv ˝ φ

pU
rvq

g1 ˝ ph2qV
rv
“ kVg rv ˝ gVrv

,

and the claim follows.

As we have seen, the collection of maps gVv provide an action by isometries of G on
Ť

rvPT S
rv. In

order to descend this action to the quotient S1 “
Ť

rvPT S
rv{ „, in Corollary 3.3.1 we will have to

make use of comparison maps.

Before the proof of Corollary 3.3.1 we prove a useful result on comparison maps.

Lemma 3.3.6. Let G “
`

Γ, tGvuvPV , tGeuePE , tφe˘ : Ge Ñ Ge˘uePE
˘

be a finite graph of hierar-

chically hyperbolic groups satisfying the hypotheses of Corollary 3.3.1. Let rV s P S1, v, w P TrV s

and g P π1pGq. If Vv, Vw are the representatives of rV s in Sv,Sw respectively and grV s “ rW s

then the comparison map c
Wg.v

Wg.w
equals gVw ˝ c

Vv
Vw
˝ g´1

Vv
, where gVv , gVe are the isometries defined in

Lemma 3.3.4.

Proof. If v, w P TrV s are joined by a single edge e, then gv, gw are joined by the edge ge in T . Recall

that the map φge˘ in the tree of spaces T is equal to gφe˘g
´1 for every edge e in T . Moreover, by

Lemma 3.3.4 the map induced by gφe˘g
´1 at hyperbolic space level is equal to gVv ˝ φ

pVeq
e˘

˝ g´1
Vv

.

Therefore, by Definition 3.1.4 we have that c
Wgv

Wgw
“ gVw ˝ c

Vv
Vw
˝ g´1

Vv
. An inductive argument on the

number of edges separating v from w proves the general case.

We are now ready to show Corollary 3.3.1

Proof of Corollary 3.3.1. Let T be the tree of hierarchically hyperbolic spaces constructed from

the finite graph of hierarchically hyperbolic groups, as done in Equation (3.25). Choose S following

the constraints of Subsection 3.3. We begin the proof by modifying the hierarchically hyperbolic

space structure on each pXv,Svq in the tree of spaces as follows. If Vv denotes the representative

of rV s in Sv and CrV s “ CVw denotes the favourite representative of rV s, then we replace the

hyperbolic space CVv with the hyperbolic space CrV s. We define the projection πrV s : Xv Ñ CrV s

as cvw ˝ πVv . Since comparison maps are isometries by assumption and the projections πVv are

uniformly coarsely Lipschitz, we obtain that the projection πrV s is uniformly coarsely Lipschitz.

We repeat this process for every equivalence class rV s and every pXv,Svq where v P TrV s.

By Theorem 3.0.1, the metric space X pT q associated to T admits a hierarchical hyperbolic structure

S. The group G acts on X pT q in the following way. At the level of the metric space g.x “ gx P

X pT q for all x P X pT q. The action at the level of the index set S is defined by g.rV s “ rgV s P S1

for all rV s P S1, and g.TrV s “ Tg.rV s P S2 for all TrV s P S2.

To define the action of G at the level of hyperbolic spaces we proceed as follows. If rV s P S and, as

described previously in Section 3.3, v, rv are the favourite vertices of rV s and grV s respectively, then
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we define the map grV s : CrV s Ñ CgrV s as grV s :“ cgv
rv ˝ gVv , where gVv : CVv Ñ CVgv is the isometry

induced by g, and cgv
rv : CVgv Ñ CVrv is a comparison map, which is an isometry by hypothesis. Note

that this definition provides an action of G on the hyperbolic spaces associated to S by isometries.

Indeed, if g, g1 P G and rV s, rW s P S1 such that rW s “ grV s then g1
rW s˝grV s “ pc

g1rv
rv1 ˝g

1
V

rv
q˝pcgv

rv ˝gVv q.

By Lemma 3.3.6 if rv1 is the favourite representative of g1rW s then g1V
rv
˝ cgv

rv “ cg
1gv
g1rv ˝ g1Vgv and,

therefore, g1
rW s ˝ grV s “ cg

1gv
rv1 ˝ pg1gqVv “ pg

1gqrV s.

In order to show that G is a hierarchically hyperbolic group we now show that the action defined

above of G on X pT q satisfies the axioms of Definition 1.7.1. The first axiom is straightforward to

check. Indeed, if T is the underlying tree of T we have that the quotient of X via the action of G

is a finite graph of spaces where each space is the KpG, 1q of a vertex group in G. That is to say,

X {G is a compact space. Moreover, since for every vertex group Gv in G the action of Gv on Sv

is cofinite, we have that the action of the total space G on
Ť

rvPT S
rv is also cofinite. Therefore, we

obtain that the action of G on S1 “
Ť

rvPT S
rv{ „ is cofinite.

It remains to show that the two last axioms of Definition 1.7.1 hold. That is, we have to show that

for every g P G the following diagrams coarsely commute

(3.28) G
g //

πU

��

G

πgU

��
CU

gU
// CgU

CU
gU //

ρUV
��

CgU

ρgUgV
��

CV
gV

// CgV

for every U, V such that U&V or U Ď V .

Let rV s P S1 and let v be the favourite representative of rV s and v1 be the favourite representative

of rW s “ grV s. We consider the following diagram:

Gw
“ //

πrV s

��

Gw
g //

πVw

��

Ggw
“ //

πWgw

��

Ggw

πgrV s

��
CVv

cvw

// CVw gVw
// CWgw

cgw
v1

// CWv1

The center square of the diagram commutes by Lemma 3.3.4. Moreover, the right and left square

coarsely commute by definition of πrV s and πgrV s. By Lemma 3.3.6 we have that cgwv1 ˝ gVw ˝ c
v
w “

cgvv1 ˝ gVv “ grV s.
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To tackle the general case we consider the following diagram:

G

��
gTrV s

��

g // G

ggTrV s

��
Gw

πrV s

��

g //

��

Ggw

πgrV s

��
CrV s

grV s
// CgrV s

Here, if x P Gw1 , then gTrV spxq is defined as gwpxq, where w is the closest point to w1 in TrV s. Note

that if w is the closest point to w1 in TrV s, then gw is the closest point in gTrV s to gw1 and so

the upper square commutes. The bottom square commutes by the previous case. Recall that if

y P Gw1 such that w1 R TrV s, then πrV spyq “ c
Ve`
Vv

˝ πVe` pφe`pGeqq, where e is the edge separating

w1 from TrV s. Therefore, gTrV spyq “ ge`pyq and πVe` pge`pyqq — πVe` pφe`pGeqq. As a result we

obtain that πrV spyq — πrV s ˝ gTrV spyq.

We now show that for any two index set elements in U, V P S1 YS2 such that U M V the second

diagram in (4.3) commutes. We first tackle the case rU s, rV s P S1. We consider two disjoint

cases: either TrUs X TrV s “ H or TrUs X TrV s ‰ H and Uv M Vv, for some v P TrUs X TrV s. If

TrV s X TrUs “ H then ρ
rUs
rV s “ cV ˝ πVe` pφe`pGeqq and ρ

rV s
rUs “ cU ˝ πV

pe1q`
pφpe1q`pGe1qq. Note that

if x P Gw where w P TrV s, then by definition πrUspxq “ ρ
rV s
rUs and πgrUspgxq “ ρ

grV s
grUs. By the above

argument πgrUspgxq — grUs ˝ πrUspxq and therefore ρ
grV s
grUs — grUs ˝ ρ

rV s
rUs.

Recall that, by Lemma 3.1.7, if v, w P TrV sXTrUs such that Vw&Uw, then cwv pρ
Vw
Uw
q — ρVvUv . Moreover,

for every g P Gw we have that gVwpρ
Uw
Vw
q “ ρgUwgVw

. If g P G, then by definition of φg we have that

φg ˝ ρ
Uw
Vw
— ρ

gUgw
gVgw

.

We now consider the case where TrUs X TrV s ‰ H and Uw&Vw or Uw Ď Vw in the index set

Sw. If v and v1 are the favourite representatives of rU s and rV s respectively then, by definition,

ρ
rUs
rV s “ cwv ˝ ρ

Uw
Vw

. Recall that if rv is the favourite representative of grV s then grV s is coarsely equal

to cgw
rv ˝ gVw ˝ c

v1

w and, therefore, grV s ˝ c
w
v1 ˝ ρ

Uw
Vw
— cgw

rv ˝ gVw ˝ ρ
Uw
Vw
— cgw

rv ˝ ρgUwgVw
“ ρ

rgUs
rgV s.

Let us now consider the case rV s&TrUs or rV s Ď TrUs. Recall that ρ
rV s
TrUs

“ TrUsXTrV s if TrUsXTrV s ‰

H. In this case, gρ
rV s
TrUs

“ TgrUsXTgrV s “ ρ
grV s
gTrUs

. On the other hand, if TrV sXTrUs “ H, then ρ
rV s
TrUs

is defined as closest point projection of TrV s on TrUs. It follows that the closest projection of TgrV s

on TgrUs is gρ
rV s
TrUs

.

If rV s K rU s, then rV s Ď TrUs ρ
TrUs
rV s pvq “ ce

`

v ˝πVe` pφe`pXeqq for every v P TrUszTrV s, where e is the

edge separating v from TrV s. Note that if v P TrUszTrV s, then ρ
TrUs
rV s pvq “ πrV spxq for any x P Xv.

Therefore, grV s ˝ ρ
TrUs
rV s pvq — πgrV spgxq “ ρ

gTrUs
grV s pgvq.

If rV s&rU s, two cases may ocurr, either TrUs X TrV s ‰ H or TrUs X TrV s “ H. If TrUs X TrV s “ H,
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then ρ
TrUs
rV s “ ce

`

v ˝ πVe` pφe`pXeqq, where e is the edge separating TrUs from TrV s. Note that if

v P TrUs, then ρ
TrUs
rV s “ πrV spxq for any x P Xv and therefore, grV s ˝ ρ

TrUs
rV s — πgrV spgxq “ ρ

gTrUs
grV s . If

TrUs X TrV s ‰ H then ρ
TrUs
rV s “ ρ

rV^Us
rV s

Moreover, G ď PG , because the action is given by T -coherent automorphisms. As in [14, Corollary

8.22], this action is cocompact and proper. The action of G on G is cofinite if and only if the

induced actions on S1 and S2 are cofinite, and this is indeed the case. The action on S1 coincides

with the action considered in [14, Corollary 8.22] and therefore is cofinite, and the action on

S2 “ tTrV s | rV s P S1u

is cofinite because the action on S1 is.

This proves that G is a hierarchically hyperbolic group. It has the intersection property and clean

containers because
`

X pT q,S
˘

has these properties.

3.3.2 Graph products

Theorem 3.3.7. Let Γ be a finite simplicial graph, G “ tGvuvPV be a family of hierarchically

hyperbolic groups with the intersection property and clean containers. Then the graph product

G “ ΓG is a hierarchically hyperbolic group with the intersection property and clean containers.

Proof. Throughout the proof, if G denotes the graph product ΓG and ∆ is a subgraph of Γ, we

denote with G∆ the subgroup of G generated by the family of subgroups tGv | v P ∆u. This is

canonically isomorphic to the graph product ∆G∆, where G∆ is the subfamily of G indexed by

elements in ∆. Given vertex groups tGvuvPV , we fix once and for all word metrics on them, and

we always consider the graph product metric on ΓG, so that the (infinite) generating set of the

graph product ΓG consists of all vertex-groups elements. In particular, for a full subgroup H of

the graph product G, that is a subgroup conjugated to a G∆ as above, the inclusion map H Ñ G

is an isometric embedding.

We show by induction on the number of vertices that every graph product G of hierarchically

hyperbolic groups with the intersection property and clean containers is again a hierarchically

hyperbolic group with the intersection property and clean containers, and that for any full subgroup

H of G, hierarchically hyperbolic group structures (with intersection property and clean containers)

can be given to H and G so that the canonical inclusion H ãÑ G is a full, hierarchically quasiconvex

hieromorphism, inducing isometries at the level of hyperbolic spaces.

The case n “ 1 is trivial, so let us suppose that V “ tv, wu. If the vertices are connected by

an edge, then the graph product is the direct product of the two vertex groups, its hierarchically

hyperbolic structure is described in Example 1.9.1, and it satisfies the inductive statement we want
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to prove.

On the other hand, if the two vertices are not connected by an edge, then the graph product is the

free product of the two vertex groups, and also in this case the inductive statement is satisfied.

Let us suppose that the graph Γ has n vertices, that is |V | “ n, and that the lemma is satisfied by

graph products on at most n ´ 1 vertices. If the graph product splits non-trivially as a direct or

free product, then either G “ G∆ ˆ GΘ or G “ G∆ ˚ GΘ, where ∆ and Θ are proper non-trivial

subgraphs of Γ. In both cases the inductive statement is satisfied, by induction and by recalling that

free products and direct products of hierarchically hyperbolic groups are hierarchically hyperbolic.

Therefore, suppose that G does not split non-trivially as a direct nor as a free product. Consider

any (non-central and non-isolated) vertex v P V and the splitting

(3.29) G – GΓztvu ˚Glinkpvq
pGlinkpvq ˆGvq.

We now check that all the hypotheses of Corollary 3.3.1 are satisfied.

By the inductive hypotheses the groups GΓztvu and Glinkpvq admit a hierarchically hyperbolic

group structures with the intersection property and clean containers, and we call SΓztvu and

Slinkpvq their index sets, respectively. By Lemma 2.1.2 the direct product Glinkpvq ˆ Gv is a

hierarchically hyperbolic group with the intersection property, and it also satisfies clean containers

by [2, Lemma 3.6]. Moreover, also by inductive hypotheses, the inclusions ι1 : Glinkpvq ãÑ GΓztvu

and ι2 : Glinkpvq ãÑ Glinkpvq ˆ Gv are full, hierarchically quasiconvex hieromorphisms, and ι˚i,U are

isometries for i “ 1, 2 and for all U P Slinkpvq.

Moreover, ι1 and ι2 are isometric embeddings. By choosing inverse isometries for the maps ι˚i,U

for i “ 1, 2 and all U P Slinkpvq, we conclude that comparison maps, as defined in Definition

3.1.4, are again isometries. Therefore, all of the hypotheses of Corollary 3.3.1 are satisfied, and

we apply it to the graph of groups appearing in Equation (3.29). Thus, the group G admits a

hierarchically hyperbolic group structure with the intersection property and clean containers. To

conclude the proof, it is enough to prove that the embedding G∆ ãÑ G is a full, hierarchically

quasiconvex hieromorphism, and that induces isometries at the level of hyperbolic spaces, where

∆ is any proper subgraph of Γ.

Let us first consider the case ∆ “ Γztvu, and let us show that GΓztvu is hierarchically quasiconvex

in G. Recall that the index set S constructed in Corollary 3.3.1 for GΓ is S1 YS2 Y t pT u, as fully

described in Equation (3.5) and Equation (3.6).

Any element of S1 is an equivalence class rV s, equipped with a favourite representative Vw in the

Bass-Serre tree T for which CrV s “ CVw. On the other, any element of S2 is a support tree TrV s,

and the metric space CTrV s is the tree TrV s in which all properly contained support trees TrW s are

coned-off.
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For each rV s P S1, the projection πrV s, as defined in Equation (3.7) and Equation (3.8), is

πrV spxq “

$

’

&

’

%

cw ˝ πVwpxq, @x P Xv, v P TrV s;

ce` ˝ πVe` pφe`pXeqq, @x P Xv, v R TrV s,

where e “ epvq is the last edge in the geodesic connecting v to TrV s such that e` P TrV s, and the

maps cw and ce` denote the appropriate comparison maps to the favorite representative of rV s.

Let x P Xv Ď X and let TrV s P S2. Then, πTrV spxq is defined as the composition of the closest

point projection of v to TrV s in the Bass-Serre tree T , with the inclusion of TrV s into the coned-

off CTrV s “ pTrV s.

To prove that GΓztvu is hierarchically quasiconvex in GΓ, we need to check the two conditions of

Definition 1.7.4. For each element TrV s P S2 we have that πTrV spGΓztvuq is a point in CTrV s “ pTrV s

and, therefore, it is quasiconvex in CTrV s.

Suppose that rV s P S1, and assume that rV s has a representative in g.Sv, where Sv is the index

set associated to the vertex group Gv. In particular rV s “ tV u, and πrV spGΓztvuq Ď πV pg.Glinkpvqq.

Since V R g.Slinkpvq, the set πV pg.Glinkpvqq is uniformly bounded, and therefore πrV spGΓztvuq is

quasiconvex in CrV s.

On the other hand, assume that the group orbit G.rV s intersects SΓztvu. Without loss of generality,

as the group acts isometrically on the hyperbolic spaces, we can assume that rV s has a represen-

tative Ṽ P SΓztvu. By definition πrV spGΓztvuq “ c ˝ πṼ pGΓztvuq, where c is the comparison map

from Ṽ to the favourite representative of rV s. By Axiom (1) of Definition 1.6.1, the set πṼ pGΓztvuq

is quasiconvex in CṼ , and therefore πrV spGΓztvuq is quasiconvex in CrV s, being c an isometry. It

follows that for every element rV s P S1, the set πrV spGΓztvuq is quasiconvex in CrV s.

To conclude the proof of hierarchical quasiconvexity, consider a consistent tuple ~b in pG,Sq such

that brV s P πrV spGΓztvuq and bTrV s P πTrV spGΓztvuq for every rV s P S1. The sets πTrV spGΓztvuq are

uniformly bounded, being points, for all TrV s P S2. Moreover, πrV spGΓztvuq are uniformly bounded

for every equivalence class rV s P S1 which has a representative in g.Sv.

Let α denote the vertex of the Bass-Serre tree in which the subgroup GΓztvu is supported. Let

i : GΓztvu Ñ GΓ be the hieromorphism defined as follows. At the metric-space level define it to be

the natural inclusion. At the level of index sets i♦pUq “ rU s and, at the level of hyperbolic spaces,

i˚U : CU Ñ CrU s is the comparison map c : CUα Ñ CrU s, which is an isometry.

For each rV s P S1, we have that

πrV spGΓztvuq “

$

’

&

’

%

cα ˝ πVαpGΓztvuq, if α P TrV s;

ce` ˝ πVe` pφe`pXeqq, if α R TrV s.
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By Theorem 2.2.1 the set πVe` pφe`pXeqq is uniformly bounded, and thus ce` ˝ πVe` pφe`pXeqq is

uniformly bounded. For each rV s P S1 such that α P TrV s, let crV s denote cpbrV sq, where the maps

c denote the comparison maps (which are isometries) from the favourite representative of rV s to

the representative Vα (therefore, the maps c change with respect to different equivalence classes).

Consider the consistent tuple

~c “
ź

rV sPS1,
αPTrV s

crV s

By induction hypothesis, GΓztvu is a hierarchically hyperbolic group. Therefore, the consistent tuple

~c admits a realization point z P GΓztvu, and thus we obtain that πrV spzq — brV s for every rV s P S1.

Furthermore, since πTrV spGΓztvuq is a point, we also have that πTrV spzq “ bTrV s “ πTrV spGΓztvuq for

every TrV s P S2. That is, the second condition of hierarchical quasiconvexity is proved, and the

inclusion GΓztvu ãÑ GΓ is a hierarchically quasiconvex hieromorphism.

Moreover, for each V P SΓztvu the map CV Ñ CrV s is an isometry. Note that, if an element

rV s Ď i♦pUq “ rU s, where U P SΓztvu, then TrUs Ď TrV s. By assumption α P TrUs, and therefore

α P TrV s and there exists V P SΓztvu such that i♦pV q “ rV s.

Thus, we proved that all induction hypotheses are satisfied by the inclusion GΓztvu ãÑ G, that is

that the embedding is a full, hierarchically quasiconvex hieromorphism, which induces isometries

at the level of hyperbolic spaces.

To deduce the same for an arbitrary G∆, we proceed as follows. If ∆ “ Γztuu for some (other)

vertex u P V , then the above argument, where in Equation (3.29) we consider the splitting over

the subgroup Glinkpuq, proves that the inclusion G∆ ãÑ G satisfies the desired properties. If not,

then ∆ is a proper subgraph of Γztuu, for some u P V . Induction proves that the embedding

G∆ ãÑ GΓztuu satisfies said properties, and again the above argument proves the claim for the

inclusion GΓztuu ãÑ G. As fullness, hierarchical quasiconvexity, and inducing isometries at the level

of hyperbolic spaces, are all properties preserved by composition of hieromorphisms, we conclude

that the inclusion G∆ ãÑ G satisfies the inductive statement, and the proof is thus complete.

We end the chapter with a remark that anticipates what the following chapter is about. In short,

it shows the limits of application of Theorem 3.0.1 to general graphs of groups.

Example 3.3.8. [Baumslag–Solitar groups] Let us consider more in detail non-euclidean Baumslag–

Solitar groups BSp1, kq “ xa, t | tat´1 “ aky, where k ‰ ˘1. Let T “ pV,Eq be the Bass–Serre

tree associated to the HNN extension BSp1, kq, so that V “ tgxay | g P BSp1, kqu. Two distinct

vertices gxay and hxay are joined by an edge e P E if and only if there exists b P xay such that either

hxay “ gbt˘1xay, or hxay “ gbt´1xay. For a vertex gxay “ v P V let
`

Xv,Sv

˘

:“
`

gxay, txayu
˘

be the hierarchically hyperbolic space associated to the vertex, and for any edge e P E let
`

Xe,Se

˘

:“
`

xay, txayu
˘

be the hierarchically hyperbolic space associated to the edge. Given
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tgxay, hxayu “ e P E, consider the hieromorphisms φe` :
`

xay, txayu
˘

Ñ
`

gxay, txayu
˘

be defined as

φe`paq “ ga, and φe´ :
`

xay, txayu
˘

Ñ
`

hxay, txayu
˘

be defined as φe´paq “ hak.

We have that

T “
´

T,
 ``

Xgxay,Sgxay

˘˘(

gPG
,
 `

Xe,Se

˘

u
˘(

ePE
,
 

φe˘
(

ePE

¯

is a tree of hierarchically hyperbolic spaces. The vertex-spaces and edge-spaces all have the in-

tersection property and clean containers, because their index set consists of only one element.

Moreover, hieromorphisms are hierarchically quasiconvex, uniformly coarsely lipschitz, and full.

Let us prove that comparison maps are not uniform quasi isometries. First notice that, as each

hierarchically hyperbolic space has an index set of cardinality one, there is only equivalence class

that spans the whole tree T . Let v and u be two vertices in T , at distance d. Then, the comparison

map cvÑu : xay Ñ xay is a p|k|d, 0q-lipschitz map. Therefore, as |k| ą 1 and we cannot bound the

distance d between two vertices in the unbounded tree T , comparison maps cannot be uniform

quasi isometries, as claimed.

The above remark shows that Theorem 3.0.1 cannot be applied to show that non-euclidean Baum-

slag Solitar groups are hierarchically hyperbolic. The following result is an analog of Lemma 1.2.6,

it shows that hierarchically hyperbolic groups cannot contain infinite distorted cyclic subgroups.

Remark 3.3.9. If G is a hierarchically hyperbolic group, then G cannot have a subgroup isomor-

phic to BSpn,mq “ xa, t | tant´1 “ amy, with |n| ‰ |m|. Indeed, suppose there is an embedding

ι : BSpn,mq ãÑ G. We have that ιpaq is an infinite order element of G. By [35, Theorem 7.1] and

[36, Theorem 3.1], ιpaq is undistorted, which is a contradiction.

More generally, if a group G has a hierarchical hyperbolic structure, then it cannot be unbalanced,

as it cannot contain infinite distorted cyclic subgroups.

After examining the above remark, one would be tempted to think that the only way that a

Baumslag Solitar group BSpm,nq has a hierarchically hyperbolic structure precisely when |m| “

|n|. This is indeed, the case, and we devote the last chapter of this thesis to study hierarchical

hyperbolicity for a much broader class of groups that we choose to call hyperbolic-2-decomposable

groups.



Chapter 4

Hierarchical hyperbolicity of

hyperbolic-2-decomposable groups

In this chapter we will consider groups that split as graphs of groups with 2-ended edge groups.

Recall that, if P is a property of a group, we say that a group is P -2-decomposable if it splits as a

graph of groups with 2-ended edge groups and vertex groups satisfying property P .

We now state the main result of the chapter.

Theorem 4.0.1. Let G be a hyperbolic-2-decomposable group. The following are equivalent.

1. G admits a hierarchically hyperbolic group structure.

2. G does not contain a distorted infinite cyclic subgroup.

3. G does not contain a non-Euclidean almost Baumslag–Solitar group.

Moreover, if G is virtually torsion-free, condition (3) can be replaced by

3’. G does not contain a non-Euclidean Baumslag–Solitar group.

Before we begin with the chapter, we state a few questions and possible future directions.

4.0.1 Questions

The non virtually torsion-free case: our results are stated differently for the case of vir-

tually torsion-free groups. The main problem being that we could not determine in the class

of hyperbolic-2-decomposable groups whether all non-Euclidean almost Baumslag–Solitar groups

contain a Baumslag–Solitar subgroup.

Question 4.0.2. Does every non-Euclidean almost Baumslag–Solitar subgroup of a hyperbolic-2-

decomposable group contain a non-Euclidean Baumslag–Solitar subgroup?

91
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We stress that this question has a positive answer for certain torsion-free groups. In [59, Proposi-

tion 7.5] the author shows that the question has a positive answer for GBS groups. In [28, Propo-

sition 9.6] the author extends the result to (torsion-free hyperbolic)-2-decomposable groups. How-

ever, the results appearing in those papers rely heavily on the absence of torsion. As we will see in

Section 4.1, it is enough to assume that G is virtually torsion-free. Moreover, recall that a graph

of virtually torsion-free groups may not have a virtually torsion-free fundamental group (Example

1.9.16).

Generalization to HHG-2-decomposable In our proofs, hyperbolicity of the edge groups is

used only in Theorem 4.2.2 and Lemma 4.2.6. Thus we expect that finding appropriate replace-

ments for the two results above will yield a sufficient condition for a (hierarchically hyperbolic)-2-

decomposable group to be hierarchically hyperbolic. However, the question becomes harder when

asking for a full characterization. As remarked before, all hierarchically hyperbolic groups are

balanced, hence balancedness is surely a necessary condition in Question 2.

Question 4.0.3. Under which conditions a (hierarchically hyperbolic)-2-decomposable group is

hierarchically hyperbolic?

A possible strategy to answer this question would be to extend the tools developed in Section 4.2

to the class of hierarchically hyperbolic groups. That is to say, provide conditions guaranteeing

that the hierarchically hyperbolic structure of edge groups can be included in the one of the vertex

group.

However, we don’t think this strategy would work in the general case. For instance, consider Z2-

2-decomposable groups (also known as tubular groups). If one vertex has three incoming edges,

defining pairwise linearly independent lines, there is no straightforward way of defining a hierar-

chically hyperbolic group structure on Z2 that contains each edge group.

4.0.2 Balanced groups

A fundamental notion throughout the chapter is the notion of balanced group.

Definition 4.0.4. Let G be a group and g P G. We say that g is balanced either if g has finite

order, or if whenever gn is conjugate to gm, it must follow |n| “ |m|. We say that a group G is

balanced if every element is balanced.

Lemma 4.0.5 ([90, Lemma 4.14]). Let G be a group and assume that there exists a balanced

subgroup H of G of finite index. Then, G is balanced.

We are now going to study how balanced groups behave under amalgamated products and HNN

extension over virtually cyclic groups. A key property of virtually cyclic groups that will be used

throughout the chapter is that if a, b are infinite order elements of a virtually cyclic group, then

there are N,M such that aN “ bM .

Lemma 4.0.6. Let C be a virtually cyclic group and G “ A ˚C B. Then G is balanced if and only

if A,B are.
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Proof. One implication is clear. To show the converse, let g P G be an infinite order element and

let h P G be such that hgnh´1 “ gm for |n| ‰ |m|. If g is acts hyperbolically on the Bass-Serre tree

T corresponding to G, then the translation length `Gpgq is positive. Moreover, `Gpg
nq “ |n|`Gpgq

and `Gphgh
´1q “ `Gpgq. Thus, if hgnh´1 “ gm then |n| “ |m|, which is a contradiction. Thus, we

can assume that g acts elliptically on T .

Therefore, there exists x such that xgx´1 belongs in A or B. Assume without loss of generality

that xgx´1 P A. We have

(4.1) pxhx´1qpxgx´1qnpxhx´1q´1 “ pxgx´1qm.

If we write a “ pxgx´1q P A and k “ xhx´1, Equation (4.1) becomes kank´1 “ am. Write k in

normal form k0 ¨ ¨ ¨ ks, where ki P A´ 1 or B ´ 1. We have

pk0 ¨ ¨ ¨ ksqa
Tnpk0 ¨ ¨ ¨ ksq

´1a´Tm “ 1.

There are now two cases. First, assume that no powers of a can be conjugated into C, for instance,

this happens whenever |C| ď 8. Then by the normal form theorem, s “ 0 k0 P A and hence A

was not balanced.

So suppose that there is some power aε of a that can be conjugated into C. Up to conjugating a

and k and taking powers of a, we can assume that a P C and kank´1 “ am holds. Again, consider

the normal form k “ k0 . . . ks. We will proceed by induction on s.

Case s “ 0. In this case we have k0a
nk´1

0 “ am. Since a P C, if k0 P A (resp. B), we have that A

(resp. B) is unbalanced.

Induction step. Suppose that the claim holds for k with normal-form length s ´ 1. We will show

that it holds for length s. Consider the equation kank´1 “ am and assume that k has normal-form

length s. Observe that for each T the equation kaTnk´1 “ aTm still holds. We will show that, for

T large enough, we can write kaTnk´1 “ aTm as k1cn
1

pk1q´1 “ cm
1

with c P C, |n1| ‰ |m1| and k1

with normal-form length at most s´ 1. Then we are done by induction hypothesis.

We have

pk0 ¨ ¨ ¨ ksqa
npk0 ¨ ¨ ¨ ksq

´1 “ am.

By the normal form theorem, b “ ksa
nk´1

s P C. Since C is 2-ended, there is c P C and P1, P2, P3, P4

such that aP1 “ cP2 and bP3 “ cP4 . Let K “ k0 ¨ ¨ ¨ ks´1. Then we have

(4.2) Kksa
P1P3nk´1

s K´1 “ aP1P3m
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Let’s focus on the left-hand side only, conjugating it by K. We have

ksc
P2P3nk´1

s “ ksa
P1P3nk´1

s “ bP1P3 “ cP1P4 .

Since ks belongs to either A or B, all the elements of the above series of equations are in one

between A,B, say A. Since A is balanced, we need to have |P2P3n| “ |P1P4|. Thus, up to possibly

substituting n with ´n, we can write the left-hand-side of Equation (4.2) as KcP2P3nK´1. Now,

applying the equality aP1 “ cP2 to the right-hand-side of Equation (4.2), we have

KcP1P4K´1 “ KcP2P3nK´1 “ cP2P3m.

We are now done by induction hypothesis.

By applying repeatedly the previous lemma, we obtain the following corollary.

Corollary 4.0.7. If G is a balanced-2-decomposable group such that the underlying graph is a tree,

then G is balanced.

It is straightforward to check that HNN extensions of balanced groups are not balanced in general:

Simply consider BSp2, 3q as the HNN extension xa, t | ta2t´1 “ a3y – xay˚ta2t´1“a3 .

To finish this subsection we include results that give sufficient conditions for an HNN extension

over a balanced group to be balanced. We stress that these results are modified versions of

[28, Proposition 6.3] and [28, Theorem 6.4]. They have been modified as to allow torsion.

Proposition 4.0.8. Let H be a balanced group, A,B ď H be virtually cyclic subgroups and

φ : AÑ B be a isomorphism. Let G “ H˚φ. Then.

1. If g P H but no power of g is conjugate in H into AYB then g is still balanced in G.

2. If A and B are non-commensurable in H, then G is also a balanced group.

Proof. Suppose g was not balanced in G. Hence there is h P G´H such that hgph´1 “ gq for some

|p| ‰ |q|. Since h P G ´H, we can write h “ h1t
ε1 . . . hr´1t

εrhr in reduced form. By assumption

hrgh
´1
r does not belong to A nor B, and hence hgqh´1 cannot represent an element of H. Thus,

h P H and since H is balanced |q| “ |p|.

For the second item, we only need to check the balancedeness of elliptic elements in G, since a

translation length argument similar to that of Lemma 4.0.6 rules out unbalancedeness of hyperbolic

elements. Thus, if G is unbalanced, by the first item there must exist an unbalanced infinite order

element h P H such that some power of h can be conjugated into AYB. Therefore, we can assume

without loss of generality that h P A Y B. Assume that h “ a P A. Since a is unbalanced, there

is some g P G such that gaig´1 “ aj with |i| ‰ |j|. Let g “ h1t
ε1 . . . hrt

εr be the reduced form
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expression in G. Since ghig´1 “ hj has normal form length 1, there must exist some possible

reduction in ph1t
ε1 . . . hrt

εr qhiph1t
ε1 . . . hrt

εr q´1. There are two possible ways that this could

happen: Either εr “ 1 and hrh
ih´1
r P A or εr “ ´1 and hrh

ih´1
r P B. If the latter occurs,

then the proof is complete, as hrh
ih´1
r is an infinite order element in Ahr X B. Assume now

that the former case occurs. Since A is a 2-ended balanced group, there must exist k such that

hra
ikh´1

r “ a˘ik. Therefore, tεrhra
ikh´1

r t´εr “ ta˘ikt´1 “ b˘ik. Again, as before, we have two

possibilities: Either hr´1b
˘ikh´1

r´1 belongs in B and εr´1 “ ´1 or hr´1b
˘ikh´1

r´1 belongs in A and

εr´1 “ 1. If the latter occurs, the proof is complete. If the former occurs, since B is a 2-ended

balanced group, then hr´1b
˘ikk1h´1

r´1 “ b˘ikk
1

for some k1. We can continue performing reductions

in the expression of gaig´1 and at each step we have the same dichotomy where either the proof is

complete or we can continue reducing. Note that at some point of the reduction we obtain hi such

that Ahi XB or AXBhi is infinite. Indeed, otherwise for some K ‰ 0 the equality gaKig´1 “ aKj

would hold for |Ki| “ |Kj|, contradicting the assumption.

Corollary 4.0.9. Let G be an HNN extension of the balanced group H with stable letter t and

2-ended associated subgroups A and B of H. Let a P A, b P B be infinite order elements such that

tat´1 “ b. Moreover, suppose that there is h P H conjugating a power of a to a power of b, so

that haih´1 “ bj. Then G is balanced if and only for every pair of elements a, b as above we have

|i| “ |j|.

Proof. One implication is clear, we now show that G is balanced provided that for every h P H

such that haih´1 “ bj for some i, j it follows that |i| “ |j|.

Assume that G is an unbalanced group. Therefore, by the second assertion in the previous propo-

sition, there must exist some h1 P H such that A X h1Bh1´1 is infinite. Since HNN extensions

are defined up to conjugation of the corresponding embedding maps, by conjugating by h1 we can

assume that A X B is infinite in H. By the first assertion in the previous proposition, the only

elements that can be unbalanced are those h P H that can be conjugate in H into A Y B. Thus,

we can assume without loss of generality that the unbalanced elements in G belong in A Y B.

Therefore, if G is unbalanced, we can assume that for some a P A there is some g P G such that

gang´1 “ am for some |n| ‰ |m|. We will induct on the length of the reduced form of g to show

that gang´1 “ am implies |n| “ |m|, obtaining a contradiction.

Let g “ h0t
ε1h1 . . . t

εrhr be the reduced expression of g. Let us say that r denotes the reduced form

length of g. Assume that r “ 0. That is to say, g P H. Since H is balanced, we have |n| “ |m|.

Assume now that the claim holds for elements of reduced form length r ´ 1, and let g of reduced

form length r be such that gang´1 “ am. We denote by b P B the element such that tat´1 “ b.

Note that if the equation gang´1 “ am holds in G, then for every T we have that gaTng´1 “ aTm

for every T ą 0. Since the element gang´1 “ am belongs in H, by the normal form theorem,
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gang´1 must admit some reduction in its reduced form. There are two ways that this reduction

can occur: Either εr “ 1 and hra
nh´1

r belongs in A or ε1 “ ´1 and hra
nh´1

r belongs in B.

Note that in the former case, since A is 2-ended and balanced, there must exist some k such

that hra
knh´1

r “ a˘kn. Therefore, tεrhra
knh´1

r t´εrr “ b˘kn. In the latter case we have that

hra
nh´1

r “ b1 P B. Since B is a 2-ended group, there must exist l1, l2 such that pb1ql1 “ bl2 . Thus,

hra
nl1h´1

r “ pb1ql1 “ bl2 . By assumption, we must have that |nl1| “ |l2|. Therefore, in the latter

case we have that t´1hra
nl1h´1

r t “ t´1b˘l2t “ a˘l2 “ a˘nl1 . In both cases, we use the induction

step to conclude |kn| “ |km| or |l1n| “ |l1m| respectively. In particular, since k ‰ 0 ‰ l1, we

conclude |n| “ |m|.

4.0.3 Convexity

In this chapter, we will make use of two notions of convexity. The first one, called hierarchical

quasiconvexity, heavily relies on the hierarchical structure. For instance, it is not quasi-isometric

invariant. For a more precise account, we refer to [73].

To detect hierarchical quasiconvexity sometimes it is convenient to check a stronger property.

Definition 4.0.10 (Strong quasiconvexity). A subset Y of a quasigeodesic space X is said to

be strongly quasiconvex if there is a function M : r1,8q Ñ R such that every λ–quasigeodesic in

X with endpoints in Y stays Mpλq–close to Y .

Theorem 4.0.11 ([73, Theorem 6.3]). Let pG,Sq be a hierarchically hyperbolic group and Y Ď G

be a subset. Then if Y is strongly quasiconvex, it is hierarchically quasiconvex, where the constants

determine each other.

A special case of strongly quasiconvex subsets is given by peripheral subgroups of relatively hy-

perbolic groups.

Lemma 4.0.12 ([34, Lemma 4.15]). Let P be a peripheral subgroup in the relatively hyperbolic

group G. Then P is strongly quasiconvex.

In the case of hyperbolic spaces, relative hyperbolicity and strong quasi-convexity are intimately

related.

Definition 4.0.13. We say that a collection of subgroups tHiu
n
i“1 of G is almost-malnormal if

Hi X gHjg
´1 is finite unless i “ j and g P Hi.

Theorem 4.0.14 ([22, Theorem 7.11]). Let G be a hyperbolic group and tHiu
n
i“1 be a finite family

of subgroups of G. Then G is hyperbolic relative to tHiu if and only if tHiu is an almost-malnormal

family of strongly quasiconvex subgroups.

Definition 4.0.15 (Glueing hieromorphism). Let pH,S1q and pG,S2q be hierarchically hy-

perbolic groups. A glueing hieromorphism between H and G is a group homomorphism φ : H Ñ G
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that can be realized as a full hieromorphism pφ, φ♦, φ˚U q such that the image φpHq is hierarchically

quasi-convex in G and the maps φ˚U : CU Ñ Cφ♦U are isometries for each U P S1. If the map

φ : H Ñ G is injective, we say that the glueing hieromorphism is injective.

4.1 Hierarchical hyperbolicity of (2-ended)-2-decomposable

groups

In this section, we focus on (2-ended)-2-decomposable groups. That is to say, graphs of groups

where every vertex and edge group is 2-ended. We begin the section by recalling some useful results

on 2-ended groups.

4.1.1 Two-ended groups

In this subsection, we recall basic results and remarks on the structure of two-ended groups. An

important result of these type of groups is known as the structure theorem for infinite virtually

cyclic groups. Throughout the chapter, we will make use of this fact on many occasions.

Lemma 4.1.1 ([89, Lemma 4.1]). If G is an infinite virtually cyclic group, then either

1. G admits a surjection with finite kernel onto the infinite cyclic group Z, or

2. G admits a surjection with finite kernel onto the infinite dihedral group D8

We recall that the infinite dihedral group is the group defined by the presentation D8 “ xr, s |

srs “ r´1, s2y. Note that every element of D8 can be written as sεrk, for ε P t0, 1u and k P Z.

Moreover, every element of the form srk has order 2, and an element of the form rk has infinite

order precisely when k ‰ 0. Using those observations, we have the following Lemma.

Lemma 4.1.2. Let G be a virtually cyclic group. Let Φ1, Φ2 : G Ñ D8 be homomorphisms with

finite kernel and finite index image. Then KerpΦ1q “ KerpΦ2q.

Proof. As before, D8 “ xa, b | bab “ a´1, b2y. Suppose that there is g P G such that g P KerpΦ1q

and g R KerpΦ2q. Since g P KerpΦ1q, we conclude that g has finite order, otherwise |KerpΦ1q| “ 8.

Since Φ2pGq has finite index in D8 there exists c P G such that Φ2pcq has infinite order. In

particular there exist k1 P Z, k2 P Z ´ t0u such that Φ2pgq “ bak1 and Φ2pcq “ ak2 , and so

Φ2pgcq “ bak1`k2 . Again, gc has to have finite order to not contradict |KerpΦ2q| ă 8 . However,

since g P KerpΦ1q we have that Φ1pgcq “ Φ1pcq, and so gc cannot have finite order. From this we

conclude KerpΦ1q Ď KerpΦ2q. The symmetric argument yields the claim.

Remark 4.1.3. Note that an infinite virtually cyclic group G cannot surject onto both Z and D8
with finite kernel. Indeed, assume that two surjective homomorphisms Φ : GÑ Z and Φ1 : GÑ D8
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exist. Since Z embeds into D8 with finite index image, we can regard Φ as a homomorphism from

G to D8 with finite kernel and finite index image. Let s P D8 be the generator of order two

and let g P G be an element such that Φ1pgq “ s. Since s2 “ 1, we have that g2 P KerpΦ1q; by

Lemma 4.1.2 we have that g2 P KerpΦq. Since Z is torsion-free, Φpgq2 “ 1 if and only if Φpgq “ 1.

Since KerpΦq “ KerpΦ1q, it follows that Φ1pgq “ 1, which is a contradiction.

4.1.2 Pulling back hierarchical structures

Recall that GBS groups are (infinite cyclic)-2-decomposable groups.

Definition 4.1.4. We say that a group G is a Generalized Baumslag-Solitar group if there exists

a finite graph of infinite cyclic groups G for which G – π1pGq.

Lemma 4.1.5. Let G be a (2-ended)-2-decomposable group and let H ď G. If H is torsion-free,

then H is either a GBS group or a free group.

Proof. Let Gv be a vertex group in G. Since H is torsion-free, there are two possibilities: either

H XGv is trivial or it is infinite cyclic. Since every edge group has finite index in its neighbouring

vertex groups, if H XGv is trivial, then H XGw is trivial for every other vertex w. Then H acts

on the Bass-Serre tree corresponding to G with trivial stabilizers. This is equivalent to H being a

free group.

If HXGv is non trivial, then it is of finite index in Gv, since Gv is two-ended. Therefore, since the

Bass-Serre tree of G is locally finite, the group H acts with infinite cyclic stabilizers on a locally

finite tree. That is to say, H splits as a finite graph of groups with infinite cyclic vertex groups

and the result follows.

Definition 4.1.6. Let G,H be finitely generated groups and let SG, SH be generating sets of

G and H respectively. We say that a group homomorphism f : H Ñ G is a quasi-isometric

homomorphism if f : pG, dSGq Ñ pH, dSH q is a quasi-isometry.

Remark 4.1.7. Recall that a group homomorphism f : GÑ H yields a quasi-isometry for some

(hence, any) generating sets SH , SG if and only if |Kerpfq| ă 8 and |H : Impfq| ă 8.

As we have seen in Remark 1.6.5, the hierarchically hyperbolic structure on geodesic metric spaces

can be pushed out and pulled back via quasi-isometries. For hierarchically hyperbolic groups,

however, this is not true, as a group actions are in general not equivariant with respect to any quasi-

isometry. The next lemma describes how to pull back hierarchically hyperbolic group structures

on a group H via quasi-isometric homomorphisms. Recall the definition of glueing hieromorphism

(Definition 4.0.15).
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Lemma 4.1.8 (Pulling back hierarchical structures). Let pG,SGq be a hierarchically hyper-

bolic group and let f : H Ñ G be a quasi-isometric homomorphism. Then H can be endowed with

a hierarchically hyperbolic structure SH defined as follows.

1. The set SH coincides with SG, and the hyperbolic spaces associated also coincide.

2. The projections πHU : H Ñ CU are defined as the composition πGU ˝ f , where πGU : GÑ CU is

the projection associated to pG,SGq.

3. The relations between the elements of SH are unchanged, and so are the maps ρUV .

Moreover, f is a glueing hieromorphism between H and G.

Proof. Since f has finite kernel and finite index image, it is clear that f induces a quasi-isometry.

Thus pH,SHq is a hierarchically hyperbolic space. In order to show that it is a hierarchically

hyperbolic group, we now show that the structure induced above is H-equivariant. Since G acts

on SG, we obtain that H acts on S as well via f . Since fpHq has finite index in G, we obtain

that the action has finitely many orbits. We now show that every h P H and U P SH there exists

an isometry hU : CU Ñ ChU such that the following diagram commutes

(4.3) H
h //

πU

��

H

πhU

��
CU

hU

// ChU

Indeed, if we define hU as the isometry induced by fphq on CU we obtain that hU ˝ π
H
U ph

1q “

fphq˚U ˝ π
G
U ˝ fph

1q “ πGhU pfphq ¨ fph
1qq “ πHhU ph ¨ h

1q for every h1 P H.

Definition 4.1.9. If f : H Ñ G is as in Lemma 4.1.8, we say that SH is the pullback of the

hierarchical structure on G and denote it by f˚pSGq.

From the above we get a immediate lemma:

Lemma 4.1.10. Let pG,Sq be a hierarchically hyperbolic group and let H,K be groups such that

there exist quasi-isometric homomorphisms f1 : K Ñ H and f2 : H Ñ G. Let f “ f2 ˝ f1. Then

f˚S “ f˚1 pf
˚
2 Sq, and the map f is a glueing homomorphism.

4.1.3 Linearly parametrizable graph of groups

Definition 4.1.11. Let G be a graph of groups. We say that G is linearly parametrized if there

is a map Φ: π1pGq Ñ D8 such that for each vertex or edge group G, the restriction Φ|G has finite

kernel and finite-index image (i.e Φ|G is a quasi-isometric homomorphism).
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Theorem 4.1.12. Let G be a linearly parametrized graph of groups and let G “ π1pGq. Then, G

admits a hierarchically hyperbolic group structure.

Proof. Let Φ: G Ñ D8 be the map witnessing the linear parametrization of G. Equip D8 with

the trivial hierarchically hyperbolic group structure pD8,Tq, where T contains a single element T

and CT coincides with a Cayley graph for D8. Endow every vertex Gv with the pullback structure

pGv,Φ|Gv
˚
pTqq, and endow analogously the edge groups. We claim that turns G into a graph of

groups that satisfies the hypothesis of Theorem 3.0.1. Since the HHG structure on each vertex

group consists of a single element, it satisfies the intersection property and clean containers. Let

e be an edge, v a vertex incident to e, and let ϕ : Ge Ñ Gv be an injective homomorphism. Since

both Ge and Gv are infinite virtually cyclic, we have that ϕ is a quasi-isometric homomorphism.

Thus, by Lemma 4.1.10, it induces a glueing hieromorphism. Since e and v were generic, the result

follows.

Thus, from now on we will focus on determining which graphs of 2-ended groups can be linearly

parametrized. We begin by showing which amalgams and HNN extensions of linearly parametriz-

able groups can be linearly parametrized.

Lemma 4.1.13. Let G1 and G2 be linearly parametrized graphs of groups, and let G be a graph

of groups obtained connecting G1 and G2 with an edge such that the corresponding edge group is

2-ended. Then, G is linearly parametrized.

Proof. Let e be the added edge and let Ge be the associated group. We want to show that there

are maps Φ1 : π1pG1q Ñ D8 and Φ2 : π1pG2q Ñ D8 that agree on Ge such that their restriction to

vertex/edges subgroups has finite kernel and finite index image. Then the universal property of

the amalgamated product yields the desired map Φ: π1pGq Ñ D8.

Let Φ1 : π1pG1q Ñ D8 be the function parametrizing G1, and let Φ2 be the one for G2. Consider the

two restrictions Φi|Ge , for i P t1, 2u. Since Ge is an infinite group by assumption, its image has finite

index in the vertex groups adjacent to it. In particular, the restrictions Φi|Ge have finite kernel

and finite index image. By Lemma 4.1.2, we conclude KerpΦ1|Geq “ KerpΦ2|Geq. We concentrate

now on the images ΦipGeq which, by the previous argument, are isomorphic. An infinite index

subgroup of the dihedral group has to have the form xsky or xsk, rsly, for some k, l P Z ´ t0u.

Suppose that the subgroups ΦipGeq have the form xski , raliy respectively (the case where they are

both cyclic is analogous). Note that the map ρl : D8 Ñ D8 which sends s Ñ s and r Ñ rsl is

an isomorphism. Thus, up to postcomposing Φi with ρ´li we can assume that the images ΦipGeq

have the form xski , ry respectively.

Let τk : D8 Ñ D8 be the map that sends s Ñ sk and r Ñ r. Note that τk is an injection with

finite index image, thus postcomposing with τk does not alter the fact that a map has finite kernel
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and finite index image. It is now straightforward to verify that the maps Φ1 :“ τk2 ˝ Φ1 and

Φ2 :“ τk1 ˝ Φ2 satisfy the desired requirements.

A result of this type in HNN extensions does not hold in general, as the following example shows:

Example 4.1.14. LetH “ xay be an infinite cyclic group. Therefore, it can be linearly parametrized

via Φ : H Ñ D8 by sending a ÞÑ r. Let us construct an HNN extension over H by adding a stable

letter t that conjugates a2 to a3. That is to say, G “ H˚ta2t´1“a3 .

Assume that Φ can be extended to pΦ : G Ñ D8 that linearly parametrizes G. As a consequence

we obtain that the relation pΦptqpΦpaq2pΦptq´1 “ pΦpaq3 holds in D8. As virtually cyclic groups are

balanced, pΦptq must be trivial. Since pΦpaq “ Φpaq “ r, we obtain as a consequence that r2 “ r3

in D8, which is a contradiction. Thus, Φ cannot be extended to a linear parametrization of G.

To determine which HNN extensions of linearly parametrizable groups can be linearly parametrized,

we introduce the notion of balanced edge.

Definition 4.1.15 (Balanced edge). Let G be a graph of groups and e be an edge of G. We

say that e is balanced if the following holds. Let H “ G ´ e, and let φ`, φ´ : Ge Ñ π1pHq be the

morphisms associated to e. Then for every infinite order element a P Ge, if there exists h P π1pHq

such that

(4.4) hφ`paq
ih´1 “ φ´paq

j ,

it follows that |i| “ |j|.

Remark 4.1.16. Note that if an edge e in a graph of groups G is unbalanced then π1pGq is

unbalanced. Moreover, by Corollary 4.0.7 we have that unbalanced edges can never exist in a

graph of groups where the underlying graph is a tree.

Lemma 4.1.17. Let H be a linearly parametrized graph of groups and let G be obtained from H by

adding an edge e with infinite associated edge group. Then G is linearly parametrized if and only

if e is balanced.

Proof. Let A,B be the images of the edge group, and let ψ : AÑ B be the induced isomorphism.

Let Φ: H “ π1pHq Ñ D8 be the map that linearly parametrizes H. As usual, we use the

presentation D8 “ xr, s | srs´1 “ r´1, s2 “ 1y. We start by showing that the second condition

implies the first.

Consider the subgroups ΦpAq,ΦpBq ď D8. Note that every infinite order element of A has to be

sent to rn for some n P Z ´ t0u. Indeed, those are the only infinite order elements of D8, and

since Φ|A has finite kernel, infinite order elements cannot be mapped to torsion ones. A similar

argument applies for B. Thus, ΦpAq X xry has finite index in xry.
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Let |n| and |m| be the index of xΦpAqy X xry in xry and of xΦpBqy X xry in xry respectively. We

now show that |n| “ |m|. Let a P A be such that Φpaq generates ΦpAq X xry. Observe that there

exists h P H and i ą 0 such that haih´1 “ ψpaqj , for some j ą 0. Indeed, since H is linearly

parametrized, all its vertices and edges groups are infinite virtually cyclic, and the underlying graph

is connected. Thus, Gv and Gw are commensurable. By assumption, we need to have |i| “ |j|.

Thus, haih´1 “ ψpaqi and, therefore, Φpaqi “ Φpψpaqq˘j . By mutiplicativity of index of subgroups

we obtain |xΦpaqy : xry| “ |xΦpψpaqqy : xry|. This shows that |n| ď |m|. The symmetric argument

obtained choosing b P B such that Φpbq generates ΦpBq X xry and considering ψ´1pbq provides the

other inequality. Thus |n| “ |m|.

Define a map ψ1 : ΦpAq Ñ ΦpBq as ψ1pΦpxqq “ Φpψpxqq. By Lemma 4.1.2, KerpΦq|A “ KerpΦq|B .

Thus, ψ1 is a well defined, injective homomorphism. Since ψ is surjective, so is ψ1, showing that

ψ1 is an isomorphism. Since Φpaq cyclically generates ΦpAqX xry and ψ1pΦpaqq cyclically generates

ΦpBq X xry, we have Φpaq “ rm, Φpφpaqq “ rn with |m| “ |n|.

In particular, Φ extends to a homomorphism Φ1 : G Ñ pD8q˚ψ1 . Consider the presentation

pD8q˚ψ1 “ xs, r, t | srs´1 “ r´1, s2 “ 1, tψ1pΦpxqqt´1 “ Φpxq @x P Ay. Let ρ : D8˚ψ1 Ñ D8 be

defined as ρpsq “ s, ρprq “ r and ρptq “ s|n´m|{2|n|. Then the map rΦ “ ρ ˝ Φ1 : G Ñ D8 linearly

parametrizes G.

To show that the first condition implies the second one, we argue by contradiction. Consider the

presentation G “ xH, t|tgt´1 “ ψpgq,@g P Ay and assume that for some h P H and infinite order

a P A we have haih´1 “ ψpaqj with |i| ‰ |j|. Therefore, tait´1 “ aj . Applying rΦ we have

rΦpeqrΦpaqirΦpeq´1 “ rΦpaqj . However, since D8 is virtually cyclic, by Lemma 4.0.5 it follows that

|i| must be equal to |j|, which is a contradiction.

Combining the above two lemmas we obtain the following.

Corollary 4.1.18. Let G be a graph of groups with 2-ended vertices and edges. Then G is linearly

parametrizable if and only if all edges are balanced.

Proof. Assume that G is linearly parametrizable by a map Φ and let e P EpGq. If e belongs in

a spanning tree of G then e is a balanced edge by Remark 4.1.16. Assume now that e does not

belong in a spanning tree. Note first that the subgraph of groups G ´ e of G is also linearly

parametrizable, as we can use the restricted map rΦ “ Φ|π1pG´eq as linear parametrization. If e is

unbalanced, then by Lemma 4.1.17 we obtain that rΦ cannot be extended to π1pG ´ eq˚te – π1pGq,

which is a contradiction. Thus, every edge e must be balanced.

To show the converse, let T be a spanning tree in G. Since every vertex group is 2-ended, we can

repeatedly apply Lemma 4.1.13 to show that the subgraph of groups G|T is linearly parametrizable.

If every edge in G is balanced, then we can add one by one the remaining edges in G to T and

apply Lemma 4.1.17 at each step to obtain the result.
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4.1.4 Characterizations of hierarchical hyperbolicity

With the following lemma, we establish a relation between those graphs of groups that can be

linearly parametrized and those which have balanced fundamental group.

Lemma 4.1.19. Let G be a graph of groups with balanced vertex groups. Then π1pGq is unbalanced

if and only if it contains an unbalanced edge.

Proof. By definition, if G contains an unbalanced edge then π1pGq is unbalanced. Assume now that

π1pGq is unbalanced. Let T be a spanning tree of the underlying graph Γ of G. Start adding edges

in ΓzT to T until we obtain a subgraph Λ of Γ such that π1pG|Λq is unbalanced and π1pG|Λ´eq is

balanced. Split π1pG|Λq as π1pG|Λ´eq˚te , and let A,B P π1pG|Λ´eq be the subgroups associated to

the HNN extension. By Corollary 4.0.9, there is an infinite order element a P A and h P π1pG|Λ´eq

such that

haph´1 “ taqt´1,

for |p| ‰ |q|, showing that e is an unbalanced edge.

The final ingredient for the proof of the main theorem of this section is the so-called almost

Baumslag-Solitar group, which we now introduce.

Definition 4.1.20. [Almost Baumslag-Solitar] A group G is called an almost Baumslag-Solitar

group if there are non-trivial elements a, s P G such that a has infinite order, xa, sy “ G and the

relation sais´1 “ aj holds, for i, j ‰ 0. An almost Baumslag-Solitar subgroup is non-Euclidean if

|i| ‰ |j|.

Remark 4.1.21. Note that an almost Baumslag-Solitar group can be obtained as a quotient of

some Baumslag-Solitar group, but such quotient is not, in general, an isomorphism. An interesting

question to ask is under which conditions does an almost Baumslag-Solitar group contain BSpm,nq

for some m,n.

In [59, Proposition 7.5] it is shown that if a non-Euclidean almost Baumslag-Solitar group G can

be embedded into a GBS group, then G will contain some BSpm,nq for |m| ‰ |n|.

In [28, Corollary 9.6] it is shown that if a non-Euclidean almost Baumslag-Solitar group G can be

embedded into the fundamental group of a graph of torsion-free balanced groups with cyclic edge

subgroups then G will contain some BSpm,nq for |m| ‰ |n|

Following the same spirit, in Corollary 4.2.15 we show equivalent conditions under which a non-

Euclidean almost Baumslag-Solitar group contains some BSpm,nq for |m| ‰ |n|.

Corollary 4.1.22. Let G be a graph of groups containing an unbalanced edge. Then

1. π1pGq contains a non-Euclidean almost Baumslag-Solitar subgroup;
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2. if π1pGq is virtually torsion-free then π1pGq must contain a non-Euclidean Baumslag-Solitar

subgroup.

Proof. By definition of balanced edges (Definition 4.1.15), if e is unbalanced and φ˘ are the

monomorphisms associated to the edge e, then there exists an infinite order element a1 P Ge

and h P π1pG ´ eq such that hφ`pa
1qih´1 “ φ´pa

1qj for some |i| ‰ |j|. Let a denote φ`pa
1q

and s denote teh for short. By assumption, a has infinite order, and so s ‰ 1. Then xa, sy is a

non-Euclidean almost Baumslag-Solitar group.

If, in addition, π1pGq is virtually torsion-free then there exists N ą 1 such that aN and sN belongs

in a torsion-free subgroup of π1pGq. Note that

sNaN ¨i
N

s´N “ sN´1pspaiqN ¨i
N´1

s´1qs´pN´1q “

“ sN´1ppajqN ¨i
N´1

qs´pN´1q “

“ sN´2pspaiqJN ¨i
N´2

s´1qs´pN´2q “

“ ¨ ¨ ¨ “ aN ¨j
N

Therefore, the relation sN paNi
N

qs´N “ aNj
N

is satisfied in a torsion-free subgroup Q of π1pGq.

By Lemma 4.1.5, Q is a generalized Baumslag-Solitar group. Since NiN{NjN “ pi{jqN ‰ ˘1,

by [59, Proposition 7.5] the subgroup xaN , sN y contains some non-Euclidean Baumslag-Solitar

group.

Combining Lemma 4.1.19 with Corollary 4.1.22 we obtain Theorem 1.9.15 from the introduction:

Theorem 4.1.23. Let G be a graph of groups where none of the vertex groups contain distorted

cyclic subgroups. Then π1pGq contains a non-Euclidean almost Baumslag-Solitar subgroups if and

only if G has an unbalanced edge.

Proof. If G “ π1pGq contains a non-Euclidean almost Baumslag-Solitar subgroup then it is unbal-

anced. By Lemma 4.1.19 we obtain that G must contain some unbalanced edge. Corollary 4.1.22

shows the converse.

We are now ready to prove the main result of this section.

Theorem 4.1.24. Let G be a graph of groups, where all vertex and edge groups are two-ended.

Assume moreover that π1pGq is virtually torsion-free. Then the following are equivalent.

1. π1pGq admits a hierarchically hyperbolic groups structure.

2. G is linearly parametrizable.

3. π1pGq is balanced.
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4. π1pGq does not contain BSpm,nq with |m| ‰ |n|.

5. π1pGq does not contain a distorted infinite cyclic subgroup.

Proof.

3 ô 2 By Corollary 4.1.18 we have that π1pGq is linearly parametrizable if and only if every edge

e in G is balanced. Moreover, by Lemma 4.1.19 we have that every edge in G is balanced if and

only if π1pGq is balanced.

5 ñ 3 Assume that π1pGq is unbalanced. Therefore, by Lemma 4.1.19 there is an edge e, an

infinite order element a P Ge and an element h P π1pG ´ eq such that

hφ`paq
ih´1 “ φ´paq

j ,

with |i| ‰ |j|. Let x “ φ`paq and y “ φ´paq. Since e is unbalanced, there is a spanning tree that

does not contain e. In particular, we can assume there is a stable letter t associated to the edge e

such that tyt´1 “ x. We claim that xxy is distorted. Note that x is of infinite order. To simply

notation, we will write A «r B if |A´B| ď r. We have:

d
`

1, xN ¨i
˘

«2|h| d
`

1, hxN ¨ih´1
˘

“ d
`

1, yN ¨j
˘

«2|t| d
`

1, xN ¨j
˘

.

This is to say, for each N we have
ˇ

ˇd
`

1, xN ¨i
˘

´ d
`

1, xN ¨j
˘
ˇ

ˇ ď 2 p|h| ` |t|q. Since |i| ‰ |j|, it is now

a standard argument to show that xxy is distorted. Indeed, restating the argument before for a

general exponent M we have d
´

xM , xt
|j|
|i|Mu

¯

ď |h|` |t|` i. Assuming that |i| ą |j|, we can iterate

the inequality above to obtain that dp1, XM q is comparable to log |j|
|i|
pMq ¨ p|h| ` |t| ` iq. That is

to say, dp1, XM q grows logarithmically, showing that the map n ÞÑ xn cannot be a quasi-isometric

embedding.

4 ñ 3 Assume that π1pGq is unbalanced. Therefore, by Lemma 4.1.19, G must contain an unbal-

anced edge. The second item of Corollary 4.1.22 concludes the proof.

1 ñ 5 Follows from [35, Theorem 7.1] and [36, Theorem 3.1].

2 ñ 1 Follows from Theorem 4.1.12.

5 ñ 4 Since non-Euclidean Baumslag-Solitar groups contains distorted cyclic subgroups if G con-

tains some non-Euclidean Baumslag-Solitar subgroup we obtain the result.

Theorem 4.1.25. Let G be a graph of groups, where all vertex and edge groups are two-ended.

Then the following are equivalent.

1. π1pGq admits a hierarchically hyperbolic groups structure.
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2. G is linearly parametrized.

3. π1pGq is balanced.

4. π1pGq does not contain a non-Euclidean almost Baumslag-Solitar subgroup.

5. π1pGq does not contain a distorted infinite cyclic subgroup.

Proof. Assume that π1pGq is unbalanced. Therefore, by Lemma 4.1.19, G must contain an un-

balanced edge. The first item of Corollary 4.1.22 shows the implication 4 ñ 3. The rest of the

implications are the same as in Theorem 4.1.24.

4.2 Hierarchical hyperbolicity of hyperbolic-2-decomposable

groups

In this section, we give a necessary and sufficient condition for the fundamental group of a graph

of groups with hyperbolic vertex groups and virtually cyclic edge groups to be a hierarchically

hyperbolic group. We do so by extending the tools introduced in the previous section. To that

end, we make use of Theorem 4.2.2 to induce a hierarchically hyperbolic group structure on the

groups Gv.

We begin by showing the following lemma. This allows us, without loss of generality, to restrict

our attention to graphs of hyperbolic groups with infinite virtually edge groups.

Lemma 4.2.1 (Dealing with finite vertices/edges). Let G be a graph of groups such that

π1pGq is infinite and G has hyperbolic vertex groups and virtually cyclic edge groups. Then there

exists a finite graph of groups G1 with infinite hyperbolic vertex groups and 2-ended edge groups

such that π1pG1q “ π1pGq.

Proof. Given a graph of groups H let F pHq be the set of edges with finite associated edge group,

that is te P EpHq | |Ge| ď 8u. Let G0 “ G. We will produce a sequence of graph of groups

Gi such that π1pGiq – π1pGq, Gi has hyperbolic vertex groups and virtually cyclic edge groups

and |F pGiq| ă |F pGi´1q|. Since the graph of groups is finite, eventually we will find Gn such that

F pGnq “ H. In particular, if Gn has at least one edge, then the associated edge group is infinite.

Hence, the vertex groups needs to be infinite and we are done. If there are no edges, then there is

a single vertex labelled by π1pGq, which is hyperbolic by construction. Since, by assumption π1pGq

is infinite, we are done.

Suppose Gi is defined. Firstly, suppose that there is e P F pGiq such that there exists a spanning tree

Te of Gi containing e (recall that π1pGq does not depend on the choice of spanning tree, as pointed

out in Remark 1.3.4). Then the subgroup Ge` ˚Ge Ge´ is hyperbolic by Theorem [17, Corollary

Section 7]. Then let Gi`1 be defined from Gi by replacing the edge e and the incident vertices by
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a single vertex with associated group Ge` ˚Ge Ge´ , and leaving the other edge maps unchanged.

By doing this, we still have hyperbolic vertex groups and virtually cyclic edge groups.

So, suppose that no element of F pGiq can be included in a spanning tree. This is to say that

all elements of F pGiq are loops. Let e P F pGiq, and let v be the vertex incident to it. Then by

[18, Corollary 2.3], the HNN extesion Gv˚Ge is hyperbolic. Then we define Gi`1 as the graph of

groups obtained from Gi by removing the edge e and changing the vertex group of v to Gv˚Ge .

From now on, whenever we state a result on a graph of hyperbolic groups G we will always assume

that the associated edge groups Ge are virtually cyclic and infinite. In other words, from now on

we assume that the groups considered are hyperbolic-2-decomposable.

Given a vertex group Gv, one of the main challenges that we have to face in this setting is the

fact that the incoming edge groups do not necessarily form an almost-malnormal collection in Gv

(Definition 4.0.13). As a consequence, these edge groups may not be geometrically separated so as

to include them in the hierarchical hyperbolic structure of Gv. The following theorem solves this

problem, and it is pivotal in the proof of the main theorem in this section. We also stress that it

is a consequence of [14, Theorem 9.1].

Theorem 4.2.2. Let G be a group hyperbolic relative to a family of hierarchically hyperbolic groups

tpHi,Siqu
n
i“1. Suppose that there is a finite family of subgroups tKαuαPΛ and homomorphisms

φα : Kα Ñ G such that for each α there exists i and g P G such that φαpKαq has finite index in

Hg
i . Finally, suppose that each group Kα is equipped with a hierarchically hyperbolic structure Kα

such that φg
´1

α : pKα,Kαq Ñ pHi,Siq is a glueing hieromorphism.

Then there is a hierarchically hyperbolic structure pG,Sq on G such that φα is a glueing hieromor-

phism for every α. Moreover, if all pHi,Siq satisfy the intersection property, so does pG,Sq, and

similarly for clean containers.

Proof. This theorem is an adaptation of Theorem 4.2.2. We will follow almost verbatim the part

of the proof that describes such a structure on G, but we will not verify the axioms as it will not

add clarity to the current proof. We will conclude the proof by showing that the maps φα can be

realized as glueing hieromorphisms.

The structure: For each i “ 1 . . . , n and each left coset of Hi in G, fix a representative gHi. Let

gSi be a copy of Si with its associated hyperbolic spaces and projections in such a way that there

is a hieromorphism Hi Ñ gHi equivariant with respect to the conjugation isomorphism Hi Ñ Hg
i .

Let pG be the hyperbolic space obtained by coning-off G with respect to the peripherals tHiu,

and let S “ t pGu Y
Ů

gPg

Ů

iSgHi . The relation of nesting, orthogonality or transversality between

hyperbolic spaces belonging to the same copy SgHi are the same as in SHi . Further, if U, V belong

in two different copies of different cosets, then we impose transversality between them. Finally, for

every U P SgHi we declare that U is nested into pG.

The projections are defined as follows: π
pG : G Ñ pG is the inclusion, which is coarsely surjective
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and hence has quasiconvex image. For each U P SgHi , let ggHi : G Ñ gHi be the closest-point

projection onto gHi and let πGU “ πHiU ˝ ggHi , to extend the domain of πU from gHi to G. Since

each πHiU was coarsely Lipschitz on CU with quasiconvex image, and the closest-point projection in

G is uniformly coarsely Lipschitz (Lemma 1.4.6), the projection πGU is uniformly coarsely Lipschitz

and has quasiconvex image. For each U, V P SgHi , the various ρVU and ρUV are already defined. If

U P SgHi and V P Sg1Hj , then ρUV “ πV pgg1Hj pgHiqq. Finally, for U ‰ pG, we define ρU
pG

to be the

cone-point over the unique gHi with U P SgHi , and ρ
pG
U : pGÑ CU is defined as follows: for x P G,

let ρ
pG
U pxq “ πGU pxq. If x P pG is a cone point over g1Hj ‰ gHi, let ρ

pG
U pxq “ ρ

Sg1Hj
U , where Sg1Hj is

the Ď–maximal element of Sg1Hj . The cone-point over gHi may be sent anywhere in CU .

By [14, Theorem 9.1], the construction above endows pG,Sq with a hierarchically hyperbolic group

structure.

Hieromorphisms: Fix α. By assumption there exists i and g P G such that φαpKαq Ď Hg
i .

Moreover, Φα “ φg
´1

α : pKα,Kαq Ñ pHi,Siq is a glueing hieromorphism. Our goal is to show that

φ : pKα,Kαq Ñ pG,Sq can be equipped with a glueing hieromorpism structure.

To simplify notation we will drop the α and i subscript and denote pK,Kq “ pKα,Kαq, φ “ φα,

pH,SHq “ pHi,Siq and so on.

For every V P K, define φ♦pV q “ gΦ♦pV q and φ˚V “ g˚ ˝ Φ˚V , where g˚ is the isometry associated

to the multiplication g P G. By assumption, the maps Φ˚V : CV Ñ CΦ♦V are isometries, and for

each U P SH , the space CHU and the space CGgU are isometric. Thus, the maps φ˚V are isometries.

We need to show that the following two diagrams coarsely commute.

K
φ //

πKV
��

G

πG
φ♦pV q
��

CV
φ˚U

// Cφ♦pV q

CV
φ˚V //

ρVU

��

Cφ♦pV q

ρ
φ♦pV q
φ♦pUq
��

CU
φ˚U

// Cφ♦pUq

This is a matter of unwinding the definitions. We will check the first one, the second is analogous.

So, let x P K. Recall that φpxq “ gΦpxqg´1 P gHig
´1. Then

πGφ♦pV qpφpxqq “ g˚ ˝ πHi
Φ♦pV q

˝ g´1˝ “ g˚ ˝ πHi
Φ♦pV q

pggHipΦpxqg
´1qq.(4.5)

Note that dpΦpxqg´1, gHiq ď |g|. Since all the map are coarsely Lipschitz, there is a uniform bound

between πHi
Φ♦pV q

pggHipΦpxqg
´1qq and πHi

Φ♦pV q
pΦpxqq. That is, up to a uniformly bounded error, we

can write Equation 4.5 as

(4.6) πGφ♦pV qpφpxqq “ g˚
´

πHi
Φ♦pV q

pΦpxqq
¯

.
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On the other hand, we have

(4.7) φ˚V ˝ π
K
V pxq “ g˚

`

Φ˚U ˝ π
K
V pxq

˘

.

Since g˚ is an isometry, Equations (4.6) and (4.7) give the result. Note that the constant of the

coarse commutativity depend on g. However, since there are only finitely many pairs pKα, Hiq,

we obtain uniformity. Hence, the map φ can be equipped with a hieromorphism structure. By

construction, the maps φ˚U are isometries, and the hieromorphism is full. To see that it has

hierarchically quasiconvex image, observe that its image is at finite Hausdorff distance from a

peripheral subgroup, hence it is strongly quasiconvex (Lemma 4.0.12). Then it is hierarchically

quasiconvex by Theorem 4.0.11. [73, Thorem 6.3].

Intersection property and clean containers: We start by checking clean containers, that is

to check that for each U Ď T P S we have UKcontTKU . If U “ pG there is nothing to check. Hence,

assume U P gSi and let gSi be the Ď–maximal element of gSi. Recall that the relations on S are

defined such that if U, V P S´ t pGu are not transverse, then there is i P t1, . . . , nu and g P G such

that U, V P gSi. In particular, UKV implies U, V P gSi. Hence, cont
pG
KU “ contgSiK U . Moreover,

if U Ď T and T ‰ pG, it follows T P gSi. Since we assumed that pHi,Siq has clean containers, we

have UKcontTKU for all T P gSi, completing the proof.

Consider now the intersection property. By hypothesis, for each gSi the map ^gHi is defined.

Then define ^ : pSYtHuqˆ pSYtHuq Ñ pSYtHuq by considering the symmetric closure of the

following:

U ^ V “

$

’

’

’

’

&

’

’

’

’

%

U if V “ pG

U ^gHi V if U, V P gSi for some i, g

H otherwise.

The only property to verify that does not follow directly is to check that if U P gSi and V P g1Sj

with gSi ‰ g1Sj , then there is no W nested in both U, V . But if such a W existed, then it needs

to belong to both gSi and g1Sj , a contradiction.

4.2.1 Commensurability and conjugacy graph

In this subsection we extend the results obtained in Section 4.1 to the general setting. The key

object that will allow us to do this is the conjugacy graph (Definition 4.2.10). This is a graph of

groups that, combined with Theorem 4.2.2, provides vertex groups with a hierarchical hyperbolic

structure realizing edge maps as glueing hieromorphisms.

As the vertex groups in the graphs of groups considered are not 2-ended, the whole graph of groups

cannot be linearly parametrized. Moreover, the edge groups do not necessarily embed into vertex

groups in an almost malnormal way. To overcome those problems, we will consider the elementary
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closure of subgroups. A systematic study of elementary closures of WPD subgroups (which include

cyclic subgroups of hyperbolic groups as a special case) is carried on in [30], where the authors

show such subgroups needs to be hyperbolically embedded in the ambient group. For the sake of

self-containment, we recall some useful properties of the elementary closure.

Definition 4.2.3 (Elementary closure). Let G be a group and let H be a subgroup of G. We

define the elementary closure of H in G as the subgroup

EGpHq “ tg P G | dHauspgH,Hq ă 8u.

Lemma 4.2.4. Let H,K be subgroups of G such that H XK has finite index in both H and K,

then K ď EGpHq.

Proof. Let k P K and h P H. Our goal is to uniformly bound dpkh,Hq. Since H XK has finite

index in H, there is k0 P H XK at uniformly bounded distance from h. Note that kk0 P K. Since

H XK has finite index in K, there is h0 P H XK at uniformly bounded distance from kk0. By

triangular inequality, we get a uniform bound on dpkh, h0q.

Recall that two groups H,K are said to be commensurable if H XK is of finite index in both H

and K. In this chapter we adopt a different, more broad notion of commensurability.

Definition 4.2.5. Let G be a group and A,B ď G be subgroups. We say that A and B are

commensurable if there exists g P G such that gAg´1 X B has finite index in B and A X g´1Bg

has finite index in A.

Moreover, we say that two elements a, b P G are non-commensurable if xay and xby are non-

commensurable in G.

Note that, in general, H will not have finite index in EGpHq. A simple example of this is given by

considering the subgroup xay in xay‘ xby – Z2. Indeed, in this case we would have EZ2pxayq “ Z2.

This is not the case, however, for 2-ended subgroups of hyperbolic groups.

Lemma 4.2.6 ([30, Lemma 6.5]). Let G be a hyperbolic group and H be a 2-ended subgroup. Then

EGpHq is 2-ended.

In particular, observe that EGpHq has to be the maximal cyclic subgroup containing H. This

yields the following useful lemma.

Lemma 4.2.7. Let H1, . . . ,Hn be 2-ended subgroups of a hyperbolic group G. Then

1. Hi and Hj are commensurable in G if and only if EGpHiq and EGpHjq are conjugate to each

other.

2. tEGpH1q, . . . , EGpHnqu is an almost malnormal collection if and only if Hi and Hj are non-

commensurable for every i ‰ j;
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Proof. Since Hi has finite index in EGpHiq, we have that EGpHiq and EGpHjq are commensurable

if and only if Hi and Hj are. In particular, this shows one implication. Suppose that EGpHiq and

EGpHjq are commensurable. Up to conjugate one of them we have that gEGpHiqg
´1 X EGpHjq

has infinite index in both gEGpHiqg
´1, and EGpHjq. By Lemma 4.2.4 we have gEGpHiqg

´1 ď

EGpEGpHjqq “ EGpHjq and, by symmetry, EGpHjq ď gEGpHiqg
´1. Hence, EGpHiq and EGpHjq

are conjugate.

For the second item, observe that if EGpHiq and EGpHjq are not commensurable, since they are

2-ended groups it must follow |EGpHiq X gEGpHjqg
´1| ď 8 for all g P G. Hence they are almost

malnormal.

We now introduce the conjugacy graph associated to an edge group.

Definition 4.2.8 (Commensurability class). Let G be a group and let P be a collection of 2-

ended subgroups of G. We denote by « the equivalence relation on P induced by commensurability.

That is to say, P1 « P2 whenever P1, P2 are commensurable (as in Definition 4.2.5). For each P P P

we use JP K to denote its commensurability class.

Definition 4.2.9 (Equivalence class). Let G be a graph of groups with 2-ended edge groups.

Consider the multiset

U “ tφe`pGeq, φe´pGeq | e P EpΓqu

of all the images of edge groups into vertex groups counted with repetitions.

Let „0 be the relation on U defined by imposing H1 „0 H2 whenever either there exists e such

that H1 “ φe`pGeq and H2 “ φe´pGeq, or H1, H2 P Gv for some v and H1 « H2 in Gv. Extend

„0 to an equivalence relation „ on U by taking the transitive closure of „0.

For a vertex group H, we denote by rHs its equivalence class with respect to „.

Definition 4.2.10 (Conjugacy graph). Let G be a graph of groups with 2-ended edge groups

and let rHs be the equivalence class of an edge group in G. We define the conjugacy graph associated

to rHs as the graph of groups ∆rHs defined as follows.

For each vertex group Gv P G, let rHsv “ tH
1 P rHs | H 1 ď Gvu.

Vertices: For each vertex v of the original graph G and commensurability class JKK of rHsv, add

one vertex vK to ∆rHs. Choose once and for all a representative K P JKK and define EGv pKq to

be the vertex group associated to vK .

Edges: For each edge e P Γ such that φe`pGeq P rHs, add an edge between Jφe`pGeqK and

Jφe´pGeqK, with associated edge group Ge. To define the edge maps, let K be the chosen repre-

sentative of Jφe`pGeqK. Then there is h P Ge` such that φe`pGeq
h Ď EGe` pKq. If φe` : Ge Ñ Ge`

was the edge map of G, let the attaching map of ∆rHs be defined as φhe` : Ge Ñ EGe` pKq. Note

that, by Remark 4.2.7, this map is well defined.
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Remark 4.2.11. In this chapter, we consider only graphs of groups with 2-ended edge groups. In

particular, by Lemma 4.2.6 the vertex groups of the conjugacy graphs are 2-ended. As the edge

groups of the conjugacy graphs are the same as the original edge groups, the conjugacy graphs

have 2-ended vertex and edge groups. construction.

Example 4.2.12. Let F2 “ xa, by be the free group of rank 2 and consider the group G to be

π1pGq “ F2˚ta3t´1“ba2b´1 . By construction, the splitting of G has one vertex v with associated

vertex group Gv “ F2 and one edge e with associated cyclic edge group Ge. We now construct

the conjugacy graph ∆rGes associated to rGes. Note first that the images of the single edge group

are commensurable in the vertex group, as bxa3yb´1 X xba2b´1y is infinite. Thus, there is a single

conjugacy class of rGes in F2 and, therefore, a single vertex in ∆rHs. The associated vertex group

of ∆rHs is bEF2pa
2qb´1 “ bxayb´1. There is also a single edge group in ∆rHs with associated edge

group equal to the one in G. The associated attaching maps are φe` and φbe´ . The conjugacy

graph associated to rGes results in the group xay˚ta2t´1“a3 .

In the following two lemmas, we describe how is the linear parametrization in a graph of 2-ended

groups extended to the general setting using the conjugacy graph.

Lemma 4.2.13. Let G – π1pGq be a graph of hyperbolic groups with 2-ended edge subgroups and

let e be an edge in the underlying graph of G. If ∆rGes denotes the conjugacy graph associated to

rGes, then e is unbalanced in G if and only if π1p∆rGesq is unbalanced.

Proof. Assume first that G contains an unbalanced edge e. Therefore, there exists an infinite

order element a P Ge and h P π1pG ´ eq such that hφe`paq
ih´1 “ φe´paq

j for some |i| ‰ |j|. By

Lemma 1.3.10 there is a path e1, . . . , ek in the graph of G ´ e with Aep1q “ Gα, Bepkq “ Gβ such

that B
hj
ej X Aej`1 is non-trivial for every j “ 1, . . . , k ´ 1 (i.e EG

e
`
j

pBej q
hj “ EG

e
`
j

pAej`1q) and

elements h0 P Gα and hi P Gbpeiq satisfying

(4.8) ptekhk ¨ ¨ ¨h1h0qφe`paq
iptekhk ¨ ¨ ¨h1h0q

´1 “ φe´paq
j ,

for some |i| ‰ |j|.

This means that the conjugacy graph ∆rGes splits as π1p∆rGes ´ eq˚te . Recall that by definition

the attaching maps in ∆rGes are defined as conjugates φ
he1
e1`

in Ge1` of the attaching maps φe1` in

G. Therefore, since φe`pgq, φe´pg
1q are conjugate in π1pGq, following Equation (4.8) we obtain that

φe`pgq
i “ φe´pgq

j in π1p∆rGes ´ eq where |i| ‰ |j|.

Assume now that, π1p∆rGesq is unbalanced. We can apply Lemma 1.3.10 to obtain,

(4.9) phkt
εk
ek
¨ ¨ ¨h1t

ε1
e1h0qa

pphkt
εk
ek
¨ ¨ ¨h1t

ε1
e1h0q

´1 “ aq,

for some |p| ‰ |q|. Here, a is of infinite order, the various elements hi and a belong to vertex
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groups and at least one εi is non zero. Our goal is to modify the above equation to obtain an

analogous one that holds in π1pGq. Let H0 be the vertex group of ∆rGes that contains a and let H1

be the other vertex group adjacent to e1 in ∆rGes (possibly, H0 “ H1). Let x P H1 be such that

ptε1e1h0qa
pptε1e1h0q

´1 “ x in π1p∆rGesq. By definition of conjugacy graphs, there are vertex groups

G0, G1 of G such that Hi ď Gi. Since the attaching maps in the conjugacy graph are defined as a

conjugates of the attaching maps of G, there exists ki P Gi such that the following holds in π1pGq:

pk1t
ε1
e1h0k0qa

ppk1t
ε1
e1h0k0q

´1 “ x

Let y1 “ pk1t
ε1
e1h0k0q. Proceeding in this way, we find an element yk “ y of π1pG ´ eq such that

yapy´1 “ aq

with |p| ‰ |q|, showing that e is unbalanced in G.

Lemma 4.2.14. Let G be a graph of groups with hyperbolic vertices and 2-ended edge subgroups.

Suppose, moreover, that for each edge e the conjugacy graph ∆rGes is linearly parametrizable. Then

π1pGq admits a hierarchically hyperbolic group structure.

Proof. For each vertex v P V pGq let teiu be the set of incoming edges and let EpGe`i
q be the

elementary closure of the images of the edge groups in Gv. Choose representatives tEiu of the

commensurability classes tJEpGe`i qKu. Note that, by Remark 4.2.7, tEiu forms an almost malnor-

mal collection of subgroups. In particular, Gv is hyperbolic relative to tEiu by Theorem 4.0.14.

By assumption, the conjugacy graph ∆rGes associated to rGes is linearly parametrizable for every e.

That is to say, for every edge e there exists ΦrGes : π1p∆rGesq Ñ Dpeq8 such that ΦrGes|Gx : Gx Ñ Dpeq8
is a quasi-isometry, where Gx is either a vertex or edge group of ∆rGes. We endow the various

groups Gx with the hierarchical hyperbolic structure pGx, tDpeq8 uq as described in Lemma 4.1.8.

In particular, this allows to equip with a hierarchically hyperbolic group structure every edge

group of G and every group Ei ď Gv as before. Note that this is well defined. Indeed, suppose

that e, f are edges incoming in v and Epφe`pGeqq, Epφf`pGf qq are conjugate. Then e „ f and

hence Epφe`pGeqq and Epφf`pGf qq are identified in the conjugacy graph. Thus the hierarchically

hyperbolic structure of the representative E does not depend on choices. Finally, note that since

the trivial hierarchically hyperbolic structure on D8 satisfy the intersection property and clean

containers, so do all the hierarchically hyperbolic structures considered thus far.

Note that we are now in the hypotheses of Theorem 4.2.2, allowing us to equip every vertex

group with a hierarchically hyperbolic structure pGv,Svq that turn the edge maps into glueing

hieromorphisms pGe,Seq ãÑ pGv,Svq. Moreover pGv,Svq satisfy the intersection property and

clean containers. Applying Theorem 3.3.1 we obtain that π1pGq is a hierarchically hyperbolic
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group.

We now show the proof of the main results of the section and the chapter.

Corollary 4.2.15. Let G be a graph of groups with hyperbolic vertices and 2-ended edge subgroups.

Assume that G “ π1pGq is virtually torsion-free. The following are equivalent:

1. G is a hierarchically hyperbolic group;

2. the conjugacy graph associated to every equivalence class of edges is linearly parametrizable;

3. G does not contain BSpm,nq for |n|‰ |m|;

4. G is balanced;

5. G does not contain an infinite distorted cyclic subgroup.

Proof.

1 ñ 5 Follows from [35, Theorem 7.1] and [36, Theorem 3.1].

5 ñ 4 If G is non-balanced, then by Corollary 4.1.19, G contains an unbalanced edge and hence

a non-Euclidean Baumslag-Solitar subgroup. Since these subgroups contain an infinite distorted

subgroup we obtain the implication.

4 ñ 3 By definition, a balanced group cannot contain a non-Euclidean Baumslag-Solitar subgroup.

3 ñ 2 Assume that ∆rGes is not linearly parametrizable for some edge e. Theorem 4.1.24 implies

that there exists an edge e P ΓzT which is unbalanced in ∆rGes. Moreover, Lemma 4.2.13 ensures

that there exists an unbalanced edge in G. By Lemma 4.1.19 we obtain that G must contain some

non-Euclidean Baumslag-Solitar group.

2 ñ 1 Follows from Lemma 4.2.14

Corollary 4.2.16. Let G be a graph of groups with hyperbolic vertices and 2-ended edge subgroups.

The following are equivalent:

1. G is a hierarchically hyperbolic group;

2. the conjugacy graph associated to every equivalence class of edges is linearly parametrizable;

3. G does not contain a non-Euclidean almost Baumslag-Solitar group;

4. G is balanced;

5. G does not contain an infinite distorted cyclic subgroup.

Proof. The implications are the same as in Corollary 4.2.15, except for 4 ñ 3 and 3 ñ 2, which

we now show.
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4 ñ 3 By definition, a balanced group cannot contain a non-Euclidean almost Baumslag-Solitar

group.

3 ñ 2 Assume that ∆rGes is not linearly parametrizable for some edge e. Since ∆rGes is a graph of

2-ended groups (Remark 4.2.11), Theorem 4.1.25 implies that π1p∆rGesq is unbalanced. Therefore,

Lemma 4.2.13 ensures that there exists an unbalanced edge in G. By Corollary 4.1.22 we obtain

that G must contain some non-Euclidean almost Baumslag-Solitar group.

As a consequence of this we obtain the following corollary that was included in the introduction:

Corollary 4.2.17. Let G “ H1 ˚C H2 where Hi are hyperbolic and C is 2-ended. Then G is a

hierarchically hyperbolic group.

Proof. It follows from Lemma 4.0.6 that G is balanced. From the previous Corollary, we obtain

the result.



116 CHAPTER 4. HYPERBOLIC-2-DECOMPOSABLE GROUPS THAT ARE HHG



Bibliography

[1] Carolyn Abbott and Jason Behrstock, Conjugator lengths in hierarchically hyperbolic groups, arXiv preprint

arXiv:1808.09604 (2018).

[2] Carolyn Abbott, Jason Behrstock, and Matthew G. Durham, Largest acylindrical actions and stability in

hierarchically hyperbolic groups, To appear in Trans. Amer. Math. Soc. (May 2017), arXiv:1705.06219, available

at 1705.06219.

[3] Carolyn Abbott, Thomas Ng, and Davide Spriano, Hierarchically hyperbolic groups and uniform exponential

growth, arXiv preprint arXiv:1909.00439 (2019).

[4] Ian Agol, The virtual Haken conjecture, Doc. Math. 18 (2013), 1045–1087. With an appendix by Agol, Daniel

Groves, and Jason Manning. MR3104553
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Andoni, Elena, Federico, Iker, Marialaura, Matteo, Oihana, Sheila y Xuban. Gracias por el café,
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