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#### Abstract

During continuous speech listening, brain activity tracks speech rhythmicity at frequencies matching with the repetition rate of phrases $(0.2-1.5 \mathrm{~Hz})$, words $(2-4 \mathrm{~Hz})$ and syllables ( $4-8 \mathrm{~Hz}$ ). Here, we evaluated the applicability of wearable MEG based on optically-pumped magnetometers (OPMs) to measure such cortical tracking of speech (CTS). Measuring CTS with OPMs is a priori challenging given the complications associated with OPM measurements at frequencies below 4 Hz , due to increased intrinsic interference and head movement artifacts. Still, this represents an important development as OPM-MEG provides lifespan compliance and substantially improved spatial resolution compared with classical MEG. In this study, four healthy right-handed adults listened to continuous speech for 9 min . The radial component of the magnetic field was recorded simultaneously with 45-46 OPMs evenly covering the scalp surface and fixed to an additively manufactured helmet which fitted all 4 participants. We estimated CTS with reconstruction accuracy and coherence, and determined the number of dominant principal components (PCs) to remove from the data (as a preprocessing step) for optimal estimation. We also identified the dominant source of CTS using a minimum norm estimate.

CTS estimated with reconstruction accuracy and coherence was significant in all 4 participants at phrasal and word rates, and in 3 participants (reconstruction accuracy) or 2 (coherence) at syllabic rate. Overall, close-tooptimal CTS estimation was obtained when the 3 (reconstruction accuracy) or 10 (coherence) first PCs were removed from the data. Importantly, values of reconstruction accuracy ( $\sim 0.4$ for $0.2-1.5-\mathrm{Hz}$ CTS and $\sim 0.1$ for $2-8-\mathrm{Hz}$ CTS) were remarkably close to those previously reported in classical MEG studies. Finally, source reconstruction localized the main sources of CTS to bilateral auditory cortices. In conclusion, t his study demonstrates that OPMs can be used for the purpose of CTS assessment. This finding opens new research avenues to unravel the neural network involved in CTS across the lifespan and potential alterations in, e.g., language developmental disorders. Data also suggest that OPMs are generally suitable for recording neural activity at frequencies below 4 Hz provided PCA is used as a preprocessing step; $0.2-1.5-\mathrm{Hz}$ being the lowest frequency range successfully investigated here.


## 1. Introduction

It is increasingly recognized that brain oscillations play a crucial role in speech processing (Meyer, 2018). Specifically, during continuous speech listening, auditory cortical oscillations track the temporal fluctuations of the speech temporal envelope at frequencies matching with the repetition rates of phrases, words and syllables (Ahissar et al.,

2001; Bourguignon et al., 2013; Broderick et al., 2017; Destoky et al., 2019b; Di Liberto et al., 2015; Ding et al., 2017; Ding and Simon, 2014; Gross et al., 2013; Horton et al., 2013; Keitel et al., 2018; Kösem and van Wassenhove, 2016; Luo and Poeppel, 2007; Meyer and Gumbert, 2018; Molinaro et al., 2016; Müller et al., 2018; O'Sullivan et al., 2014; Peelle et al., 2013; Pellegrino et al., 2011; Puschmann et al., 2017). Such cortical tracking of speech (CTS) is thought to reflect speech pars-
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ing or chunking, which are essential steps supporting subsequent speech recognition (Meyer, 2018).

Only two non-invasive electrophysiological brain recording methods provide the temporal resolution needed to estimate CTS: magnetoencephalography (MEG) and electroencephalography (EEG). For the purpose of CTS estimation in adults, MEG is clearly superior to EEG as it requires about 3 times less recording time than EEG to yield significant results (Destoky et al., 2019b). But classical MEG systems built with superconducting quantum interference devices (SQUIDs) come with two major drawbacks. (i) They offer a single fixed-size helmet, making them poorly suited to lifespan studies since sensors are sited further away from children's brains than adults' brains (R.M. Hill et al., 2019). (ii) Because sensors are immersed in liquid helium, they must be sited at least 2 cm away from the external surface of the helmet, which limits the sensitivity and spatial resolution of the technique (Boto et al., 2016; Iivanainen et al., 2017). Additionally, this head-to-helmet gap can be inhomogeneous, typically resulting in increased brain-to-sensor distance over the frontal region (Coquelet et al., 2020). In several applications, such as investigation of developmental language disorders, it would be desirable to measure CTS optimally (i.e., with MEG) without introducing head-size biases, and with optimal spatial resolution.

The miniaturization and commercialization of optically pumped magnetometers (OPMs) (Budker and Jackson Kimball, 2013; Budker and Romalis, 2007; Shah and Wakai, 2013), has enabled the development of OPM-MEG (Borna et al., 2017; Boto et al., 2018; Colombo et al., 2016). OPM-MEG addresses some of the drawbacks of SQUID-MEG. In contrast with SQUIDs, OPMs do not require cryogenic cooling, which has opened the possibility of mounting light-weight, wearable sensors on a flexible, sizable cap, much like in EEG (Boto et al., 2017 2018, 2019; Hill et al., 2020). And because this setup allows for on-scalp MEG recording, the spatial resolution and sensitivity to neural sources is improved significantly (Boto et al., 2016; Iivanainen et al., 2017). These advantages make OPM the perfect candidate for performing CTS analyses in studies involving children.

While it is a very promising technique that has already reproduced results obtained with SQUID-MEG, the development of OPM-MEG is still ongoing. It is not yet fully understood under what circumstances the technique is adequate or optimally reliable (Tierney et al., 2019a, 2019b). Small groups of OPMs placed over targeted brain regions have been applied in studies of sensorimotor processes in the $5-100-\mathrm{Hz}$ frequency range (Borna et al., 2017; Lin et al., 2019; Wyllie et al., 2012; Xia et al., 2006), cognitive functions in the $4-8-\mathrm{Hz}$ (Barry et al., 2019) and $15-30-\mathrm{Hz}$ frequency ranges (Tierney et al., 2018), and used to measure gamma-band activity ( $>30 \mathrm{~Hz}$ ) in visual cortices (Iivanainen et al., 2020b). Recently, a whole-head OPM-MEG system with 49 sensors (as used in this study) has also been developed and applied in the simultaneous study of beta-band sensorimotor and gamma-band visual activity (Hill et al., 2020). However, to date there has been no report on the functionality of OPMs for frequencies below 4 Hz . For OPMs to be suitable for CTS investigations, they should perform in frequency ranges matching with the repetition rate of phrases $(0.2-1.5 \mathrm{~Hz})$, words (24 Hz ) and syllables ( $4-8 \mathrm{~Hz}$ ). There are multiple artifacts that could disturb measurements in that frequency range: head-movement and sensormovement being the most notable (Holmes et al., 2018). It is conjectured however, that with the currently employed technique of active shielding, minor instances of such artifacts should be tolerable (Holmes et al., 2018; Iivanainen et al., 2019), at least if adequate preprocessing techniques are used.

In light of the above, this proof of concept study evaluates the applicability of OPM-MEG to measure CTS at the individual level in a small sample of healthy adults. To optimize comparability with existing literature, CTS is quantified with the two methods commonly used in the field: (i) a cross-validated ridge-regression approach to estimate the reconstruction accuracy of speech envelope from MEG signals (Crosse et al., 2016; Ding and Simon, 2012; Mesgarani et al., 2009), and (ii) coherence analysis (Halliday et al., 1995) to estimate the linear dependence
between MEG and speech temporal envelope signals in the frequency domain (Bourguignon et al., 2013; Destoky et al., 2019b; Vander Ghinst et al., 2016). We assessed the ability of principal component analysis (PCA) and independent component analysis (ICA) as preprocessing steps to overcome the large-amplitude, low-frequency artifacts expected to arise from head movements. We optimize the number of dominant principal components (PCs) removed from the data in the cross-validation framework of the reconstruction accuracy approach. Based on these optimal numbers of PCs to remove, we estimate the cortical generators of CTS in the coherence framework, as done in most studies in the field. Finally, we further evaluate the adequacy of the optimal number of PCs for coherence estimation. We hypothesised that with such preprocessing, CTS will be uncovered even at its lowest frequencies (phrasal, 0.21.5 Hz ).

## 2. Methods

### 2.1. Participants

Four healthy adult human participants ( 1 female) took part in the experiment. They were aged $24 \pm 1$ years (mean $\pm$ SD). Three were native English speakers and one (participant 4) was a native German speaker. None of them had prior developmental, auditory, neurological, or psychiatric disorders, except for participant 4 who reported having a mild tinnitus. All were right-handed according to Edinburgh handedness inventory (Oldfield, 1971) (mean $\pm$ SD score, $83.3 \pm 20.1$ ).

This study was approved by the University of Nottingham Medical School Research Ethics Committee and participants signed a written informed consent before participation. They did not receive any financial compensation. The experiments took place at the University of Nottingham.

### 2.2. Experimental condition

Participants listened to a 9-min speech sound excerpt from an audiobook (male reader, Crime and Punishment; https://etc.usf.edu/ lit2go/182/crime-and-punishment/). Sound was delivered at a comfortable hearing level through two speakers placed outside circular openings in two upper corners of the magnetically-shielded room (MSR), in which the OPM-MEG system is housed.

### 2.3. Data acquisition

Fig. 1 presents our OPM-MEG setup.
During the experimental condition, participants' brain activity was recorded with the whole-head, OPM-MEG system at the Sir Peter Mansfield Imaging centre (University of Nottingham, United Kingdom). For a full description of the recording procedure, see Hill et al. (2020). In brief, neuromagnetic signals were recorded using 46 (45 in participant 2) QuSpin OPMs (QuSpin Inc., Colorado, USA) evenly covering the scalp surface (Osborne et al., 2018). Sensors were mounted on a rigid, additively manufactured helmet at known positions relative to the helmet surface. A mapping from the helmet surface to the head surface was achieved using optical scanning and a coregistration procedure described in Hill et al. (2020). This enabled complete knowledge of OPM sensor location and orientation relative to brain anatomy. Brain anatomy was acquired via anatomical magnetic resonance images (MRI), using a 3- T Philips Ingenia system, running an MPRAGE sequence, at an isotropic spatial resolution of 1 mm . OPMs were oriented so as to measure the component of the magnetic field approximately normal to the scalp. The recordings were performed in a MSR designed and built specifically for OPM-MEG recordings (MuRoom, Magnetic Shields Limited, Kent, UK). To further limit the interference induced by head movements, background field and gradients were reduced by a factor of $\sim 3$ using a set of bi-planar coils placed either side of the participant (Holmes et al., 2018, 2019). MEG signals were low-pass filtered at


Fig. 1. OPM-MEG setup. Left - Schematic diagram of the whole system (adapted from Hill et al., 2020). Field nulling coils lowered the background field and gradients. Sound signals were fed to two speakers as well as to the DAQ used to record OPM-MEG signals for synchronization purposes. Right - Participant wearing the OPM-MEG helmet. Brain activity was recorded with 45-46 OPMs gen-2 sensors placed on a rigid additively manufactured helmet. Color points were placed on the participants and on the helmet for subsequent head-helmet coregistration with a 3-dimensional optical imaging system (Hill et al., 2020). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

500 Hz and sampled at 1200 Hz by a National Instruments (Texas, USA) data acquisition system. The audio signal was simultaneously sampled with the MEG data and used to synchronize the original sound track (sampled at $44,100 \mathrm{~Hz}$ ) with MEG signals.

### 2.4. Data preprocessing

The analysis of the data was carried out with the use of custom MATLAB scripts.

Continuous MEG data were band-pass filtered at $0.2-45 \mathrm{~Hz}$. For a wearable system where the helmet is allowed to move with the head, very low frequency neuromagnetic signals are typically contaminated by movement artifacts (similar across sensors). We relied on principal component analysis (PCA) to remove a few dominant principal components (PCs) in order to attenuate this interference. As it was unclear how many PCs should be removed, we deferred this choice to a later stage (see subSection 2.5), where an optimal number is automatically selected in a cross-validation loop. Hence, several versions of the preprocessed data were estimated, where the first $n=0,1,2, \ldots 10$ PCs were removed.

In a separate analysis, we preprocessed the OPM-MEG signals with independent component analysis (ICA). Twenty independent components were evaluated from the MEG data low-pass filtered at 25 Hz using FastICA algorithm (dimension reduction, 25; non-linearity, tanh) (Hyvärinen et al., 2001; Vigario et al., 2000). Independent components corresponding to eyeblink, eye movement, heart bead and head movement artifacts were subtracted from the full band and full rank MEG data.

Finally, we also considered the data minimally preprocessed (no ICA or PCA), and the data preprocessed with both ICA and PCA.

Time points at timings 1-s around remaining artifacts were set to bad and corresponding data were not used in further analyses. To identify artifacts, MEG amplitude was estimated as the rectified signal low-pass filtered at 1 Hz , and further standardized (i.e., converted to a z-score). Data were considered contaminated by artifacts when z-scored amplitude for at least one MEG channel was above 5 . This led to disregarding $14 \pm 5 \%$ of the data (mean $\pm$ SD across participants and number of removed PCs; range 5-22\%)

We finally extracted the temporal envelope from the audio signal. To that aim, the audio signal was rectified and low-pass filtered at 50 Hz . We did not explore superior methods for extracting the speech envelope
(Biesmans et al., 2017), but this is unlikely to affect the results as the resulting envelopes are very similar (Destoky et al., 2019b).

### 2.5. Sensor-level CTS assessed with reconstruction accuracy

A global value of phrasal ( $0.2-1.5 \mathrm{~Hz}$ ), word ( $2-4 \mathrm{~Hz}$ ) and syllabic ( $4-8 \mathrm{~Hz}$ ) CTS was evaluated for all MEG signals at once using a ridgeregression approach with nested cross-validation. Note that since it is common in the literature to estimate CTS at $2-8 \mathrm{~Hz}$ (Broderick et al., 2017, 2019; Destoky et al., 2019a; Di Liberto et al., 2015, 2018; Ding and Simon, 2012; Lalor and Foxe, 2010; Mesgarani et al., 2009; O'Sullivan et al., 2014), we also estimated CTS in this combined word/syllabic frequency range. Using the mTRF toolbox (Crosse et al., 2016), we trained a decoder on MEG signals to reconstruct the speech temporal envelope, and estimated the Pearson correlation between this reconstruction and the real speech temporal envelope. This correlation is often referred to as the reconstruction accuracy, and it provides a global measure of CTS. A similar approach has been used in previous studies on CTS (Destoky et al., 2019b; Ding and Simon, 2012; Lalor and Foxe, 2010; O'Sullivan et al., 2014; Zion-Golumbic et al., 2013).

In practice, MEG signals were band-pass filtered at phrasal, word, syllabic and word/syllabic frequencies, resampled to 10 Hz (phrasal CTS) or 40 Hz (word and syllabic CTS) and standardized. A decoder was built based on MEG data from -500 ms to 1000 ms (phrasal CTS) or from 0 ms to 250 ms (word and syllabic CTS) with respect to speech temporal envelope. Filtering and delay ranges were as in previous studies (Destoky et al., 2019b; Ding and Simon, 2012; Lalor and Foxe, 2010; O'Sullivan et al., 2014; Zion-Golumbic et al., 2013). Regularization was applied to limit the norm of the derivative of the reconstructed speech temporal envelope (Crosse et al., 2016), by estimating the decoder for a fixed set of ridge values $\left(\lambda=2^{-10}, 2^{-8}, 2^{-6}, 2^{-4}, 2^{-2}, 2^{\circ}\right)$. The decoder was also estimated after having removed the first $n=0,1,2, \ldots, 10$ PCs from MEG data (before applying band-pass filtering). In a classical 10 -fold cross-validation approach, the data are split into 10 segments of equal length, the decoder is estimated for 9 segments and tested on the remaining segment, and this procedure is repeated 10 times until all segments have served as test segments. The ridge value and number of removed PCs yielding the maximum mean reconstruction accuracy are then retained. Due to the maximization procedure, ensuing reconstruction accuracy is inflated. To eliminate this bias, we adopted a 10 -fold nested cross-validation scheme (Varoquaux et al., 2017). Following that
scheme, for each segment, a 9-fold cross validation was conducted on the remaining 9 segments to select the ridge value and number of removed PCs that maximize the reconstruction accuracy, and the corresponding decoder was used to estimate the reconstruction accuracy for that segment. This procedure led to 10 values of reconstruction accuracy and 10 numbers of first PCs removed from the data (one for each segment) for each participant and frequency range investigated. We then estimated the mean and standard deviation of reconstruction accuracy, and the rounded mean of the number of removed PCs to which we refer as the optimal number of removed PCs.

In separate analyses, we also assessed the reconstruction accuracy for the data not preprocessed with PCA, for the data preprocessed with ICA only, and for the data preprocessed with ICA and then PCA. Hence, in the analyses not involving PCA, there was no optimization on the number of PCs removed.

### 2.6. Temporal response functions

We estimated the temporal response functions of OPM-MEG signals associated to speech temporal envelope with the mTRF toolbox (Crosse et al., 2016). The approach was similar to that used to estimate reconstruction accuracy, but this time, it was the speech temporal envelope that was used to reconstruct OPM-MEG signals, giving rise to coefficients that can be interpreted as the deconvoluted brain response to continuous speech, i.e., a temporal response function akin to an evoked response in trigger-based experiments. Temporal response functions were obtained from the data preprocessed with PCA, with the optimal number of PCs removed (identified in the reconstruction accuracy analysis) and not preprocessed with ICA.

OPM-MEG signals were filtered as in the previous subsection, and downsampled resampled to 20 Hz (phrasal CTS) or 100 Hz (word and syllabic CTS) and standardized. For each subject and OPM-MEG signal, the temporal response function was modeled from -700 ms to 1200 ms (phrasal CTs) or -100 ms to 350 ms (word and syllabic CTs). The optimal ridge value was selected (from among the same ridge values as in previous subsection) with a tenfold cross-validation procedure to maximize the maximum across sensors of the correlation between original OPM-MEG signals and those reconstructed as the convolution of the temporal response function with speech temporal envelope. Temporal response functions were recomputed based on all the available data for the selected ridge value.

### 2.7. Sensor-level CTS assessed with coherence

We calculated the coherence-based CTS as the coherence between speech temporal envelope and each of the MEG signals, with and without ICA preprocessing, and after correction by removal of the first $n=0$, $1,2, \ldots, 10$ PCs from MEG data (note that a posteriori, we did this for $n$ up to 20). To that aim, time-locked MEG and speech temporal envelope signals were segmented into $2000-\mathrm{ms}$ epochs with $1600-\mathrm{ms}$ overlap, affording a $0.5-\mathrm{Hz}$ frequency resolution (Bortel and Sovka, 2014). Epochs contaminated by artifacts were discarded from the analysis. Coherence was evaluated only for frequencies below 10 Hz , which are critical for speech comprehension (Rosen, 1992), following the classical formulation of coherence analysis (Halliday et al., 1995). Note that the framework of coherence analysis also provided us with linear spectral densities. Furthermore, we specifically analysed coherence values in the three frequency ranges of interest introduced in subSection 2.5: phrasal frequencies (mean coherence across $0.2-1.5 \mathrm{~Hz}$ ), word frequencies (24 Hz ) and syllable frequencies ( $4-8 \mathrm{~Hz}$ ). The $2-8-\mathrm{Hz}$ frequency range was not explored with coherence analysis since this is not typically done in the literature.

In the results section, we mainly focus on coherence and linear spectral densities estimated after having removed from the data the number of first PCs deemed optimal for the estimation of reconstruction accuracy.

To characterize the PCs that were-and were not-removed, we use the same analysis as described above in this subsection to estimate the linear spectral densities of the 20 first PCs, and their coherence with speech temporal envelope.

### 2.8. Source-level CTS assessed with coherence

The MEG forward models (mapping source activity onto MEG signals) were next computed within a 5 -mm grid source space for 3 orthogonal source orientations per grid point with fieldtrip (Oostenveld et al., 2011). Forward modeling was based on the "single shell" method (Nolte, 2003). Based on these forward models, we computed a Minimum-Norm-Estimate (MNE) inverse solution (Dale and Sereno, 1993), with the regularization parameter fixed assuming a signal-to-noise ratio (SNR) of 1 (Hämäläinen et al., 2010). We then used this inverse solution embedded in the dynamic imaging of coherent sources approach (DICS; Gross et al., 2001) to produce coherence maps in the source space for each participant and frequency range investigated (phrasal, word and syllabic), and using the optimal number of removed PCs. Notably, the coherence value at each source location was optimized across the two source orientations (Bourguignon et al., 2015).

### 2.9. Group analysis

A non-linear transformation from individual MRIs to the MNI brain ("Montreal Neurological Institute") was first computed using the spatial normalization algorithm implemented in Statistical Parametric Mapping (SPM12; Ashburner et al., 1997; Ashburner and Friston, 1999) and then applied to the coherence maps. The resulting maps were then averaged across participants to produce group-averaged maps.

We identified the coordinates of the global maximum within each hemisphere in group-averaged coherence maps. We only report on global coherence maxima and disregard the extent of the clusters of significant coherence. Indeed, cluster extent is hardly interpretable in view of the inherent smoothness of MEG source reconstructions (Bourguignon et al., 2017; Hämäläinen and Ilmoniemi, 1994; Hari et al., 1988; Sekihara et al., 2005; Wens et al., 2015).

### 2.10. Statistical analyses

### 2.10.1. Significance and comparison of CTS assessed with reconstruction

 accuracyFor each participant and frequency range investigated, we determined the significance of CTS assessed with reconstruction accuracy with a one sample $t$-test across the 10 validation runs.

The same approach was used to compare CTS values estimated for the data with vs. without PCA preprocessing, and for the data with vs. without ICA preprocessing.

### 2.10.2. Significance of CTS assessed with coherence analysis

For each participant and frequency range investigated (and number of PCs removed from the data), we determined the significance of CTS assessed with coherence with maximum-based statistics derived from surrogate data, which takes into account both the multiple comparisons across channels and the temporal autocorrelation within signals. For each participant, 1000 surrogate coherence distributions across channels were generated, as was done for genuine coherence values but with the audio signal replaced by Fourier-transform surrogates, which preserves the power spectrum by replacing the phase of Fourier coefficients by random numbers in the range $[-\pi ; \pi]$ (Faes et al., 2004). Then, the maximum coherence value across all channels was extracted for each surrogate simulation. Finally, the $95^{\text {th }}$ percentile of this maximum coherence value yielded the coherence threshold at $p<0.05$.


Fig. 2. CTS assessed with reconstruction accuracy. Displayed are the mean and standard deviation of reconstruction accuracy across the 10 validation runs, for each participant (1 to 4) and for phrasal, word, syllabic and word/syllabic CTS. Significance level is indicated above each bar ( ${ }^{*}, p<0.05 ;{ }^{* *}, p<0.01$; ${ }^{* * *}$, $p<0.001$ ). Note that since reconstruction accuracy was assessed in a crossvalidation framework, it can take negative values and its expectation in the absence of coupling is 0 .

Table 1
Mean $\pm$ standard deviation of reconstruction accuracy estimated from the data with or without ICA preprocessing and with or without PCA preprocessing.

|  | none | ICA | PCA | PCA and ICA |
| :--- | :--- | :--- | :--- | :--- |
| phrasal CTS | $0.356 \pm 0.138$ | $0.366 \pm 0.160$ | $0.405 \pm 0.107$ | $0.407 \pm 0.106$ |
| word CTS | $0.106 \pm 0.041$ | $0.112 \pm 0.043$ | $0.104 \pm 0.053$ | $0.104 \pm 0.033$ |
| syllabic CTS | $0.047 \pm 0.038$ | $0.041 \pm 0.044$ | $0.039 \pm 0.028$ | $0.043 \pm 0.025$ |

### 2.10.3. Comparison between frequency ranges of MEG amplitude reduction

 for the optimal number of PCs removed from the dataWe aimed to quantify the amount of noise reduction necessary to measure CTS optimally, and determine if such reduction depends on the frequency range investigated. To address that aim, we assessed the impact of optimal PCA preprocessing on MEG amplitude in the 3 frequency ranges investigated with a measure of amplitude reduction taken as the log-ratio of MEG amplitude before vs. after removal of the optimal number of PCs. The mean of this measure across all sensors was compared between frequency ranges with paired $t$-tests across the 4 participants.

### 2.11. Data and code availability

The data and analysis scripts underlying this report are available upon reasonable request from the corresponding author.

## 3. Results

CTS was quantified with two different measures (reconstruction accuracy and coherence), with the aim of determining the feasibility of OPM recordings to measure CTS, a type of coupling that involves frequencies lower than those previously explored with OPMs.

### 3.1. Reconstruction accuracy

Fig. 2 presents the values and significance of CTS at phrasal (0.21.5 Hz ), word ( $2-4 \mathrm{~Hz}$ ), and syllabic rates $(4-8 \mathrm{~Hz})$ quantified with reconstruction accuracy for the data preprocessed with PCA. CTS was significant in all 4 participants at phrasal and word rates, and in participants 1-3 at syllabic rate. In these estimations, the average number of PCs removed from the data was $7.3 \pm 2.2$ (participant 1 to $4: 8,6,5,10$ ) for phrasal CTS, $5.0 \pm 2.9(9,2,4,5)$ for word CTS, and $3.5 \pm 2.9(3,0$, 4,7 ) for syllabic CTS. Note that since it is common in the literature to estimate CTS at $2-8 \mathrm{~Hz}$, we also present values for this frequency range in Fig. 2. For that frequency range, the average number of PCs removed from the data was $4.0 \pm 1.4$ (participant 1 to $4: 3,3,4,6$ ).

Table 1 presents the mean and standard deviation of reconstruction accuracy across participants for the data with or without ICA preprocessing and with or without PCA preprocessing. In ICA preprocessing,

2-4 components were regressed out of the data (participant 1 to 4: 2, 4, 4, 4). These components picked up eye blink or eye movements (1-2 components), heartbeat ( $0-1$ component) or head movement ( $1-2$ components) artifacts. When PCA was combined with (performed after) ICA, the number of PCs removed from the data was $5.0 \pm 2.8$ (participant 1 to $4: 5,7,1,7)$ for phrasal CTS, $3.8 \pm 2.1(4,1,6,4)$ for word CTS, and $4.3 \pm 4.0(1,3,3,10)$ for syllabic CTS.

Table 1 clearly shows that ICA and PCA preprocessing were not crucial for estimation of reconstruction accuracy. First, including ICA preprocessing did not improve CTS estimation: at the participant level, CTS was not significantly higher when estimated from the data with vs. without ICA preprocessing (ICA vs. minimal preprocessing: all $p>0.05$; combined ICA and PCA vs. PCA only: all $p>0.05$ except for word CTS in participant 1 in favor of PCA only, $p=0.0005, t_{9}=5.30$ ). Second, including PCA preprocessing improved CTS estimation at $0.2-1.5 \mathrm{~Hz}$, but had virtually no effect at $2-4 \mathrm{~Hz}$ and $4-8 \mathrm{~Hz}$ : at the participant level, CTS was significantly higher when estimated from the data with vs. without PCA preprocessing in one participants at $0.2-1.5 \mathrm{~Hz}$ (PCA vs. minimal preprocessing: $p=0.0003, t_{9}=5.30$; combined ICA and PCA vs. ICA only: $p=0.0004, t_{9}=5.53$ ), but in none of the participants at $2-4 \mathrm{~Hz}$ and $4-8 \mathrm{~Hz}$ (all $p>0.05$ ).

In sum, the impact of the different preprocessing methods on reconstruction accuracy was relatively limited, with a maximal reduction of less than $20 \%$ from minimal preprocessing to PCA only for syllabic CTS. Based on the above, and for the sake of simplicity, further analyses will mainly focus on CTS estimated from the data preprocessed with PCA only.

### 3.2. Temporal response functions

Fig. 3 presents the temporal response functions and corresponding topographies for phrasal, word and syllabic CTS. The temporal response functions were estimated from the data preprocessed with PCA with the number of PCs removed deemed optimal for the estimation of reconstruction accuracy.

In line with previous studies (Bourguignon et al., 2020; Broderick et al., 2017; Park et al., 2015), the temporal response functions at $0.2-1.5 \mathrm{~Hz}$ peaked at $\sim 0 \mathrm{~ms}$ and $400-500 \mathrm{~ms}$, more convincingly so in participants $2-4$. Also in line with the literature (Destoky et al., 2019b; Ding and Simon, 2012; Lalor and Foxe, 2010; O'Sullivan et al., 2014; Zion-Golumbic et al., 2013), the temporal response functions at $2-4 \mathrm{~Hz}$ peaked at $\sim 100 \mathrm{~ms}$; those at $4-8 \mathrm{~Hz}$ showed oscillations but no convincing peak, except in participant 3 at 40 ms , and perhaps in participant 1 at 50 ms .

In several instances, the topography associated to the temporal response functions disclosed clear dipolar field patterns (two lobes of opposite polarity next to each other), indicative of the presence of a cortical source right underneath (i.e., bilateral temporal areas) with an orientation on the line that separates the two lobes (Hämäläinen et al., 1993). As expected (Boto et al., 2016; Iivanainen et al., 2017), these field patterns were more focal than those typically seen in SQUID-MEG or EEG studies.

### 3.3. Coherence at the sensor level

Fig. 4 presents the spectra of CTS assessed with coherence and corresponding sensor topographies at phrasal, word and syllabic rates (for the data optimally preprocessed with PCA, as hinted by the reconstruction accuracy analysis).

A prominent spectral peak was clearly seen at 0.5 , 1 or 1.5 Hz that even spread to the $2-$ and $2.5-\mathrm{Hz}$ frequency bins. This spread is likely to contribute significantly to the value of CTS at $2-4 \mathrm{~Hz}$. Besides, Fig. 4 clearly suggests the presence of significant coherence at $4-8 \mathrm{~Hz}$ in participants 1 and 3 . These observations were confirmed statistically: coherence was significant in all participants and investigated frequency ranges (all $p<0.02$ ), except in participant 2 and 4 for syllabic CTS (both
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Fig. 3. Temporal response functions and associated topographies for phrasal, word and syllabic CTS. Temporal response functions (one trace per sensor) were computed for a number of removed PCs identified as optimal for the estimation of reconstruction accuracy. Sensor topographies were produced at timings indicated on the top left corner of each plot, which corresponded to a peak in the temporal response functions.
$p \approx 0.5$ ). Across subjects its values were $0.0759 \pm 0.0584$ (mean $\pm$ SD) at $0.2-1.5 \mathrm{~Hz}, 0.0145 \pm 0.0044$ at $2-4 \mathrm{~Hz}$ and $0.0065 \pm 0.0019$ at $4-8 \mathrm{~Hz}$.

In sensor topographies, coherence was mostly dominant in sensors located above bilateral temporal areas, at locations corresponding with the lobes visible in topographies of the temporal response functions associated to speech envelope (see Fig. 3). Because coherence is always positive, the topographies for coherence are less straightforward to interpret than those for the temporal response functions.

### 3.4. Coherence at the source level

Fig. 5 presents the group-averaged source-level maps of CTS at phrasal, word and syllabic frequencies. In the 3 frequency ranges investigated, coherence displayed its global maximum in the right auditory cortex, and a second local maximum in the left auditory cortex. Coherence decreased monotonously with the distance to these local maxima in a large neighborhood, suggesting that we could resolve only one source of CTS per hemisphere.

Table 2 presents the coherence in both auditory cortices, showing some degree of right-hemisphere dominance for CTS. In individual coherence maps, phrasal and word CTS was right-hemisphere dominant in

3 out of 4 participants; syllabic CTS was right-hemisphere dominant in the 2 participants for whom it was statistically significant at the sensor level.

### 3.5. Impact of PCA preprocessing

Fig. 6 presents the linear spectral densities of MEG signals for a representative participant before and after removal of the optimal number of first PCs (here 6 PCs). Before PCs removal, MEG amplitude was at highest over the vertex. PCA preprocessing diminished this amplitude by a factor of $\sim 10$ at $0.2-1.5-\mathrm{Hz}, \sim 5$ at $2-4 \mathrm{~Hz}$ and $\sim 3$ at $4-8 \mathrm{~Hz}$. Across participants, the mean across sensors of amplitude log-ratio (before vs. after removal of the optimal number of PCs) was $0.74 \pm 0.17$ (mean $\pm$ SD across participants) at $0.2-1.5 \mathrm{~Hz}, 0.38 \pm 0.19$ at $2-4 \mathrm{~Hz}$ and $0.19 \pm 0.16$ at $4-8 \mathrm{~Hz}$. This shows that CTS estimation required more stringent power reduction below than above 2 Hz . And indeed, the mean across sensors of amplitude log-ratio was significantly higher at $0.2-1.5 \mathrm{~Hz}$ than at $2-4 \mathrm{~Hz}\left(t_{3}=5.14, p=0.014\right)$ and $4-8 \mathrm{~Hz}\left(t_{3}=9.83\right.$, $p=0.0022$ ). There was also a trend for the difference between $2-4 \mathrm{~Hz}$ and $4-8 \mathrm{~Hz}\left(t_{3}=2.62, p=0.079\right)$.


Fig. 4. Coherence spectra and topographies for each of the 4 participants. Coherence spectra (one trace per sensor) were computed for a different optimal number of removed PCs for the ranges $0-1.5 \mathrm{~Hz}, 2-4 \mathrm{~Hz}$ and $4.5-10 \mathrm{~Hz}$. Coherence topographies were obtained by averaging the coherence across the frequency bins contained in $0.2-1.5 \mathrm{~Hz}, 2-4 \mathrm{~Hz}$ and $4-8 \mathrm{~Hz}$. Sensors with significant coherence $(p<0.05)$ are indicated with a red asterisk. As coherence was not significant for syllabic CTS in participants 2 and 4, corresponding topographies are shaded. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Table 2
Coordinates and values of peak coherence in group-averaged source-level coherence maps.

|  | left hemisphere MNI coordinates [mm] | Coherence level | right hemisphere MNI coordinates [mm] | Coherence level |
| :---: | :---: | :---: | :---: | :---: |
| phrasal CTS | [-51-14 17] | 0.071 | [53-11 9] | 0.101 |
| word CTS | [-52-13 10] | 0.0142 | [51-2 17] | 0.0217 |
| syllabic CTS | $\left[\begin{array}{llll}-47 & -21 & 20\end{array}\right]$ | 0.0068 | [38-22 4] | 0.0130 |



Fig. 5. Group-averaged source-level maps of CTS at phrasal ( $0.2-1.5 \mathrm{~Hz}$ ), word ( $2-4 \mathrm{~Hz}$ ) and syllabic ( $4-8 \mathrm{~Hz}$ ) frequencies. CTS values were assessed with coherence, and thresholded at an arbitrary threshold of $50 \%$ of their maximum. CTS showed its two first local maxima (indicated with a white disk) at bilateral auditory cortices in the three frequency ranges investigated.

### 3.6. Optimal PCA preprocessing for coherence analysis

Fig. 7A illustres the crucial importance of PCA preprocessing for estimating CTS with coherence. It presents the maximum coherence across sensors for a number of removed PCs equal to $0,1,2, \ldots 20$. The curves indicate that a large amount of PCs should be removed to maximize the value of the coherence, with an optimum typically in between 10 and 15. For the sake of completeness, we also present these curves for reconstruction accuracy (see Fig. 7B). The limited impact of the number of removed PCs on these later curves confirms that PCA preprocessing was less important for CTS estimation with reconstruction accuracy. Nonetheless, the slight modulations induced by PCA on reconstruction accuracy was systematically beneficial at $0.2-1.5 \mathrm{~Hz}$, either beneficial or neutral at $2-4 \mathrm{~Hz}$ and inconsistent at $4-8 \mathrm{~Hz}$. CTS at $0.2-1.5 \mathrm{~Hz}$ and $2-4 \mathrm{~Hz}$ was largely stable for $3-15$ PCs removed.

These results raise the question of how safe it is to remove as many as 10-15 PCs from the data. Is there a risk for removing relevant brain signals? To answer this question, we further characterized the first 20 PCs.

Fig. 8 presents the linear spectral densities of the PCs. All dominant components showed a monotonous amplitude decrease with frequency. Later components tended to display a spectral peak in the theta ( $4-8 \mathrm{~Hz}$ ) or alpha ( $8-13 \mathrm{~Hz}$ ) ranges. Qualitatively, the first component to show such spectral peaks was the 9th, 7th, 6th, and 11th for participants 1 to 4. Of the PCs that were removed in the cross-validation approach, only one showed such spectral peaks: in participant 1 for the estimation of word CTS.

Fig. 9 presents the values of coherence estimated between speech temporal envelope and the PCs. It shows that the cross-validation approach led to removing only a few PCs that were significantly coherent with the speech temporal envelope. In none of the cases (4 subjects times 3 frequency ranges) were the most coherent components removed. It also shows that the most coherent PCs were typically found after position 14 but that many significant components are seen before such cut off.

### 3.7. Reasonable preprocessing common to all frequency ranges

Last, we evaluated the adequacy of a fixed preprocessing scheme across frequency ranges and participants to investigate CTS with coherence analysis.

Figures S1-S6 present the spectra of CTS assessed with coherence and corresponding sensor topographies for data not preprocessed with ICA from which 0 (Fig. S1), 5 (Fig. S2) and 10 (Fig. S3) PCs were removed, and for the data preprocessed with ICA from which 0 (Fig. S4), 5 (Fig. S5) and 10 (Fig. S6) PCs were removed thereafter.

Clearly, it made little difference whether ICA was used as a preprocessing step, regardless of the number of PCs removed (compare Figs S1 vs. S4, S2 vs. S5, and S3 vs. S6).

With regard to PCA preprocessing, the results were overall better when removing 5 or 10 than 0 PCs, with just the exception of lefthemisphere CTS at $4-8 \mathrm{~Hz}$ in participant 1 that was significant only for 0 PCs removed. The differences between the results for 5 vs .10 PCs removed were more subtle. Importantly, the peak CTS did not shift from one hemisphere to the other as more PCs were removed. The most notable difference was an increase in CTS at 0.5 Hz and 1 Hz when removing 10 compared to 5 PCs (see changes of the shape in the peak of CTS from Fig S2 to S3 and S5 to S6). Also worth mentioning is that left-hemisphere CTS at $2-4 \mathrm{~Hz}$ in participant 2 was reduced and became non-significant when moving from 5 to 10 PCs removed. The same happened for right-hemisphere CTS at $2-4 \mathrm{~Hz}$ in participant 4 but in this case, the changes were utterly subtle and only brought the p-value from one brink of the significance level to the other.

## 4. Discussion

This study demonstrates that OPM-MEG is able to identify significant CTS in relevant frequency ranges and with typical temporal dynamics. With appropriate preprocessing, prominent CTS at the lowest documented frequencies ( $0.2-1.5 \mathrm{~Hz}$ ) was uncovered with OPM-MEG in the 4 participants tested. And even though the spatial coverage afforded by our 45-46 OPMs was somewhat limited (see Fig. 1), a classical source localization approach (MNE) was consistent with bilateral auditory cortices with some degree of right-hemisphere dominance as the dominant generators of CTS.

### 4.1. Comparability with previous CTS studies

Although we did not evaluate CTS with classical SQUID-MEG, comparison with previous studies indicates that the amplitude of CTS assessed with reconstruction accuracy derived from OPM-MEG recordings is similar to that derived from SQUID-MEG. Indeed, in a study using a very similar methodology (Destoky et al., 2019b), the mean reconstruction accuracy across 10 participants was $\sim 0.4$ at $0.2-1.5 \mathrm{~Hz}$ and $\sim 0.1$ at $2-8 \mathrm{~Hz}$. These figures are strikingly similar to those we report here (see Table 1). Still, there are three main methodological differences between this SQUID-MEG study and ours, that should be mentioned. First, our results are based on 9 min of data while only 5 min of data were used in the SQUID-MEG study. The impact of this difference in recording duration was limited since reconstruction accuracy re-estimated based only on analysis of the 5 first minutes of our data was at most mildly diminished ( 0.36 at $0.2-1.5 \mathrm{~Hz}$ and 0.080 at $2-8 \mathrm{~Hz}$; data not presented in


Fig. 6. OPM-MEG linear spectral densities from a representative participant (participant 2) and associated topographies at $0.2-1.5 \mathrm{~Hz}, 2-48 \mathrm{~Hz}$ and $4-8 \mathrm{~Hz}$. A - Amplitude before removing principal components (PCs). B - Amplitude after removing the first 6 PCs, a number selected as optimal in the computation of reconstruction accuracy for $0.2-1.5-\mathrm{Hz}$ CTS. C - Ratio of the amplitude, before vs. after, removal of the first 6 PCs. In this participant, one of the removed PCs closely matched with a single right occipital sensor. This is visible as an outlier trace in spectra B and C, and a blue or yellow patch in corresponding topographies, as indicated on the figure with gray arrows labelled "sensor PC". (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
the results section). Second, we incorporated an estimation of the optimal number of PCs to remove from the data in a nested cross-validation loop, whereas standard preprocessing (signal-space separation and independent component analysis) was used in the SQUID-MEG study. Third and last, this study was conducted in English while the SQUID-MEG study was conducted in French. The two later differences limit the comparability of our values of reconstruction accuracy with those in other studies. Nonetheless, the main finding holds that reasonable estimates of reconstruction accuracy can be obtained with OPM-MEG.

In contrast with the above, when estimated with coherence analysis, CTS magnitude was lower than that previously reported with SQUIDMEG. Indeed, still in the most comparable study (Destoky et al., 2019b), mean CTS magnitude across 10 participants was 0.19 at 0.5 Hz and 0.023 at $4-8 \mathrm{~Hz}$, whereas it was $\sim 3$ times lower here ( 0.076 and 0.0065 respectively). Likely because of this decrease in coherence magnitude, $4-8-\mathrm{Hz}$ CTS was not significant in $50 \%$ of the participants, which is low compared with the proportion of $80-90 \%$ reported in previous studies assessing CTS with coherence in the same way in more participants (10-20) and even with shorter (5-min) SQUID-MEG recordings (Destoky et al., 2019b; Vander Ghinst et al., 2016). The decrease in coherence-based CTS magnitude derived from OPM-MEG recordings could be due to reduced SNR in every channel or reduced spatial sam-
pling, the latter having two consequences: it prohibits filtering based on spatial frequencies and it brings the risk of missing the best recording spot. To disentangle these possibilities future studies should estimate CTS based on both SQUID-MEG and OPM-MEG from the same participants and with a comparable number of sensors. No matter the origin of these reductions in coherence-based CTS magnitude, such reduction was not seen in reconstruction accuracy, likely because listed potential pitfalls were compensated for with model parameter optimization inherent to the reconstruction accuracy approach, but such optimization was not conducted in the coherence analysis. In support of this view, reconstruction accuracy was much less impacted by PCA preprocessing than coherence (see Fig. 7). Investigations with a larger number of sensors are likely to yield higher coherence values, thanks to increased coverage and possibility to adopt better preprocessing techniques such as signal space separation (Taulu et al., 2004, 2005) and its temporal extension (Taulu and Simola, 2006). The latter is especially interesting to deal with high-amplitude low-frequency artifacts such as those caused by magnetic objects worn by or implanted in participants (Bourguignon et al., 2016; Carrette et al., 2011; De Tiège et al., 2008; Kakisaka et al., 2013; Mäkelä et al., 2007; Song et al., 2009; Tanaka et al., 2009; Taulu and Hari, 2009). Since such artifacts are in essence movement artifacts, the temporal extension of signal space separation should deal equally


Fig. 7. Dependence of CTS estimated with coherence (A) and reconstruction accuracy (B) on the number of PCs removed from the data. For each participant (colorcoded traces), the plots present the values for phrasal (left), word (middle) and syllabic (right) CTS. Traces in coherence plots indicate the maximum values of coherence across all sensors.


Fig. 8. Linear spectral densities of the first 20 PCs of OPM-MEG signals. Traces are color-coded for the number of times they were removed from the data prior to coherence estimation: red when removed for the estimation of phrasal, word and syllabic CTS, orange when removed in two instances, cyan when removed in one instance and blue when always retained. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
efficiently with movement artifacts in OPM-MEG recordings. Another means to improve coherence estimation would be to record with OPMs mounted on a bespoke helmet rather than on rigid one-fit-all helmet as done here, simply because the bespoke setting makes it possible to record closer to the scalp and hence with a higher SNR (Boto et al., 2019; Hill et al., 2019, 2020). Similar improvement in SNR would be reached with a helmet in which sensors can be translated in the radial
direction. The choice of the type of helmet is especially relevant here since in the setting we used, the distance between the sensors and the scalp was highest above the temporal lobes.

Source reconstruction localized the main sources of CTS to bilateral auditory cortices with some degree of right-hemisphere dominance. Although our sample was too small to assess statistically this effect, a right-hemisphere dominance is well in line with existing literature. Indeed, such right-hemisphere dominance is typically seen in ideal listening conditions, i.e., when speech sounds are not degraded and presented in a silent background (Bourguignon et al., 2013; Giraud and Poeppel, 2012; Gross et al., 2013; Luo and Poeppel, 2007; Peelle et al., 2013). But background noise compromises more right- than left-hemisphere CTS, so that in cocktail-party conditions (Cherry, 1953), CTS becomes left-hemisphere dominant (Destoky et al., 2019b; Power et al., 2012; Vander Ghinst et al., 2016, 2019). Studying CTS lateralization could provide some insights into a range of disorders such as, e.g., developmental dyslexia wherein atypical left/right hemispheric balance is suspected (Di Liberto et al., 2018; Hämäläinen et al., 2012; Lizarazu et al., 2015), and central auditory processing disorder, which is characterized by specific difficulties to comprehend speech in noise (Chermak et al., 1997). In light of this, being able to properly characterize the hemispheric dominance of CTS with OPM-MEG could be important for future applications.

## 4.2. $O P M-M E G$ at frequencies below 4 Hz

So far, all OPM-MEG reports have focused on brain activity at frequencies above 4 Hz . Several technical challenges make it especially difficult to record OPM-MEG at frequencies below 4 Hz . Indeed, the noise floor (that is inherent to the sensor itself) of $\sim 10 \mathrm{fT} \mathrm{Hz}^{-1 / 2}$ at 10 Hz increases rapidly at lower frequencies, reaching $\sim 20 \mathrm{fT} \mathrm{Hz}^{-1 / 2}$ at 2 Hz and $\sim 40 \mathrm{fT} \mathrm{Hz}^{-1 / 2}$ at 0.5 Hz . These values remain however small compared with the $\sim 1000 \mathrm{fT} \mathrm{Hz}^{-1 / 2}$ we observed at 0.5 Hz in our experimental data (see Fig. 6). The dominant contribution to noise rather comes from movement artifacts that are made worse by the fact the sensors are free
phrasal (0.2-1.5 Hz)


Fig. 9. Coherence between speech temporal envelope and the first 20 PCs of OPM-MEG signals. Coherence values are provided for each participant (arranged in columns) and each frequency range of interest (phrasal, word and syllabic; arranged in rows) as a function of the index of the PCs (the first being the one that explains the largest amount of variance in MEG signals). A horizontal line indicates the significance threshold at $p<0.05$. Bars are dark gray for significant coherence values and light gray otherwise. A vertical line separates the PCs that were removed (light red background) from those that were retained (light blue background). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
to move with the head. That is, because the ambient magnetic field is not exactly 0 inside the MSR, a sensor captures not just interference signals from external (and internal) sources, but also signals arising from rotation and translation in the spatially varying field as the head moves within the MSR. In our room, which is specifically designed and built for OPM-MEG investigations (Altarev et al., 2014), the remanent magnetic field amplitude following a degaussing procedure is $\sim 1.5 \mathrm{nT}$ and field gradients are less than $2 \mathrm{nT} / \mathrm{m}$. These values are remarkably low compared with those in standard rooms used for SQUID-MEG, lower by a factor $\sim 10$ (Altarev et al., 2014; Hill et al., 2020). And a further reduction down to $\sim 0.5 \mathrm{nT}$ and $\sim 1 \mathrm{nT} / \mathrm{m}$ is achieved with bi-planar compensation coils (Holmes et al., 2018, 2019). Even with these greatly reduced ambient fields, movements of 1 cm or rotations of $1^{\circ}$ generate signals of up to $\sim 10,000 \mathrm{fT}$ and 9000 fT respectively. These figures are compatible with the large magnitude of low frequency MEG amplitude seen in unprocessed data (see Fig. 6).

Head movement artifacts share strong correlations across all sensors, lending themselves well to suppression with classical linear regression techniques such as PCA or ICA. This contrasts with more insidious muscle artifacts that are spatio-temporally complex (Muthukumaraswamy, 2013). Our results show that optimal CTS estimation is obtained after removing the first 3-5 (reconstruction accuracy) or 10-15 (coherence) PCs from the data, no matter whether ICA was included or not. The ICA was essentially dispensable since similar magnitudes and topographies of CTS were obtained regardless of its inclusion. This is probably due to that (i) large-amplitude head movement artifacts were easily removed by PCA anyway, and (ii) eye blink, eye
movement and heartbeat artifacts had a relatively low amplitude and a limited spatial overlap with the genuine brain signals under scrutiny here. In contrast, PCA preprocessing was largely effective at boosting CTS estimated with coherence. Since removing PCs comes with a risk of removing genuine brain signals, it is desirable to project as little of the first PCs as possible, which would be about 3 (reconstruction accuracy) or 10 (coherence) based on our data. This said, removing 10 PCs would have led to discarding part-but certainly not most-of the signal of interest in most of our data. Indeed, in most of the participants and frequency ranges of interest, earlier components did show spectral modulations typical of brain signals (see Fig. 8) as well as significant coupling with speech temporal envelope (see Fig. 9). Still, PCA being a spatial projection method, it cannot alter the time course of brain responses. And keeping in mind coherence can be seen as a monotonous function of the signal to noise ratio, removing part of the signal is acceptable as far as at least as much noise is removed. In sum, our results indicate that it is reasonable to remove the 10 first PCs from the data in view of estimating CTS with coherence. Alternatively, it is possible to estimate the optimal number of PCs to remove in a data-driven way, following the cross-validation approach presented here for reconstruction accuracy. It is also straightforward to adapt this approach to coherence analysis, and to select a common preprocessing scheme for multiple frequency ranges by e.g., maximizing the-weighted—mean coherence across all considered frequency ranges. Finally, to minimize the quantity of genuine signals being projected out, one could also selectively remove the PCs that do not show significant coherence with speech temporal envelope.

### 4.3. Limitations and perspectives

The number of participants included in this study was limited. With only 4 participants, we did not deem it appropriate to assess the statistical significance of the group-level source-space map of CTS. Indeed, classical permutation tests in which genuine maps are randomly permuted with null maps do require a minimum of 5 participants in theory, and certainly more in practice to identify significant effects at $p<0.05$ (Nichols and Holmes, 2002). We could have assessed the statistical significance of source-space maps with the same procedure used to assess sensor-level maps (Faes et al., 2004). However, sensor-level data already demonstrated the statistical significance of coherence bilaterally. In this sense, the demonstration of statistical significance-which was the objective of the present study-was already made. As we discuss in the next subsection, larger samples will have to be measured with denser OPM arrays to bring new insights into the neuronal network involved in CTS.

We did not track head position during the recording. In the setting we used, the OPM array was attached to the participant's head and hence moved with the participant's head. Accordingly, there was no need to track head position to determine where the sensors are with respect to brain sources as typically done in SQUID-MEG. However, information about head position could have helped improve the artifact rejection scheme by providing time series to regress out from the OPM time series (Stolk et al., 2013). In the same line, more advanced methods should be developed or adapted to improve artifact rejection, and increase the amount of data included in the analysis (i.e., about $15 \%$ of the data was discarded in our analyses). A particularly promising method to better disentangle movement artifacts from real signals could leverage recordings of the magnetic field in the 3 spatial directions (rather than just the radial component). Such method is currently under validation at the team of the University of Nottingham.

Further improvement of OPM technology and helmet design will make it possible to conduct OPM-MEG with increasingly more sensors simultaneously. These developments are needed to fully benefit from the increase in spatial resolution OPMs can afford. Indeed, to fully resolve spatially the scalp magnetic field generated by brain sources, it is necessary to keep the distance between neighboring sensors lower than the distance to the brain, which is roughly 1.5 cm (Ahonen et al., 1993). Such criterion would lead to measuring with about 300 sensors, which corresponds to the theoretical estimation of the number of degrees of freedom in MEG on-scalp distributions (Iivanainen et al., 2020a) notwithstanding the effect of sensor crosstalk which would need to be ameliorated to fully realize the potential of such a system (Nardelli et al., 2019). Naturally, even denser arrays would be needed to benefit from spatial filtering techniques (Taulu et al., 2004, 2005). Notwithstanding these considerations, our data demonstrates that 45-46 sensors was enough to localize the dominant source of CTS at locations consistent with bilateral auditory cortices.

CTS has recently proven very useful to further our understanding of the neural basis of dyslexia (Di Liberto et al., 2018; Molinaro et al., 2016; Thiede et al., 2020). These studies have consistently highlighted a deficit in CTS at phrasal frequencies, partly echoing the predictions of the temporal sampling framework for developmental dyslexia (Goswami, 2011; Goswami et al., 2014). The feasibility of OPM-MEG to study CTS opens new avenues to explore in greater details the alterations in CTS at the level of the neuronal network from childhood to adulthood as well as the developmental trajectory of speech-in-noise processing from childhood to adulthood (Vander Ghinst et al., 2019).

## Conclusion

We have shown that OPM-MEG is a suitable tool to uncover CTS at all frequencies of interest, especially when the reconstruction accuracy approach is adopted. Thereby, we also provide the first demonstration of OPM suitability to measure brain activity at frequencies below 4 Hz .
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