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Abstract 

Speech selective adaptation is a phenomenon in which repeated presentation of a speech 

stimulus alters subsequent phonetic categorization. Prior work has reported that lexical, but not 

multisensory, context influences selective adaptation. This dissociation suggests that lexical and 

multisensory contexts influence speech perception through separate and independent processes 

(see Samuel & Lieblich, 2014). However, this dissociation is based on results reported by 

different studies using different stimuli. This leaves open the possibility that the divergent effects 

of multisensory and lexical contexts on selective adaptation may be the result of idiosyncratic 

differences in the stimuli rather than separate perceptual processes. The present investigation 

used a single stimulus set to compare the selective adaptation produced by lexical and 

multisensory contexts. In contrast to the apparent dissociation in the literature, we find that 

multisensory information can in fact support selective adaptation.  

 

Significance Statement 

 This work challenges prior findings that indicate that low level speech processes precede 

the perceptual integration of auditory and visual information. In doing so, this research suggests 

that auditory and visual information are combined early in perception. This research could be 

beneficial for perceptual training to improve verbal communication.   

 

Keywords 

 Selective Adaptation, Phonemic Restoration, Audio-Visual Integration 
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Selective Adaptation in Speech:  

Measuring the Effects of Multisensory and Lexical Contexts 

 In most circumstances, individuals must perceive speech against a variety of 

environmental noises, such as sounds from office work, nearby traffic, and other talkers. 

Accurate speech perception in this complex and dynamic environment is often aided by 

contextual information that accompanies the auditory speech signal. This includes multisensory 

information, such as the visible articulations that accompany the auditory signal, as well as 

lexical information provided by the word in which each audible segment occurs.  

Speech is both an event that occurs in the environment and also a message sent between 

interlocutors. That is, speech is processed both perceptually, to determine what articulatory event 

occurred, and linguistically to determine what meaning was conveyed by that event. That both 

multisensory and lexical (word context) information support speech perception is well illustrated 

by speech in noise listening tasks; listeners are more accurate at identifying audible speech 

segments when they can see the talker (Grant & Seitz, 2000; Sumby & Pollack, 1954) or when a 

talker is saying words as opposed to nonwords (Hirsh et al., 1954; Miller et al., 1951). But do 

these influences on speech identification necessarily imply that both lexical and multisensory 

information influence linguistic processing as well?  

Over the last fifty years a pattern of findings associated with a phenomenon known as 

selective adaptation has suggested that multisensory and lexical speech information are in fact 

processed separately (See Samuel & Lieblich, 2014; see also Eimas & Corbit, 1973; Samuel, 

2020). Selective adaptation is a finding that repeated exposure to a speech stimulus will change 

subsequent speech perception, such that fewer speech stimuli will be identified as belonging to 

the phonetic category of the previously presented item (Eimas & Corbit, 1973). For example, 
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following 150 rapidly presented /pa/ tokens, fewer items from a /ba/-/pa/ continuum will be 

identified as /pa/ (Eimas & Corbit, 1973). Based on this result, Eimas and Corbit claimed that 

selective adaptation reflects the fatiguing of phonetic detectors. Other authors (e.g., Diehl, 1981) 

have argued that the shift is due to retuning phoneme classification criteria (see e.g., 

Kleinschmidt & Jaeger, 2016 and Samuel, 1986 for discussion of this controversy).  

As a perceptual after-effect, selective adaptation has long been used as an indirect 

measure of perceptual processing, allowing researchers to draw inferences about perceptually-

relevant features of stimuli through a task that minimizes the risk of decision bias. For example, 

Samuel (1997) measured selective adaptation resulting from a lexically supported speech 

illusion, the phonemic restoration effect. Phonemic restoration was first reported by Warren 

(1970), who removed a segment from an utterance and replaced this segment with noise (e.g., 

Warren replaced the central ‘s’ of “legislatures” with a coughing sound). Warren found that in 

these conditions, listeners erroneously reported hearing the speech segment that had been 

removed. Samuel used phonemic restoration stimuli as the repetitively presented items in a 

selective adaptation paradigm. These phonemic restoration stimuli were words with either a 

central /d/ or /b/ segment that had been replaced by noise (e.g., ‘arma#ilo’ or ‘inhi#ition’). 

Accordingly, the test continuum on which Samuel measured adaptation was a /bI/-/dI/ test series. 

Samuel found that presenting noise-replaced /b/ words resulted in fewer items on the /bI/-/dI/ 

continuum being identified as /bI/ (/bI/ adaptation), and presenting noise-replaced /d/ words 

resulted in fewer items on the /bI/-/dI/ continuum being identified as /dI/ (/dI/ adaptation). In 

finding selective adaptation, Samuel concluded that the lexical context did not simply change the 

superficial identification of the replacing noise but truly phonemically restored the missing 

segments; that is, the lexical context supported the linguistic processing of the deleted segment. 
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 Samuel (2001) further investigated the lexical sensitivity of selective adaptation. In this 

study, a single speech segment that was ambiguous between /s/ and /∫/ (henceforth /?/) was 

appended to /s/ and /∫/ biasing word segments such as “Tremendou” (as in “Tremendous”) or 

“Demoli” (as in “Demolish”). These stimuli produced the classic Ganong effect (Ganong, 1980): 

the word context in which /?/ was inserted determined how /?/ was identified. More importantly, 

despite using the same /?/ segment in both conditions, Samuel (2001) found /s/ adaptation for 

“Tremendou/?/” and /∫/ adaptation for “Demoli/?/” stimuli. Samuel and Frost (2015) tested this 

Ganong adaptation effect in non-native English speakers. The effect was present for highly 

proficient bilingual participants but not for less proficient bilinguals, suggesting a link between 

lexical representations and selective adaptation. Thus, across three studies, selective adaptation 

appears to be sensitive to lexical information. 

These findings contrast with what has been found for multisensory contexts, for which 

the McGurk effect has consistently failed to produce selective adaptation effects. The McGurk 

effect is the finding that certain audio-visually incongruent contexts change how the auditory 

component is heard (e.g., when audio ‘ba’ is dubbed with visual ‘ga’ it may be heard as ‘ga’ or 

‘da’).  With respect to selective adaptation, Roberts and Summerfield (1981) compared the 

selective adaptation effects produced by auditory-only /ba/ and /da/ to audio-visually incongruent 

(McGurk type) adaptors. The incongruent adaptors were composed of auditory /ba/ and visual 

/ga/ articulations, which generally result in /da/ percepts (MacDonald & McGurk, 1978; McGurk 

& MacDonald, 1976). Roberts and Summerfield (1981) found strong adaptation effects for the 

auditory-only /ba/ and /da/ segments. Critically, although the incongruent auditory /ba/ + visual 

/ga/ adaptors were frequently perceived as /da/, these authors found that the McGurk adaptors 

produced an adaptation effect in the same direction as the audio-only /ba/ adaptor. These results 
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may be taken to indicate that participants had only adapted to the auditory token of the 

incongruent stimulus, with no apparent influence of the visual context or the illusory percept (but 

see Kleinschmidt & Jaeger, 2015, for an alternative explanation). 

 Concerned that the findings of Roberts and Summerfield (1981) might reflect weak 

audio-visual integration, Saldana and Rosenblum (1994) conducted a follow-up experiment 

using a more compelling McGurk stimulus (auditory /ba/ with visual /va/, which was perceived 

as /va/ 99% of the time). However, despite these improved stimuli, Saldana and Rosenblum 

(1994) replicated the original finding: adaptation appeared to be driven by the unperceived 

auditory stimulus (/ba/). These researchers concluded that poor cross-modal integration was 

unlikely to account for the results of Roberts and Summerfield (1981). Other studies have also 

found that that McGurk adaptors produce adaptation to the putatively unperceived auditory 

stimulus (Shigeno, 2002; van Linden, 2007; see also Luttke et al., 2016, and Samuel & Lieblich, 

2014).  

An Account with Separate Linguistic and Perceptual Processes 

The success of lexical context in supporting selective adaptation, and the failure of 

multisensory context, is consistent with an account of speech processing with separate perceptual 

and linguistic speech processes. One such account is offered by Samuel and Lieblich (2014), 

who postulate that the perceptual process corresponds to the phenomenological experience of a 

speech stimulus, while the linguistic process analyzes that stimulus with respect to its role in the 

listener’s language. That is, the perceptual process is concerned with identifying the articulatory 

actions of the speaker and/or their acoustic consequences (i.e., perceiving that the talker 

produced a voiced bilabial action) while the linguistic process is concerned with the meaning our 

language assigns to that articulatory/acoustic stimulus (e.g., the bilabial place of articulation 
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distinguishes words such as ‘bait’ & ‘date’; the voicing distinguishes words such as ‘bat’ and 

‘pat’). Selective adaptation could reflect linguistic processing, independent of the perceptual 

process. Under the dual process account, lexical information can support both the perceptual and 

linguistic processes, but multisensory information can only influence the perceptual process. 

This hypothesis posits that some aspects of linguistically categorizing the input are not affected 

by multisensory information, even though this information can affect the conscious perception of 

the stimulus.  

The proposal that linguistic processes are insensitive to multisensory information is a 

viable explanation for the discrepant effects of multisensory and lexical contexts on selective 

adaptation. However, some recent findings outside of the selective adaptation literature are less 

consistent with the account offered by Samuel and Lieblich (2014) (see Discussion). This led us 

to re-evaluate some of the selective adaptation results that originally motivated the account. To 

briefly re-state these selective adaptation findings: McGurk adaptors produce selective 

adaptation to the unperceived auditory stimulus (e.g., Roberts & Summerfield, 1981; Saldana & 

Rosenblum, 1994), while phonemic restoration (Samuel, 1997) and Ganong stimuli (Samuel, 

2001; Samuel & Frost, 2015) support selective adaptation to a lexically-determined segment that 

is perceived but not present in the stimulus. These results suggest that selective adaptation 

follows perception when that perception is determined by lexical information, but not when it is 

determined by multisensory information. 

 However, it is also possible that these findings may reflect the fact that the multisensory 

selective adaptation studies have relied on the McGurk effect, in which clear auditory speech is 

presented simultaneously with clear and incongruent visual speech (McGurk & MacDonald, 

1976). Indeed, accounts that view selective adaptation as a process of distributional learning, and 
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thus predict selective adaptation from multisensory information, have noted this confound with 

McGurk adaptation studies (e.g., Kleinschmidt & Jaeger, 2011; 2015; 2016). Notably, the 

distributed learning account offered by Kleinschmidt and Jaeger (2011; 2015; 2016) strongly 

predicts that multisensory contexts should support selective adaptation. In contrast, the lexical 

context selective adaptation effects have been found with: a) the phonemic restoration effect 

(Samuel, 1997) in which the adapting phoneme is absent and replaced with noise; and b) the 

Ganong effect (Samuel, 2001; Samuel & Frost 2014) in which the adapting phoneme is 

acoustically ambiguous. In both of these cases, lexical context effects have been observed with 

stimuli that contain unclear (ambiguous) auditory segments devoid of any simultaneous 

competing information.  

Thus, it could be that the failure of multisensory context to influence selective adaptation 

may be based on the presence of concurrent conflicting phonetic information, while the success 

of lexical context in influencing selective adaptation may be based on unclear phonetic 

information being embedded in a supportive context —and with no conflicting information 

present. Put simply, it could be that these stimulus distinctions account for the diverging effects, 

rather than any difference in the roles of multisensory and lexical context information
1
.  

The Current Study 

                                                       
1 It should be noted that there are some studies that have used an ambiguous auditory + clear visual stimulus in 

experiments that approximate the classic selective adaptation methodology (see Baart & Vroomen, 2010; Bertelson 

et al., , 2003; Keetels et al., 2015; Vroomen & Baart, 2009; Vroomen et al., 2007; See also Samuel & Lieblich, 2014 

for a discussion). While extensive adaptor exposure periods can produce effects similar to selective adaptation for 

these stimuli, in general these studies fail to find visually driven adaptation comparable to the lexical effects 

reported by Samuel (1997; 2001; Samuel & Frost, 2015). However, the format of ambiguous auditory + concurrent 

clear visual speech stimulus still retains conflicting (concurrent) audio-visual information and this contrasts with 

lexical demonstrations, which do not contain conflicting (concurrent) information (i.e. lexical context precedes and 

follows the missing information). For this reason, the present investigation will test if the dissociation between 

lexical and multisensory context effects on selective adaptation is eliminated when the multisensory context lacks 

conflicting information.  
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The present investigation was designed to compare the effects of lexical and visual 

context on selective adaptation using comparable critical stimuli to test both contexts. To 

achieve this, we exploit the phonemic restoration effect, in which auditory information is 

removed from the stimulus and replaced by noise. As we noted above, these conditions result in 

the absence of conflicting information. The phonemic restoration method will be applied to both 

lexical and multisensory contexts. 

In the following experiments we will measure selective adaptation effects induced by two 

different kinds of phonemic restoration stimuli: non-lexical multisensory phonemic restoration, 

and audio-only lexical phonemic restoration. The stimuli for both of these conditions originated 

as audio-visual recordings of a talker saying words with a central /d/ or /b/ segment (e.g. 

“armadillo” and “inhibition”; see also Samuel, 1997). These central /b/ and /d/ segments were 

removed from the auditory channel and replaced with noise to produce phonemic restoration 

stimuli (e.g., Warren, 1970). The audio-only lexical phonemic restoration stimuli were made by 

removing the visual channel from these stimuli. The non-lexical multisensory restoration stimuli 

were made by retaining the visual channel, removing the initial and final portions of the words to 

produce audio-visual speech-noise-speech bi-syllables.  

The critical question addressed by the following experiments is whether these lexical and 

multisensory restoration stimuli each can support selective adaptation effects. If selective 

adaptation is sensitive to a linguistic process that is insulated from multisensory information, 

then selective adaptation will only occur for lexical, but not multisensory, phonemic restoration 

contexts. If, on the other hand, the process that drives selective adaptation is also sensitive to 

multisensory information, then both multisensory and lexical phonemic restoration should 

produce selective adaptation effects.  
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 These predictions were tested in three experiments. Experiment 1 served as a control, 

establishing that our full words, with no replacing noise, support selective adaptation effects (see 

also Samuel, 1997). In Experiment 2, the adapting segments of the words from Experiment 1 

were removed and replaced with signal-correlated-noise to produce phonemic restoration stimuli. 

Experiment 2 had three conditions: lexical phonemic restoration (audio-only words + noise), 

multisensory phonemic restoration (audio-visual bi-syllables + noise), and a non-restoration 

control condition (audio-only bi-syllables + noise). There is a large literature, starting with the 

seminal study by Warren (1970), demonstrating phonemic restoration in audio-only words with 

replacing noise (see Samuel, 1996 for a review). More recently, there have been reports of 

phonemic restoration in audio-visual word and nonword stimuli (Abbott & Shahin, 2018; Shahin 

et al., 2012; Shahin & Miller, 2009;  see also Jaha et al., 2020). All the stimuli used in 

Experiment 2 were derived from the stimuli in Experiment 1. The audio-only bi-syllables were 

extracted from the same stimuli used for the lexical and multisensory context conditions, and 

thus were appropriate control stimuli. In Experiment 3, we replicated the procedures of 

Experiment 2 using a different type of replacing noise.  

Experiment 1 

Experiment 1 began by testing the selective adaptation produced by the full word stimuli 

(those without any replacing noise). This experiment provides a measure of the adaptation effects 

when all of the acoustic speech information is available. In contrast, the subsequent experiments 

will assess adaptation to illusory speech percepts.  

 The results reported below came from the second iteration of this experiment; the first 

iteration of this experiment failed to produce selective adaptation, and being a control condition, 
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this failed adaptation effect was puzzling. The results reported below come from an exact 

replication of this first iteration, using the same stimuli, procedure, sample size, and participant 

pool (the results of the first iteration are reported in Appendix A).  

Method 

 Participants 

 Forty (16 male) University of California, Riverside students participated in Experiment 1 

for course credit (Age: M = 19.24; S = 1.55). Sample size was chosen based on Samuel (1997). A 

power analysis found that this sample size provided our design with > 95% power to detect the 

selective adaptation effect reported by Samuel (1997; see Appendix B for details). All 

participants were native English speakers and reported normal hearing and normal or corrected 

to normal vision. This research was approved by the University of California, Riverside 

Institutional Review Board (IRB) and written consent was obtained from all participants.  

Materials 

 All stimuli in this experiment were derived from audio-video recordings of natural words 

and syllables produced by a 22-year-old female speaker. This speaker was a monolingual English 

speaker native to Southern California. All productions were articulated at a natural pace.  

Test Continuum. During audio-video recording, the speaker alternated between /da/ and 

/ba/ syllables, producing multiple exemplars of each. From these we selected a recording of each 

syllable that was judged to be the most intelligible and most prototypical of the respective 

category. These were used to generate the test continuum. The continuum was constructed by 

linear interpolation of the formant frequencies of the first three formants between the recorded 

/ba/ and /da/ syllables while retaining the original bandwidth contours (using a script available 
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from http://www.mattwinn.com/praat.html; see Winn & Litovsky, 2015). The natural syllables 

served as endpoints of the continuum and had the onset values of (/da/: F1: 495hz; F2: 1820hz; 

F3: 3494) and (/ba/: F1: 652hz; F2: 1105hz; F3: 2622).  

Adaptation Stimuli. The adaptation stimuli consisted of the audio channel of audio-

visual recordings of words of three or more syllables with /d/ or /b/ segments in the middle of the 

utterance. These words were “Recondition,” “Armadillo,” “Confidential,” “Academic,” 

“Psychedelic,” “Cannibal,” “Alphabet,” “Cerebellum,” “Caribbean,” and “Inhibition”. These 

were the same words used by Samuel (1997); the only exception being that we substituted 

“Cannibal” for “Exhibition” as we were concerned that the critical adaptation information (the 

‘ibi’) of “Exhibition” may be too visually similar to “Inhibition”, a factor that was relevant for 

Experiments 2 and 3, which relied on modifications of these stimuli.  

Procedure 

 Each participant was alternately assigned to either the /b/ adaptor (20 participants) or the 

/d/ adaptor (20 participants) condition (see Dias et al., 2016 who also used a between participants 

adaptation comparison). In the first part of the experiment, participants made their initial baseline 

judgments of the tokens in the /ba/-/da/ test continuum. During this portion of the experiment, 

participants listened to the test items, one at a time, and for each item, reported either /da/ or /ba/ 

by pressing one of two labeled buttons on a computer keyboard. The test items were presented to 

the participants in a random order for 44 complete cycles of 8 continuum items (Eimas & Corbit, 

1973; Samuel, 1986; Vroomen et al., 2007).  

 Following the baseline measurement, participants completed the adaptation part of the 

experiment. This part included 44 cycles which alternated between two phases. In the first phase 
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of each cycle, participants were presented with a continuous stream of the auditory-only adaptor 

word stimuli (either /b/ or /d/) presented in a random order at a rate of approximately one word 

per 1.5 seconds (word length influenced the item to item duration). The primary instruction to 

participants in this phase of the experiment was to listen to the auditory stimuli. Additionally, 

during this phase of the experiment, a white dot was displayed on the screen during a randomly 

selected 25% of the adapting words. Participants were instructed to press the spacebar on a 

computer keyboard when they saw this dot. The dot monitoring task was included for 

consistency with Experiment 2, in which a similar methodology was used to encourage 

participants to attend to the visual component of the adaptors.  

The content of the adaptation stream depended on the condition—/d/ or /b/ segment 

adaptation—to which the participant was assigned. Participants in the /d/ condition heard 

adapting words containing /d/ segments (e.g. Recondition, Armadillo, etc.), while participants in 

the /b/ condition heard adapting words containing /b/ segments (e.g. Inhibition, Cannibal, etc.). 

In both conditions, the adaptation stream presented the adaptor words in a random order with the 

constraint that no word be repeated until all the other words in that condition had been presented.  

Following this adaptation phase, each cycle included an identification phase in which 

participants identified all eight test continuum syllables presented in a random order. Participants 

indicated their responses by pressing buttons labeled “Ba” or “Da.” This portion of the 

experiment was identical to the baseline measure except that it consisted of only a single cycle of 

the test-continuum.  

The first adaptation cycle included 60 adaptor words, whereas all following adaptation 

cycles consisted of 40 adaptor words (Samuel, 1997). There were 44 adaptation cycles, with the 
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experimental session lasting about 70 minutes in total (Eimas & Corbit, 1973; Samuel, 1986; 

Vroomen et al., 2007).  

A research assistant provided all instructions verbally, and these instructions were also 

presented as text on the computer screen during the experiment. Instructions were administered 

at the start of the experiment and again before the first adaptation phase began. 

Results 

 We analyzed our results using a series of mixed effect logistic regressions (Breslow et al., 

1993; Jaeger, 2008). We included a random intercept of subject (see Llompart & Casillas, 2016). 

We further included a random intercept of continuum item
2
. We used test block (baseline vs. 

post adaptation; coded as -1 & 1 respectively) as a fixed effect predicting the identification of 

each continuum item (coded as: [Ba]-0.5, -0.375, -0.25, -0.125, +0.125, +0.25, +0.375, +0.5 

[Da]) as /ba/ or /da/ (/ba/ responses coded as 1; /da/ responses coded as 0). A computer error 

resulted in 2% of response data being lost from 1 participant in the /d/ adaptor condition. To 

understand the effects of each adaptor category we ran separate analyses testing the effect of test 

block in the /b/-adaptor and /d/-adaptor groups. To test for selective adaptation we analyzed the 

interaction of block (baseline vs. adaptation) and adaptor group (/b/-adaptors vs. /d/-adaptors; 1 

& -1 respectively).  

To visualize our results we tabulated the proportion of /ba/ identifications during the 

baseline and adaptation blocks. As can be seen in Figure 1, these /b/ and /d/ full word adaptors 

produced opposing identification shifts between the baseline and post adaptation (test) blocks. 

                                                       
2 A reviewer pointed out that another analysis strategy would be to use continuum item as a fixed effect. This 

approach would enable inferences concerning which continuum items were more affected by our adaptor contexts. 

While this sort of question is interesting and worthy of investigation, it is outside the aims of the current 

investigation which sought to determine if there was any adaptation effect at all.  
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As Samuel (1997) also reports, the identification shift was larger in the /d/ adaptation condition 

than in the /b/ adaptation condition (/b/-adaptors:  ̂ = -0.02, SE = 0.03, z = -0.58, p =.56; /d/-

adaptors:  ̂ = 0.23, SE = 0.03, z = 7.92, p <.001).  

Next we tested if these differing adaptation shifts were statistically reliable. We found a 

significant interaction between experiment phase (baseline vs. test) and adaptor type (/b/-words 

vs. /d/-words),  ̂ = -0.12, SE = 0.02, z = -6.06, p <.001, indicating that the identification shift 

from baseline was different for the two adaptor contexts. These results replicate the results 

reported by Samuel (1997) and validate that our full word stimuli can support selective 

adaptation.  

Experiment 2 

Experiment 2 investigated if the adaptor stimuli of Experiment 1 would continue to 

support selective adaptation when the critical /b/ and /d/ segments were replaced by noise, in 

both audio-visual and lexical contexts. This experiment included three conditions: audio-visual 

bi-syllables, audio-only words, and audio-only bi-syllables. In each of these stimulus types, noise 

replaced the adapting audio /b/ or /d/ segments.  

The audio-only words provided lexical, but not multisensory, context that was expected 

to support phonemically-restored adaptation effects (Samuel, 1997). The audio-visual bi-

syllables provided multisensory, but not lexical, context and were also expected to produce 

phonemic restoration (e.g., Abbott & Shahin, 2018, recently reported visually supported 

phonemic restoration in syllable stimuli). The question tested in this experiment is whether these 

multisensory restoration effects would, like lexical restoration effects, produce selective 

adaptation. The audio-only bi-syllables provided neither lexical nor multisensory context and 
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were thus not expected to support phonemically restored selective adaptation. Critically, the 

stimuli for all three conditions were constructed from the same audio-visual recordings, making 

them directly comparable.  

If selective adaptation is sensitive to a linguistic process that is insensitive to 

multisensory information, then selective adaptation will only occur for lexical, but not 

multisensory, phonemic restoration contexts. If, on the other hand, the process that drives 

selective adaptation is also sensitive to multisensory information, then both multisensory and 

lexical phonemic restoration effects should produce selective adaptation effects. 

Method 

 Participants 

One hundred and nineteen (79 male) University of California, Riverside students 

participated in Experiment 2 for course credit (Age: M = 19.48; S = 1.55). Thirty-nine 

participants were alternately assigned to the words with replacing noise condition (19 in the /b/ 

replaced condition), forty to the audio-visual bi-syllable condition (20 in the /b/ replaced 

condition), and forty in the audio-only bi-syllable condition (20 in the /b/ replaced condition). 

Sample size was determined based on the power analysis reported for Experiment 1, which 

assumed that an audio-visual restoration adaptation effect would be similarly sized to the one 

reported by Samuel (1997). All participants were native English speakers and reported normal 

hearing and normal or corrected to normal vision. This research was approved by the University 

of California, Riverside Institutional Review Board (IRB) and written consent was obtained from 

all participants. 

Materials 
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The materials for this experiment consisted of the /ba/-/da/ continuum used in Experiment 

1 and the audio-only /b/ and /d/ words with replacing noise, as well as audio-visual and audio-

only bi-syllables with replacing noise that are described below (see also Figure 2). 

Adaptation Stimuli. The adaptation stimuli were created in two phases: 1) replacing the 

critical adapting /b/ and /d/ segments with noise; and then 2) removing the unwanted contextual 

information to form the three stimulus conditions. Recall that Experiment 1 presented audio-only 

words that were extracted from audio-visual recordings. Using the original audio-visual 

recordings, we removed the /b/ and /d/ segments from the auditory channel. The duration and 

location of the removed segment was selected iteratively: The critical /b/ or /d/ segment was first 

identified by visual inspection of the waveform. This selection was checked by listening to the 

selected segment in isolation from the rest of the word context and confirming that it could be 

easily identified as /b/ or /d/. After selecting a consonant segment that could be clearly identified 

as /b/ or /d/, the first author listened to the portion of the word preceding the selected consonant 

segment. If this preceding word context sounded at all like it ended with a /b/ or /d/ the selected 

consonant segment was adjusted to include more of the preceding word context. This process 

was repeated with the word context following the selected consonant segment. If the post 

segment word context sounded like it contained /b/ or /d/ at its onset then the consonant segment 

was adjusted to include more of the following word context. This process yielded isolated 

segments that could be clearly identified as /b/ or /d/, and word contexts preceding and following 

these removed segments that had no identifiable remaining /b/ or /d/ coarticulation. A naïve 

research assistant listened to these stimuli and confirmed these judgments. Next, for each word, 

we generated a white noise segment that retained the intensity profile of the deleted /b/ or /d/ 
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segment (i.e., signal-correlated-noise; Samuel, 1997; see Figure 2). These signal-correlated-noise 

segments were then inserted into the audio files for each corresponding word at the point where 

the removed /b/ or /d/ segment had originally been. Thus, these correlated noise segments 

replaced the /b/ and /d/ segments.  

Following the insertion of the noise segments, we edited these audio-visual words to 

create lexical and multisensory phonemic restoration context stimuli (and non-restoration control 

stimuli). The lexical phonemic restoration stimuli were created by removing the visual channel 

from the words, resulting in audio-only words with noise replacing the /b/ or /d/ segments. These 

stimuli retained the lexical information specifying the identity of the segment replaced by noise 

and are comparable to those used by Samuel (1997). Accordingly, these stimuli should support 

lexically driven phonemically-restored adaptation effects.  

The multisensory restoration stimuli were created by removing the initial and final 

portions of each word, so that only the replacing noise and the adjacent vowels remained (i.e., for 

each word the bi-syllable is indicated by the bolded segments shown here: “Recon#ition,” 

“Arma#illo,” “Confi#ential,” “Aca#emic,” “Psyche#elic,” “Canni#al,” “Alpha#et,” 

“Cere#ellum,” “Cari#ean,” and “Inhi#ition”; see also Figure 2). This editing produced audio-

visual bi-syllables with audio noise replacing the missing /d/ or /b/. The video of the bi-syllable 

articulation was retained, and two brief still images corresponding to the start and the end of the 

auditory bi-syllable respectively were added. The silent still images were presented for durations 

that made the bi-syllable stimuli correspond to the duration of the original full word utterances 

from which they were derived. The resulting stimulus for each adaptor thus consisted of: 1) a 

silent still image of the speaker’s articulatory position leading into 2) the synchronized audio and 
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dynamic visual components of the critical bi-syllable (with signal-correlated-noise replacing the 

critical /b/ or /d/ segment in the audio), and 3) a silent still image of the speaker’s ending 

articulation of the bi-syllable. The durations of components 1 and 3 were set so that these bi-

syllables were the same duration as the full words. Each visual stimulus showed the talker’s full 

face, from the crown of the head to the tops of her shoulders. Importantly, these audio-visual 

stimuli lacked the lexical context present in the audio-only words with noise, but instead had 

visual information specifying the identity of the noise-replaced segment. By omitting any 

conflicting crossmodal information as in the McGurk effect, these stimuli provide a more 

analogous test of contextual information on the phonemic restoration effect.  

Finally, the non-restoration control stimuli used these same bi-syllables but removed the 

visual channel. Being audio-only noises based on the bi-syllables, these stimuli lacked both 

lexical and multisensory information and were not expected to support phonemic restoration-

based adaptation effects. In this way, these audio-only bi-syllables served as control stimuli, 

indicating whether adapting information was present in the acoustic stimuli as opposed to the 

lexical or multisensory context.   

Procedure 

With the exception of the adapting stimuli, the procedure of this experiment was identical 

to what was described for Experiment 1.  

Each participant was assigned to either the /b/ or /d/ adaptor condition. In the first part of 

the experiment, participants made their initial baseline judgments of the tokens in the /ba/-/da/ 

test continuum. During this portion of the experiment, participants listened to the test items, one 

at a time, and for each item, reported either /da/ or /ba/ by pressing one of two labeled buttons on 
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a computer keyboard. The test items were presented to the participants in a random order for 44 

complete cycles of 8 continuum items.  

 Following the baseline measurement, the experiment cycled between participants 

listening/watching a continuous stream of the adaptor stimuli for their specific condition (each 

presented in a random order at a rate of approximately one item per 1.5 seconds) and their 

identification of test syllables. During the adaptation portion of the experiment, a white dot was 

displayed on the screen during a randomly selected 25% of the adapting items. Participants were 

instructed to press the spacebar on the computer keyboard when they saw this dot. The purpose 

of this dot monitoring task was to encourage participants in the audio-visual bi-syllable condition 

to attend to the visual component of the adaptors (see Samuel & Lieblich, 2014; see also 

Bertelson et al., 2003).  

Results 

 We followed the same analysis approach as was used in Experiment 1; we used the same 

random effects structure and effect coding detailed for Experiment 1. Likewise, for visualization, 

we began our analysis by tabulating the proportion of /ba/ identification on the test continuum at 

baseline and following adaptation. A computer error resulted in 4% of response data being lost 

from 1 participant in the audio-visual /b/ adaptor condition. The condition means are presented in 

Figures 3-5. Separate analyses were run to test the effects of lexical context (words with noise), 

multisensory context (audio-visual bi-syllables with noise), and no context (audio-only bi-

syllables with noise) conditions. The results of these analyses are reported below.  

 Lexical Context Effects: Audio-Only Words with Replacing Noise 
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  The /b/ and /d/ replaced contexts produced different adaptation effects. This pattern was 

the result of a non-significant shift in /ba/ identifications for the /b/-replaced stimuli ( ̂ = 0.02, 

SE = 0.03, z = 0.72, p =.47) and a more reliable increase in /ba/ identifications for the /d/-

replaced stimuli ( ̂ = 0.28, SE = 0.03, z = 9.55, p <.001; see Figure 3). The interaction testing the 

identification shift difference between /b/ and /d/ contexts was statistically significant ( ̂ = -0.12, 

SE = 0.02, z = -5.90, p <.001), demonstrating that these conditions did in fact produce selective 

adaptation. This result replicates the primary finding reported by Samuel (1997); in fact, the data 

patterns are strikingly similar. The results confirm that lexically based phonemic restoration can 

support selective adaptation.  

Multisensory Context Effects: Audio-Visual Bi-Syllables with Replacing Noise 

As was done with the audio-only words with replacing noise, we compared the 

identification shifts across the /b/ ( ̂ = 0.05, SE = 0.03, z = 1.67, p =.09) and /d/ ( ̂ = 0.24, SE = 

0.03, z = 8.71, p <.001) conditions to determine if the audio-visual bi-syllables with noise 

produced multisensory phonemic restoration selective adaptation effects. The analysis of the test 

phase by adaptor group interaction showed a significant effect ( ̂ = -0.11, SE = 0.02, z = -5.58, p 

<.001) demonstrating that our audio-visual contexts were producing the expected phonetically 

differing adaptation effects (see Figure 4). This is the central finding of the current study:  

Multisensory information can produce selective adaptation effects. The implications of this 

finding will be discussed below.  

No Context: Audio-Only Bi-Syllables with Replacing Noise  

Both the /b/ replaced and /d/ replaced audio-only bi-syllables produced shifts in the 

direction of /d/ adaptation (/b/-replaced:  ̂ = 0.17, SE = 0.03, z = 5.38, p <.001; /d/-replaced:  ̂ = 
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0.28, SE = 0.03, z = 9.24, p <.001; see Figure 5). Samuel (1997) found a similar uniform shift 

pattern for noise-replaced segments in nonword stimuli, and argued that it was epiphenomenal 

and attributable to the lack of any clear adaptive information. Unlike the previous study, in the 

current study we find an interaction indicating that these shifts were significantly different from 

one another ( ̂ = -0.07, SE = 0.02, z = -3.20, p =.001). That is, it seems that the noise-replaced 

/b/ and /d/ information was, to some extent, influencing selective adaptation (see Figure 5) even 

in the absence of lexical and visual contextual information. This suggests that there may have 

been phonetic information retained in the acoustics of our noise-replaced bi-syllable stimuli. This 

possibility will be addressed below.   

Cross Condition Interactions: 

The goal of this investigation was to determine if multisensory context could support 

selective adaptation. Given the surprising results for the audio-only bi-syllables, we conducted an 

analysis testing for an interaction between experiment phase (baseline vs. adaptation), adaptor 

type (/b/-replaced vs. /d/-replaced adaptors) and context type (words, audio-visual bi-syllables, 

audio-only bi-syllables). This analysis indicated that selective adaptation was significantly larger 

for lexical context (words with replacing noise) than no context (audio-only bi-syllables with 

replacing noise),  ̂ = -0.07, SE = 0.03, z = -2.32, p =.02, indicating that lexical context had an 

effect beyond what was produced by the replacing noise. This analysis also found a substantial, 

though non-significant difference between the adaptation effects produced by audio-only and 

audio-visual bi-syllables,  ̂ = -0.05, SE = 0.03, z = -1.81, p =.07. Given this marginal result we 

reserve judgment at this point about the difference between the control stimuli and the multi-

sensory stimuli. 
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Discussion 

The main goals of Experiment 2 were to replicate the original finding of lexically 

mediated selective adaptation (Samuel, 1997) and to test for an effect of multisensory mediated 

selective adaptation. The results of the lexically mediated adaptation test were quite similar to 

those reported by Samuel (1997). That study reports a difference between conditions of 8.1%, 

just as we find an 8.1% difference (see Figure 3). In addition, in both studies the phonetic 

difference was driven by the larger effect of /d/ replaced stimuli, with a 6.0% shift in Samuel 

(1997) and a 7.3% shift in our own study
3
. Our results provide a clear replication of the lexical 

selective adaptation effect. 

Importantly, based on the comparison of /b/ and /d/ replaced audio-visual bi-syllable 

conditions, we have extended this original finding to multisensory contexts. The magnitude of 

this visual context effect appears to be comparable to the effect produced by lexical context 

(lexical context:  ̂ = -0.12 vs. visual context:  ̂ = -0.11). The similarity of the effects produced 

by audio-visual context to those produced by lexical context argues against the distinction 

suggested by Samuel and Lieblich (2014). This point will be elaborated upon in the General 

Discussion. 

However, one finding in Experiment 2 calls for caution at this point: The audio-only bi-

syllables with replacing noise produced the same opposing /b/ vs. /d/ identification shifts as those 

observed in the lexical and audio-visual context conditions. While the post-hoc cross condition 

analysis suggests that contextual information went beyond this acoustic adaptation, more work is 

                                                       
3
 Note these means are calculated from the middle four continuum items, the metric reported by Samuel (1997).   
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needed to determine how robust these results are in the absence of this acoustic information. This 

issue is addressed in Experiment 3. 

Experiment 3 

It is known that selective adaptation can be driven by acoustic-phonetic features. For 

example, amplitude-shaped white noise can produce selective adaptation on a fricative-affricate 

continuum (e.g., Samuel & Newport, 1979). In addition, signal-correlated-noise is known to 

bolster phonemic restoration effects relative to other replacing sounds, presumably because of its 

similarity to the replaced speech segment (Samuel, 1981). This is likely related to the fact that 

signal-correlated-noise can also carry some basic acoustic-phonetic information as shown by 

better than chance performance in phoneme identification tasks (Shannon et al., 1995).  

For this reason, in Experiment 3 we replicated the conditions of Experiment 2, but instead 

used fixed amplitude white noise as the replacing sound. Fixed amplitude noise uses the same 

carrier signal as signal-correlated-noise. The key difference is that unlike signal-correlated-noise, 

the temporal intensity profile of fixed amplitude noise does not correspond to the replaced 

speech signal (see Figure 2). While fixed amplitude noise lacks much of the structure of signal 

correlated noise, it has been shown to support phonemic restoration (Samuel, 1981). Experiment 

3 tests whether the phonemic restoration effects produced by fixed amplitude noise are sufficient 

to produce selective adaptation in the conditions tested in Experiment 2.  

Method 

 Participants 

One hundred fourteen (46 male) University of California, Riverside students participated 

in Experiment 3 for course credit (Age: M = 19.04; S = 1.56). Thirty-seven participants were 
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assigned to the words with replacing noise condition (20 in the /b/ replaced), thirty-seven to the 

audio-visual bi-syllable condition (17 in the /b/ replaced condition), and forty in the audio-only 

bi-syllable condition (20 in the /b/ replaced condition). Sample size was chosen based on the 

same power analysis reported for Experiment 2. All participants were native English speakers 

and reported normal hearing and normal or corrected to normal vision. This research was 

approved by the University of California, Riverside Institutional Review Board (IRB) and 

written consent was obtained from all participants. 

Materials 

The materials for this experiment consisted of the /ba/-/da/ continuum, the audio-only /b/ 

and /d/ words with replacing noise, and audio-visual and audio-only bi-syllables with replacing 

noise that are described above. However, the replacing noise used in this experiment was fixed 

amplitude white noise of the same duration as the segment it replaced and scaled to the average 

intensity of the words (without noise) in which it was inserted. 

Procedure 

The procedures of this experiment were identical to those used in Experiment 2. Briefly, 

participants first provided /ba/ vs. /da/ categorizations for 44 repetitions of the 8 continuum 

items, before going through 44 cycles of adaptation (exposure to adapting stimuli followed by 

continuum member categorizations). Participants were assigned to lexical (audio-only words 

with noise) restoration, multisensory (audio-visual bi-syllables with noise) restoration, or non-

restoration (audio-only bi-syllables with noise) adaptation conditions.  

Results 
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As was done for Experiment 2, the data from this experiment followed the same analytic 

approach and factor coding as was used in Experiment 1. Likewise, we used the same random 

effects structure detailed for Experiment 1. As was done for Experiment 2, separate analyses 

were run to test the effects of lexical, multisensory, and no context conditions.  

No Context: Audio-Only Bi-Syllables with Replacing Fixed-Amplitude-Noise  

The central question of Experiment 3 was whether lexical and multisensory context 

effects on selective adaptation could occur without signal-correlated-noise. In particular, would 

these effects still be observed in the absence of any effect in the control stimuli? For these 

control items, both the /b/ and /d/ replaced audio-only bi-syllables produced shifts towards fewer 

/ba/ identifications at test (/b/-replaced:  ̂ = 0.19, SE = 0.03, z = 5.68, p <.001; /d/-replaced:  ̂ = 

0.21, SE = 0.03, z = 6.94, p <.001; see Figure 6). Critically, there was no hint of opposing 

adaptation effects between the /b/ and /d/ replaced conditions ( ̂ = -0.01, SE = 0.02, z = -0.59, p 

=.56).   

Multisensory Context: Audio-Visual Bi-Syllables with Replacing Fixed-Amplitude-

Noise 

For the audio-visual bi-syllable condition there were shifts for both adaptors (/b/-

replaced:  ̂ = 0.14, SE = 0.03, z = 4.60, p <.001; /d/-replaced:  ̂ = 0.34, SE = 0.03, z = 10.88, p 

<.001; see Figure 7). Critically, there was a reliable difference between the /b/ and /d/ replaced 

conditions ( ̂ = -0.11, SE = 0.02, z = -5.31, p <.001). This demonstrates that the multisensory 

context continued to support selective adaptation, even in the absence of the supportive acoustic 

information from signal-correlated-noise. The absence of a significant effect for this comparison 

using the audio-only bi-syllables makes it unlikely that the effect with the audio-visual bi-



SELECTIVE ADAPTATION IN SPEECH                   

27 

 
syllables is being driven by acoustic information, thus implicating a role of the multisensory 

contextual information. This interpretation is further tested below.   

Lexical Context: Audio-Only Words with Replacing Fixed-Amplitude-Noise 

As with the audio-only bi-syllables, both the /b/ and /d/ replaced audio-only words with 

replacing noise produced identification shifts (/b/-replaced:  ̂ = 0.02, SE = 0.03, z = 0.63, p = 

.53; /d/-replaced:  ̂ = 0.16, SE = 0.03, z = 4.72, p <.001; see Figure 8). Importantly, there was an 

interaction between test phase identification shifts and the /b/ and /d/ replaced conditions ( ̂ = -

0.06, SE = 0.02, z = -2.85, p =.004), demonstrating that these stimuli had supported selective 

adaptation. This is the first test of phonemic restoration selective adaptation using fixed 

amplitude noise. These results suggest that the effect of lexical context on selective adaptation 

generalizes to contexts with less informative replacing noise.  

Cross Condition Interactions: 

 As in Experiment 2, we ran an analysis comparing the adaptation effects across the 

different context conditions. Here we found a reliable difference between adaptation produced by 

audio-visual and audio-only bi-syllables ( ̂ = -0.10, SE = 0.03, z = -3.37, p < .001), but not 

between words and audio-only bi-syllables ( ̂ = -0.05, SE = 0.03, z = -1.57, p = .118).  

Discussion 

There were several motives for conducting Experiment 3. One purpose was to replicate 

the critical finding of Experiment 2: Would multisensory context support phonemic restoration 

selective adaptation when using fixed amplitude replacing noise? The significant adaptation 

effect found in the multisensory context condition indicates that Experiment 3 was successful in 

this regard.  
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A second goal of Experiment 3 was to look for contextually-driven adaptation with 

stimuli in which the residual acoustic information was not sufficient to produce adaptation. An 

important finding of Experiment 3 is that, unlike Experiment 2, the audio-only bi-syllables did 

not produce the /b/ vs /d/ differences that are characteristic of selective adaptation. Given these 

results, it seems unlikely that the successful effects found for the audio-visual bi-syllables are 

related to information retained in the audio signal.  

A final goal of Experiment 3 was to determine if the lexically mediated phonemic 

restoration effect on selective adaptation, first reported by Samuel (1997) and replicated here in 

Experiment 2, would be found when fixed-amplitude noise was used rather than signal-

correlated-noise. The present experiment found significantly different adaptation effects of /b/ 

versus /d/, adding to the findings of Samuel (1997) and those in Experiment 2. The lexical effect 

was not significantly different than the effect for the control stimuli, though it should be noted 

that that the control stimuli did not themselves promote differential adaptation. 

General Discussion 

Over the last forty years, a series of selective adaptation studies have shown that 

lexically-driven, but not multisensory, percepts can drive selective adaptation. Based on that 

selective adaptation literature, and a pair of new experiments, Samuel and Lieblich (2014) 

argued that, relative to lexical information, multisensory information has a more limited effect on 

speech processing, playing a role in perception but not in linguistic encoding. Here we measured 

adaptation effects produced by lexical or by multisensory information to address the critical 

theoretical question of whether both sources of information are used both perceptually and 

linguistically.  
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Across Experiments 2 and 3 we provided two tests of selective adaptation effects of 

lexical and multisensory contexts that were matched with respect to the acoustic support for /b/ 

and /d/. Experiment 2 tested selective adaptation from lexical and multisensory /b/ and /d/ 

restoration using the previously-used signal correlated replacing noise, while Experiment 3 tested 

these conditions with fixed amplitude replacing noise. Based on our results we conclude that 

multisensory context can produce selective adaptation effects.  

A recurring result in our experiments was that the /d/ conditions always produced larger 

shifts than the /b/ conditions. In several instances, the /b/ context conditions produced effects that 

were actually in the direction of /d/ adaptation; however, in the restoration instances (i.e., word 

and audio-visual conditions) the identification shift was always smaller than what was found for 

the /d/ contexts. Indeed, this pattern of weaker /b/ adaptation relative to /d/ adaptation was 

apparent even in the non-phonemic restoration (clear words) conditions of Experiment 1. 

Moreover, the effects seen for /b/-adaptors appear stable across the duration of the experiment; a 

post-hoc correlation between adaptation block number and mean continuum item identification 

for that block was clearly non-significant (r[42] = .04, p = 0.4) using the data from Experiment 1. 

Importantly, there are no obvious lexical features that differ for our /b/ versus our /d/ words.  

All of this suggests that there may have been some aspect of the stimuli that resulted in 

unreliable adaptation effects specific to the /b/ adaptors. Critically, the /d/ adaptors not only 

produced a consistently significant shift between experiment phases for the clear words and 

restoration conditions, but a shift that was generally significantly larger than what was found for 

the corresponding /b/ adaptors. These stimuli consistently produced selective adaptation — the 
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limitations of /b/ adaptors seem unique to those adaptors rather than general to the experiments 

as a whole.  

With this in mind, it is worth noting the possibility that phonemically restored /b/ might 

simply be a weak adaptor in general (though this does not explain the results of Experiment 1). 

There is some converging evidence to support this speculation. First, while the vast literature on 

selective adaptation establishes that the size of adaptation effects varies from study to study, 

there are some notable instances in which the adaptation effects of /b/ were smaller than the 

adapting effects of /d/ (e.g., Eimas & Corbit, 1973). Second, even in our Experiment 1 which 

used clear (that is non-phonemically restored) /b/ and /d/ stimuli, the magnitude of the /b/ 

adaption effect was notably less than the /d/ adaptation effect. Third, in the only other phonemic 

restoration selective adaptation study in the literature (Samuel, 1997), the reported results also 

show a less reliable adaptation effect for /b/ replaced conditions relative to /d/ replaced 

conditions.  

Evaluation of the Audio-Only Bi-Syllables with Replacing Noise 

That the signal-correlated-noise but not the fixed-amplitude-noise bi-syllables produced 

adaptation effects is of some interest. One possibility is that this difference is related to an 

interaction between potential coarticulation in the speech segments adjacent to the replacing 

noise and masking of this information produced by that noise. This explanation has two 

requirements: First, there would have to be enough coarticulation information present in the 

noise-adjacent segments to support identification of the noise replaced segment (despite our 

efforts to remove such information), indicating that articulatory information could support 

adaptation. Second, this explanation requires that the fixed amplitude noise masked this 
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information more than the signal correlated noise did, thus accounting for the differential 

adaptation between fixed amplitude and signal correlated noise audio-only bi-syllables. To test 

this possibility, we ran a small (n= 23) experiment in which participants were presented with the 

audio-only fixed amplitude and signal correlated noise replaced bi-syllables and were asked to 

report if the noise had replaced /b/ or had replaced /d/ consonants. 

We found that performance on this task was above chance both overall, and when 

examining identification for the /b/ and /d/ replaced stimuli separately (all means were greater 

than 55%
4
) as revealed by two-tailed single sample t-tests (all p-values less than .005; this was 

true even when testing consonant-vowel segments extracted from those bi-syllables which 

should have less coarticulatory information). This supports the first requirement of the proposed 

explanation: it appears that there may have been some coarticulatory information supporting the 

identification of the noise replaced segments. However, we found no support for the second 

requirement, that noise type differentially influenced the effect of this information on phoneme 

recovery. That is, in no condition was there a significant difference between the signal correlated 

and fixed amplitude noise types (smallest p-value was .47). Thus, this proposal is unable to 

explain the different adaptation effects observed for signal correlated versus fixed amplitude 

replaced segments in the auditory-only bi-syllables.  

We tentatively propose that the difference between the audio-only bi-syllable conditions 

may be related to the acoustic information contained in the replacing noise. That is, we speculate 

that the envelope shape of the signal-correlated-noise may produce some speech-like adaptation 

effects. This interpretation is highly speculative at this point, but could have substantial 

                                                       
4 Participants were numerically, though not significantly, more accurate in identifying /b/ replaced stimuli.  
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implications for other studies that have used signal-correlated-noise, and thus should be tested 

more extensively in future work.  

Implications of a Multisensory Selective Adaptation Effect  

Both Experiment 2 and Experiment 3 found a significant selective adaptation effect of the 

audio-visual bi-syllables with replacing noise. This is the central finding of the present 

investigation: Multisensory context can support selective adaptation. While this finding contrasts 

with prior work (e.g., Roberts & Summerfield, 1981; Saladana & Rosenblum, 1994) it is worth 

noting that is not entirely surprising. Such an effect is predicted by early integration accounts 

(e.g., Rosenblum et al., 2016). Moreover, recently Kleinschmidt and Jaeger (2015; 2016) have 

proposed that selective adaptation is the result of distributional learning, and have argued that 

multisensory information should produce selective adaptation. This contention was initially 

supported by computational modeling work, and the results of the present research provide 

empirical support for predictions formed by that account.     

The most direct implication for finding a selective adaptation effect of multisensory 

context is for the dual process account put forward by Samuel and Lieblich (2014). At the time 

of that publication, the dual process account provided a plausible explanation for several lines of 

diverging results. That is, in addition to findings from the selective adaptation literature, the 

explanation could account for findings reported for (1) semantic priming, (2) compensation for 

coarticulation, (3) and neurophysiological processing of multisensory speech. However, the 

hypothesis was presented as a way to try to reconcile the observed findings, rather than being an 

idea that was designed to be tested in the study. Since its publication, new results have emerged, 

several of which are relevant to this account. We review this evidence here.  
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New Audio-visual Evidence Relevant to the Separate Processes Account 

Semantic Priming 

Samuel and Lieblich (2014) note that audio-visual semantic priming results reported by 

Ostrand and her colleagues (2011; 2016) are generally consistent with their account. The audio-

visual speech of Ostrand et al’s (2016) study included McGurk words, in which the auditory 

stimulus and the perception of that stimulus could be two different words (e.g., audio ‘bait’ + 

visual ‘date’ perceived as ‘date’). The essential finding of this research was that semantic 

priming was generated by the auditory, as opposed to the visual—and putatively perceived—

word of the McGurk stimuli (audio ‘bait’ + visual ‘date’ primed the auditory word ‘worm’ but 

not ‘calendar’; but see Dorsi et al., 2017). These results are consistent with the dual processing 

account: the perceptual process produced the phenomenological experience of the McGurk 

words—the participants perceived the visual stimulus—while the linguistic process accessed the 

meaning of the unperceived auditory component of the McGurk words.  

Importantly, a recent further analysis has revealed that the perceptual identification of the 

McGurk prime words may not have always been based on the visual speech, as had been 

suggested in the Ostrand et al. (2016) report (see Dorsi, 2019). Furthermore, in work done in our 

lab (see Dorsi et al., 2017), we found that while semantic priming can be consistent with the 

auditory-word of a McGurk stimulus, it is sometimes also consistent with the visual word. 

Critically, whether semantic priming is consistent with the auditory or visual component of a 

McGurk word tends to depend on how the McGurk word is perceived (see Dorsi, 2019). This 

new evidence suggests a role for multisensory integration in linguistic processing.  

Compensation for Coarticulation  
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It is well known that there is temporal overlap in the articulation of adjacent speech 

segments; talkers begin each word segment before completing the preceding segment. This 

coarticulation (Fowler, 2010) affects the speech signal. For example, when isolated from the 

word “balding” the /d/ segment may sound more like a /g/ owing to its proximity to the 

preceding /l/. Compensation for coarticulation refers to a phenomenon in which the perceptual 

system accommodates these artifacts of coarticulation, allowing listeners to perceive the 

segments of the speech signal as unambiguous members of their phonetic category (e.g., Mann, 

1980).  

 In a classic demonstration of compensation for coarticulation, more items from a /ta/-/ka/ 

continuum are identified as /ka/ when preceded by /s/, while more are identified as /ta/ when 

preceded by /∫/ (Mann & Repp, 1980). Similar to selective adaptation, there is evidence of lexical 

context driving compensation for coarticulation (Elman & McClelland, 1988; see also Magnuson 

et al., 2003; Samuel & Pitt, 2003) and also evidence that visual context fails to do so (Vroomen 

& de Gelder, 2001). However, and importantly, after Samuel and Lieblich (2014) proposed their 

dual processes account, a meta-analysis (Viswanathan & Stephens, 2016) has been reported that 

supports a multisensory role in compensation for coarticulation (see also Fowler et al., 2000; 

Green & Norrix, 2001).  

Neurophysiological Processing of Multisensory Speech 

Initially, a series of findings concerning the audio-visual modulation of the auditory 

evoked N1 ERP (Besle et al., 2004; van Wassenhove et al., 2005, see also Stekelenburg & 

Vroomen, 2007) appeared consistent with the Samuel and Lieblich (2014) hypothesis. More 

recently, Baart and Samuel (2015) measured ERPs in response to audio-only, visual-only, or 
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audio-visual words and nonwords. These authors report separate main effects for lexical context 

(words vs. nonwords) and multisensory contexts (audio-visual, audio-only, and visual-only 

speech), but no interaction between multisensory and lexical contexts. This study suggests that 

the brain processes multisensory and lexical information in two separate neurological processes 

(see also Zunini et al., 2019).  

  However, Basirat et al., (2018) have used the word repetition effect in a recent EEG study 

to examine the effects of multisensory and linguistic processes. The word repetition effect is the 

finding that prior processing of words, but not nonwords, facilitates subsequent processing of 

those same words (e.g., participants will identify a word faster the second time it is presented; 

e.g., Forbach et al., 1974). The P200 ERP component is known to be modulated by word 

repetition (e.g., Almeida & Poeppel, 2013). However, Basirat et al. (2018) found that this 

repetition effect on the P200 interacted with multisensory context. For the initial word 

presentation, audio-visual words were associated with a smaller ERP than were the audio-only 

words, suggesting that the visual context facilitated lexical access (see Basirat et al., 2018 for 

discussion). Their results indicate that the multisensory information of audio-visual speech may 

facilitate word processing analogously to the facilitation provided by word repetition. This 

finding suggests that, at least in some circumstances, a single brain process may be responsible 

for both multisensory and linguistic information (though an alternative explanation is that two 

separate processes each affect the P200).  

Other Selective Adaptation Results 

The results of Experiments 2 and 3 reported above indicate that multisensory contexts 

can support selective adaptation. These results converge with the results from two other findings 
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from our lab. First, we found that McGurk adaptors produce parallel and opposing auditory and 

visual selective adaptation effects. In other words, when selective adaptation was measured on an 

auditory continuum, the auditory channel of the McGurk stimulus drove the effect, but when 

selective adaptation was measured on a visual continuum the visual (and perceived) channel of 

the McGurk stimulus drove the effect (Dorsi et al., 2021; see also Dias, 2016, who also measured 

selective adaptation on a visual continuum). Second, we investigated whether these contrasting 

auditory and visual adaptation effects might compete with each other crossmodally. In a meta-

analysis that includes results from an experiment conducted in our lab, as well as from the 

adaptation studies cited by Samuel and Lieblich (2014), we found that while no single study 

reports a significant dilution effect for McGurk adaptors, there is a significant dilution effect 

across studies (Dorsi et al., 2021; see also Dias, 2016). It seems that McGurk adaptors cause a 

small, but consistent, reduction in selective adaptation relative to audio-only adaptors (Dorsi et 

al., 2021).  Together with the experiments reported here, these findings suggest that selective 

adaptation is, in fact, sensitive to multisensory information.   

Conclusion 

 Samuel and Lieblich (2014) suggested that there are separate linguistic and perceptual 

processes that operate during language processing. Under this account, the linguistic process is 

sensitive to lexical but not multisensory information, and this division seems to occur at the very 

earliest stages of speech processing. Although this hypothesis was consistent with the literature 

available at the time, and with their observed findings, research that has been published since 

Samuel and Lieblich’s (2014) study calls this view into question. The experiments in the current 

study replicated the lexically driven adaptation effects reported by Samuel and Lieblich, but have 
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clearly demonstrated that adaptation can also be driven by multisensory information. These 

results are consistent with predictions formed by early integration (e.g., Rosenblum et al., 2016) 

and computational accounts (e.g., Kleinschmidt & Jaeger, 2016). Together with the more recent 

findings in the literature, our results indicate that multisensory processing plays a role in both 

perceptual and linguistic encoding of speech. 
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Figures 1a and 1b depict the proportion of participant “ba” identifications for each continuum item at baseline (before adaptation) and 

test (post adaptation). Figure 1a displays data for participants who received clear /b/ words during adaptation, while Figure 1b displays 

data for participants who received clear /d/ words during adaptation. Figure 1c displays the identification shifts (‘Ba’ identifications at 

baseline minus ‘Ba’ identifications at test) for participants of both conditions; identification shifts are averaged across the middle four 

continuum items for each condition. Error bars indicate standard error of the mean across subjects. 
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Figure 2  
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Figure 2 illustrates the auditory stimuli used in Experiments 1 - 3. The top row shows the clear, no noise, speech “Armadillo” (left) 

and “Inhibition” (right) used in Experiment 1. The second row shows those same words, with the adapting /d/ and /b/ segments 

removed and replaced with signal-correlated-noise. Note that due to coarticulation, the replacing noise includes sections of the vowels 

adjacent to the adapting consonant. The shaded regions denote the sections that were excised from the word context to be presented as 

bi-syllables. The third and fourth rows show enlargements of these sections. Note that the bi-syllables presented to participants always 

had replacing noise, the clear speech bi-syllables shown here are for comparison purposes only. The fifth row shows bi-syllables with 

non-signal correlated noise (“Fixed Amplitude Noise”) which was used in place of signal-correlated-noise during Experiment 3.  

  



SELECTIVE ADAPTATION IN SPEECH                   52 

 

 

Figure 3  

  
Figures 3a and 3b depict the proportion of participant “ba” identifications for each continuum item at baseline (before adaptation) and 
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adaptation, while Figure 3b displays data for participants who received words with /d/ replaced by signal-correlated-noise during 

adaptation. Figure 3c displays the identification shifts (‘Ba’ identifications at baseline minus ‘Ba’ identifications at test) for 

participants of both conditions; identification shifts are averaged across the middle four continuum items for each condition. Error bars 

indicate standard error of the mean across subjects. 
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Figure 4 
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Figures 4a and 4b depict the proportion of participant “ba” identifications for each continuum item at baseline (before adaptation) and 

test (post adaptation). Figure 4a displays data for participants who received audio-visual bi-syllables with /b/ segments replaced by 

signal-correlated-noise during adaptation, while Figure 4b displays data for participants who received audio-visual bi-syllables with 

/d/ segments replaced by signal-correlated-noise during adaptation. Figure 4c displays the identification shifts (‘Ba’ identifications at 

baseline minus ‘Ba’ identifications at test) for participants of both conditions; identification shifts are averaged across the middle four 

continuum items for each condition. Error bars indicate standard error of the mean across subjects. 
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Figure 5  
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Figures 5a and 5b depict the proportion of participant “ba” identifications for each continuum item at baseline (before adaptation) and 

test (post adaptation). Figure 5a displays data for participants who received audio-only bi-syllables with /b/ segments replaced by 

signal-correlated-noise during adaptation, while Figure 5b displays data for participants who received audio-only bi-syllables with /d/ 

segments replaced by signal-correlated-noise during adaptation. Figure 5c displays the identification shifts (‘Ba’ identifications at 

baseline minus ‘Ba’ identifications at test) for participants of both conditions; identification shifts are averaged across the middle four 

continuum items for each condition. Error bars indicate standard error of the mean across subjects. 
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Figure 6  
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Figures 6a and 6b depict the proportion of participant “ba” identifications for each continuum item at baseline (before adaptation) and 

test (post adaptation). Figure 6a displays data for participants who received audio-only bi-syllables with /b/ segments replaced by 

fixed amplitude noise during adaptation, while Figure 6b displays data for participants who received audio-only bi-syllables with /d/ 

segments replaced by fixed amplitude noise during adaptation. Figure 6c displays the identification shifts (‘Ba’ identifications at 

baseline minus ‘Ba’ identifications at test) for participants of both conditions; identification shifts are averaged across the middle four 

continuum items for each condition. Error bars indicate standard error of the mean across subjects. 
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Figure 7  

  

 
Figures 7a and 7b depict the proportion of participant “ba” identifications for each continuum item at baseline (before adaptation) and 
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fixed amplitude noise during adaptation, while Figure 7b displays data for participants who received audio-visual bi-syllables with /d/ 

segments replaced by fixed amplitude noise during adaptation. Figure 7c displays the identification shifts (‘Ba’ identifications at 

baseline minus ‘Ba’ identifications at test) for participants of both conditions relative to corresponding audio-only bi-syllable 

conditions; identification shifts are averaged across the middle four continuum items for each condition. Error bars indicate standard 

error of the mean across subjects. 
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Figure 8  
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Figures 8a and 8b depict the proportion of participant “ba” identifications for each continuum item at baseline (before adaptation) and 

test (post adaptation). Figure 8a displays data for participants who received audio-only words with /b/ segments replaced by fixed 

amplitude noise during adaptation, while Figure 8b displays data for participants who received audio-only words with /d/ segments 

replaced by fixed amplitude noise during adaptation. Figure 8c displays the identification shifts (‘Ba’ identifications at baseline minus 

‘Ba’ identifications at test) for participants of both conditions relative to corresponding audio-only bi-syllable conditions; 

identification shifts are averaged across the middle four continuum items for each condition. Error bars indicate standard error of the 

mean across subjects.
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Appendix A 

Results of First Run of Experiment 1 

Forty (18 male) undergraduate students from University of California, Riverside 

participated in this experiment for course credit. Twenty of these participants were assigned to 

the /d/-word adaptor condition. The experiment followed the methodology detailed for 

Experiment 1 reported in the main text.  

For the results we began by tabulating the proportion of /ba/ identifications during the 

baseline and adaptation blocks. As can be seen in Figures A1-A3, these /b/ and /d/ full word 

adaptors failed to produce the opposing baseline to adaptation identification shifts that 

characterize selective adaptation (/b/-adaptors:  ̂= 0.24, SE = 0.03, z = 8.09, p <.001; /d/-

adaptors:  ̂ = 0.21, SE = 0.03, z = 7.27, p <.001). We tested if the /b/ and /d/ adaptation shifts 

were statistically dissociable. We failed to find a significant interaction between experiment 

phase (baseline vs. test) and adaptor type (/b/-words vs. /d/-words),  ̂ = 0.01, SE = 0.02, z = 0.41, 

p =.68, that would have been indicative of selective adaptation. The counter predicted 

identification shift for the /b/-word adaptors was remarkably stable (Figure A4) with similar 

sized effects occurring through the duration of the adaptation phase of the experiment; indeed, no 

correlation was found between the number of adaptation cycles and size of the identification 

effect (r <.01).   

It is important to note that while this experiment failed to produce the interaction between 

experiment phase and adaptor category (/b/ vs. /d/ adaptors), the /d/ adaptors did produce a 

significant shift from baseline in the predicted direction. Note that the effect of /d/ adaptors for 

this experiment ( ̂ = 0.21) is quite similar to what was found for the /d/ adaptors in the main text 

( ̂ = 0.23). In contrast, the effect of the /b/ adaptors of this experiment ( ̂  = 0.24) is notably 

different from what is reported for the same condition in the main text ( ̂  = -0.02). Furthermore, 

across all the experiments reported here, the /b/ adaptors never produced reliable adaptation 

effects (in contrast to the more robust effects of the /d/ adaptors); this pattern is consistent with 

what is reported by Samuel (1997), the study this investigation most closely matches (but see 

Kleinschmidt & Jaeger, [2012] and Vroomen et al. [2007] for examples of more robust /b/ 

adaptation). Based on this observation, it seems plausible that the absence of an adaptation effect 

in this experiment is the result of stochastic estimates of what is a weak/null effect /b/ adaptors.     
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Figures A1a and A1b depict the proportion of participant “ba” identifications for each continuum 

item at baseline (before adaptation) and test (post adaptation). Figure A1 displays data for 

participants who received clear /b/ words during adaptation, while Figure A2 displays data for 

participants who received clear /d/ words during adaptation. Figure A3 displays the identification 

shifts (‘Ba’ identifications at baseline minus ‘Ba’ identifications at test) for participants of both 

conditions; identification shifts are averaged across the middle four continuum items for each 

condition. Figure A4 shows the size of the shift from baseline during 4 quarters of the adaptation 

phase.  Error bars indicate standard error of the mean across participants. 
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Appendix B 

Power Analysis for Reported Experiments 

The sample size for all three experiments was calculated from a power analysis that used the 

effect size reported for the phonemic restoration selective adaptation reported by Samuel (1997). 

The selective adaptation effect for full (i.e. non-phonemically restored) adaptors that is reported 

by Samuel (1997) was twice as large as the effect reported for the phonemic restoration adaptors. 

Thus, using this phonemic restoration effect size to calculate the sample size needed for our 

Experiment 1 (which also uses non-phonemic restoration adaptors) offers a fairly conservative 

estimate of our experiment’s power.  

 

Below we detail the steps to our power analysis:  

Samuel (1997) reports that the phonemically restored /b/ adaptors produced a baseline to test (i.e. 

adaptation) shift of identifications of the test continuum of 2.1% while the phonemically restored 

/d/ adaptors produced 6.0% shift for difference of 8.1% (for a mean shift across adaptors of 1.95) 

between adaptor conditions (F[1, 17] =5.09); an effect equivalent to d = 1.09. This indicates that 

the test phase to adaptor category interaction used to test for selective adaptation with our mixed 

effect model should produce of Log Odds Ratio of 1.985 (Borenstein et al., 2009).  

 

The standard error of the /b/ adaptor to /d/ adaptor comparison reported by Samuel (1997) is 

3.59. Using SE = 3.59, and the mean identification shifts reported by Samuel (1997), the effect 

size estimate is d=0.547 for adaptors (/b/ vs. /d/ adaptors) and d=0.263 for test phase (baseline 

vs. test). These effects sizes were converted to Log Odds Ratio of adaptor category (0.99) and 

experiment phase (0.48).   

 

To estimate power for our experiments we halved each of these estimates (to make our analysis 

more conservative). With these effect sizes as estimates of our fixed effects, we ran a power 

analysis for their interaction, assuming random intercepts for subject and continuum item (8 step 

ba-da). This power analysis was run using the powerCurve function from the SimR package for 

R (see Green & MacLeod, 2016). This function runs Monte Carlo simulations using specified 

parameters (i.e. the Log Odds Ratio noted above). We ran 1,000 simulations for 8 potential 

sample sizes (N= 1, 3, 5, 9, 15, 20, 30, 40 per group) and found that our sample size of N=20 per 

group provided >95% (95% CI: 99.63-100) power to detect to detect a phonemic restoration 

selective adaptation effect (i.e. Experiment 2).  

 

As the goal of this investigation was to test whether multisensory contexts could support 

selective adaptation, we did not conduct an a priori power analysis for the interaction of different 

context adaptor types. In light of the results of Experiment 2, we felt a post-hoc analysis testing 

for this interaction was prudent. Using the results from that analysis we used the powerSim 

function of the SimR package to calculate an observed power for our test phase (baseline vs 

adaptation) x adaptor category (/b/-adaptors vs. /d/-adaptors) x context (audio-only bi-syllables 

vs. audio-visual bi-syllables) interaction, which found 58.60% power (95% CI: 54.14-62.96%) to 

detect the effect ( ̂ = -0.05). Note that the audio-only bi-syllables x audio-visual bi-syllables 

interaction was numerically smaller than the audio-only bi-syllables x words interaction ( ̂ = -

0.07).   
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Appendix C 

Experiment Results:  

While the main text reports the results of mixed effects regression analyses, much of the 

prior research that motivated it reports the results of ANOVA and t-tests. While these analyses 

are inappropriate for categorical outcomes (see Jaeger, 2008) in order to facilitate comparisons to 

that prior literature this appendix reports the results of t-tests comparing the baseline to post 

adaptation identification shift, averaged across the middle four continuum items, between /b/ and 

/d/ type adaptor groups, the same test of selective adaptation employed by Samuel (1997). We 

replicate two conditions from that study, full word (Experiment 1) and words with replacing 

signal-correlated-noise (the lexical condition of Experiment 2). We also present the effect sizes 

for the data reported by Samuel (1997) for these conditions.  

A reviewer pointed out that an optimal random effect structure would include random 

intercepts for subject and item as well as random slopes for within subject and within item 

manipulations (i.e. test phase, adapting context, ect.). An analysis of the lexical context effects of 

Experiment 2 (testing the traditional phonemic restoration effect) with this structure failed to 

converge. We simplified the random effects structure by removing a single random effect and re-

running the analysis iteratively until a model converged. The converged model had random 

intercepts of subject and item, and a random slope of test phase by subject. Observed power for 

this analysis was only 55%. While we feel this level of power was too low to report these 

analyses in the main text, we do report them in this appendix for the interested reader.  

 

Experiment 1: t[38] = 3.17, p = .003, d = 1.03 [2 tailed] Samuel, 1997: d = 1.32 

 ̂ = -0.13, SE = 0.05, z = -2.72, p =.007 

 

Experiment 2: Words with SCN: t[37] = 2.23, p = .032, d = .73 [2 tailed] Samuel, 1997: d = 1.09 

 ̂ = -0.12, SE = 0.06, z = -2.02, p =.043 

 

Experiment 2: AV bi-syllables with SCN: t[38] = 2.85, p = .007, d = .93 [2 tailed] 

  ̂ = -0.11, SE = 0.05, z = -2.30, p =.021 

 

Experiment 2: AO bi-syllables with SCN: t[38] = 2.22, p = .033, d = .72 [2 tailed] 

  ̂ = -0.08, SE = 0.06, z = -1.25, p =.212 

 

Experiment 3: AO bi-syllables with FAN: t[35] = 0.52, p = .604, d = .18 [2 tailed] 

  ̂ = -0.01, SE = 0.05, z = -0.22, p =.825 

 

Experiment 3: AV bi-syllables with FAN: t[35] = 2.72, p = .01, d = .92 [2 tailed] 

  ̂ = -0.11, SE = 0.06, z = -1.99, p =.047 

 

Experiment 3: Words with FAN: t[35] = 0.56, p = .58, d = .19 [2 tailed] 

  ̂ = -0.06, SE = 0.06, z = -0.94, p =.35 

 

SCN = signal correlated noise; FAN = fixed amplitude noise. 


