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ABSTRACT  The Software Defined Networking (SDN) paradigm enables the development of systems that centrally monitor and manage network traffic, providing support for the deployment of machine learning-based systems that automatically detect and mitigate network intrusions. This paper presents an intelligent system capable of deciding which countermeasures to take in order to mitigate an intrusion in a software defined network. The interaction between the intruder and the defender is posed as a Markov game and MuZero algorithm is used to train the model through self-play. Once trained, the model is integrated with an SDN controller, so that it is able to apply the countermeasures of the game in a real network. To measure the performance of the model, attackers and defenders with different training steps have been confronted and the scores obtained by each of them, the duration of the games and the ratio of games won have been collected. The results show that the defender is capable of deciding which measures minimize the impact of the intrusion, isolating the attacker and preventing it from compromising key machines in the network.

INDEX TERMS  Automated response, cybersecurity, intelligent agents, Markov games, MuZero, network security, OpenFlow, software defined networking.

I. INTRODUCTION

The number of Internet users has grown considerably in recent years and more and more services—from e-commerce to banking—are provided over the Internet. Consequently, not only the number, but also the severity of cyberattacks on organizations and businesses has been increasing, causing millions of dollars in losses [1].

Enterprise security systems have traditionally been designed and implemented manually by expert personnel and the response to attacks or intrusions has also been carried out by those technicians. The new network infrastructure paradigm introduced by Software Defined Networking (SDN) has enabled the development of automatic attack detection and mitigation systems based on machine learning techniques [2]–[6]. Compared to conventional detection systems or human-driven response strategies, these systems can detect attacks faster and more accurately, and even implement countermeasures autonomously and automatically, minimizing the reaction and response time to an attack and thus reducing the damage caused in the network.

Additionally, the development of reinforcement learning algorithms capable of outperforming human marks in board games—such as chess or Go—has fostered the idea of approaching network intrusion as if it were a Markov game, using these algorithms to train intelligent agents that can autonomously find security strategies to mitigate intrusions [7].

This paper presents an intelligent system which can minimize the impact caused by an intrusion in an SDN network by autonomously choosing and executing adequate countermeasures.
agent that manages the infrastructure) tries to reduce the impact of the attack. The game has been designed taking into account that it must be able to represent the state of the nodes of a real network and that the actions of the defender in the game must be implementable by an SDN controller. The model has been trained using the MuZero model-based reinforcement learning algorithm [8].

The major contributions of this paper are:

- The design of a Markov game suitable to represent attack attempts to a computer network in which nodes have vulnerabilities.
- The implementation of the necessary countermeasures by means of an SDN controller and OpenFlow-enabled switches.
- The implementation of a virtual environment in which the countermeasures chosen by the defender are carried out autonomously in an emulated SDN network.

The rest of this paper is organized as follows: Section II introduces the context of SDN and reinforcement learning and presents the state of the art in both fields. Section III presents the proposal made in this work, explaining how the game works and its integration with an SDN network. Section IV shows the information regarding the training of the model and the results obtained. Finally, Section V evaluates these results and highlights some possible lines of future work.

II. BACKGROUND AND STATE OF THE ART

A. BACKGROUND

1) SOFTWARE DEFINED NETWORKING

In recent years, the applications and services offered on the Internet have become increasingly complex and demanding. This has highlighted the need for a paradigm shift in the world of network infrastructures, as conventional networks lack the dynamism and adaptability required by the new platforms [9].

Conventional networks are composed of elements (such as routers and switches) usually treated as black boxes that rely on limited or manufacturer-specific control interfaces. These devices are typically configured individually, and traffic management decisions are made directly at the device level, intermingling the control plane responsible for making such decisions with the data plane composed of the network elements [10], [11]. The lack of independence between these two planes makes it extremely difficult to dynamically adapt the network to the needs of the applications deployed, or to cope with certain types of events. This problem is one of the main causes of the “ossification of the Internet”: the development of new protocols and infrastructures has been severely hampered by the very architecture of network elements [10], [12].

Software defined networking proposes systems in which the control plane and the data plane are completely decoupled, allowing centralized configuration of the infrastructures, as shown in Fig. 1. Although there are different SDN architectures, this paper only considers those based on the OpenFlow protocol [12] in the communication between the control plane and the data plane, as it is a widely used protocol endorsed by the Open Networking Foundation (ONF)—the non-profit organization dedicated to the development and standardization of SDN networks [11]. The elements that constitute the network (known as OpenFlow switches) are only responsible for forwarding traffic, whereas decisions are made by the network controller. The controller installs flow tables in the switches using the OpenFlow protocol. The tables consist of flows that determine how packets that meet certain criteria are processed and forwarded.

A flow is composed of different elements: the Match fields are the conditions that the incoming packet has to meet (such as the source IP address or the incoming port, for example) to execute the instructions defined in the Instructions field. These instructions may include blocking all traffic coming from some port, forwarding the matching traffic through a specific output port or forwarding some packets to the controller, for example. When an incoming packet matches with more than one flow, the one with the highest value in the Priority field is executed. The Counters field collects the number of packets processed by that flow, the Timeout field defines how much time must pass without inputs for a flow to be dropped and the Cookie field is just an identifier set by the controller [13]. When a packet that does not match any flow is received, the instructions defined in the special table-miss flow are executed, which may include actions such as dropping the packet or sending it to the controller for further analysis.
Reinforcement Learning (RL) is an area of machine learning that studies how an agent learns to make decisions following a trial-and-error strategy [18], [19]. The main elements of the RL models are shown in Fig. 3. The agent is the subject of the training and the one who has to learn to perform decisions. The environment represents the world with which the agent interacts [20]. In each interaction $t$, the agent receives an observation $o_t \in \mathcal{O}$ of the state of the environment $s_t \in \mathcal{S}$, where $\mathcal{O}$ is the set of observations of the ensemble of possible states $\mathcal{S}$. Based on the observation it decides which action $a_t \in \mathcal{A}(s_t)$ to take, where $\mathcal{A}(s_t)$ is the set of possible actions in state $s_t$. Then, the environment changes in response to the agent’s action or independently. Once the action is executed, the agent receives a reward $r_{t+1}$ and a new observation of the environment, which allows it to evaluate the effect of the action just performed, as well as to perform a new step.

It is worth noting the difference between the state and an observation of the environment. The state represents all the information of the environment and thus defines it completely. An observation, however, is a view that usually contains only a part of the information about the state. In the particular case where the observation includes all the information about the state, the environment is fully observed; otherwise, the environment is partially observed. In many cases, the term “state” is used to actually refer to “observation”, and the symbol $s_t$ is used instead of $o_t$. In this paper we have chosen to use an explicit expression of the observation, for two main reasons: the first is that a main characteristic of the model we have implemented is that it is based on a partially observed environment; the second is that the authors of the algorithm used to train the model use this notation in their article [8]. A main piece of a RL model is the policy, i.e., the strategy that determines what action the agent should take given an observation. This function is updated as the model is trained. In general, the policy is the probability that the agent will take an action $a_t$ based on the observation $o_t$. The policy $\pi$ usually depends on a set of parameters $\theta$, so its complete representation would be $\pi_\theta(a_t | o_t)$.

A succession of states visited and actions taken, $\tau = (s_0, a_0, s_1, a_1, \ldots)$, is often referred to as an episode. The agent’s main goal is to maximize the sum of all rewards obtained in an episode. This sum of rewards is known as return. A strategy called discounted return is often used, which makes rewards earned several steps back worth less than rewards earned closer in time. This return is defined as

$$R(\tau) = r_{t+1} + \gamma r_{t+2} + \gamma^2 r_{t+3} + \ldots = \sum_{k=0}^{\infty} \gamma^k r_{t+k+1}$$  \hspace{1cm} (1)$$

where $\gamma$ is a parameter, $0 \leq \gamma \leq 1$, known as discount rate.

Beyond the intuition established so far, those processes studied in RL are Markov Decision Processes (MDP) which...
are defined by a six-component tuple as shown in (2) [21].

$$
\mathcal{M} = (S, A, P_{ss'}, R_{ss'}, \gamma, \rho_0)
$$

being

$$
P_{ss'}^a = \Pr[s_{t+1} = s' \mid s_t = s, a_t = a] \tag{3}
$$

$$
R_{ss'}^a = \mathbb{E}[r_{t+1} \mid a_t = a, s_t = s, s_{t+1} = s'] \tag{4}
$$

where $P_{ss'}^a$ is the probability of reaching state $s'$ by applying an action $a$ in state $s$, and $R_{ss'}^a$ is the expected reward after that transition. The term $\rho_0 : S \mapsto [0, 1]$ is the distribution of the initial state [7].

The MDPs are so named because the transition from state $s_t$ to state $s_{t+1}$ satisfies the Markov property (5): it only depends on the mentioned states and not on the rest of the previous states [20].

$$
\Pr[s_{t+1} \mid s_t = s] = \Pr[s_{t+1} \mid s_t = s, \ldots, s_1] \tag{5}
$$

As mentioned in the introduction, the model we describe in this paper is a Markov game based on a Partially Observed Markov Decision Process (POMDP), in which the agent makes decisions based on its (partial) observation of the system and not directly on the state. At a step $t$, the observation $o_t \in O$ is related to the state $s_t \in S$ by the function $Z$, so a POMDP is defined as follows:

$$
\mathcal{M}_P = (S, A, P_{ss'}, R_{ss'}, \gamma, \rho_0, O, Z) \tag{6}
$$

where $O$ is the set of observations of the system and $Z = \Pr[o \mid s]$ is the probability of observing $o$ in state $s$.

Bringing the two fields together, the problem posed in RL can be understood as the search for the optimal policy $\pi^*$ that maximizes the expected value $\mathbb{E}$ of the sum of rewards of an MDP for a maximum of $T$ steps:

$$
\pi^* = \arg \max_\pi \mathbb{E} \left[ \sum_{t=0}^T \gamma^t r_{t+1} \right] \tag{7}
$$

In RL algorithms, value functions are defined, which calculate the expected return of actions taken from an initial state and following a certain policy. Formally, in the case of MDPs, the function $V_\pi(s)$ called state-value function for policy $\pi$ is defined as

$$
V_\pi(s) = \mathbb{E}_\pi \left[ R \mid s_t = s \right] = \mathbb{E}_\pi \left[ \sum_{k=0}^{\infty} \gamma^k r_{t+k+1} \mid s_t = s \right] \tag{8}
$$

and represents the expected return when the agent follows a policy $\pi$ starting from a state $s$.

Analogously, the value of taking an action $a$ in a state $s$, the action-value function for policy $\pi$, is also defined as

$$
Q_\pi(s, a) = \mathbb{E}_\pi \left[ R \mid s_t = s, a_t = a \right] = \mathbb{E}_\pi \left[ \sum_{k=0}^{\infty} \gamma^k r_{t+k+1} \mid s_t = s, a_t = a \right] \tag{9}
$$

which represents the expected return obtained by following a policy $\pi$ after performing action $a$ in state $s$.

The Bellman equations set out in (10) and (11) show that the value of a state or state-action pair is the expected return obtained by following the optimal policy $\pi^*$ defined in (7) [22].

$$
V^*(s) = \max_a \mathbb{E}[r_{t+1} + \gamma V^*(s_{t+1}) | s_t = s, a_t = a] \tag{10}
$$

$$
Q^*(s, a) = \mathbb{E}[r_{t+1} + \gamma \max_{a'} Q^*(s_{t+1}, a') | s_t = s, a_t = a] \tag{11}
$$

Recall that the ultimate goal of a RL algorithm is to find the optimal policy $\pi^*$. For finite MDPs, (10) has a unique solution, so once $V^*$ has been calculated it is relatively simple to obtain the optimal policy, since if this function is used to evaluate the short-term actions (evaluating the state $s$ arrived at after performing $a$) the policy followed when taking the best option at each step is the optimal long-term policy [20].

Similarly, using $Q^*$, the agent no longer has to search for the new state $s$ that maximizes $V(s)$, but only has to search for the action $a$ that results in a higher $Q(a)$. This allows the agent to make decisions without having to know all the consecutive states, that is, without having to know the dynamics of the environment with which it interacts.

Estimating these value functions is a fundamental part of model-free algorithms, which seek to find the optimal policy without having a model of the environment, as the Q-learning [23] algorithm does, for example. On the other hand, model-based algorithms also use such functions to construct models that have the same value functions as the original environment and are therefore equivalent. The algorithm MuZero [8] is one of the most recent examples of model-based algorithms.

Finally, it only remains to mention that decision processes involving multiple agents are studied within game theory [24], [25]. These agents interact with the environment simultaneously or in turn and each one obtains a corresponding payoff, thus refining their policies. When designing a game, the following factors must be determined, which also serve to classify them [26]:

- **Zero-sum**: Whether the sum of all players’ rewards is 0 or not. In two-player games, rewards sum to 0 if both players are strictly competing against each other.
- **Information**: Whether the game state is fully or partially observable by the players.
- **Determinism**: Whether the outcome of the game depends to some extent on luck.
- **Sequential**: Whether the agents interact sequentially or simultaneously.
- **Discrete**: Whether actions are implemented in real time or not.

Specifically, Markov games are the theoretical context of multi-agent RL algorithms [27]. A Markov game $\mathcal{M}_G$ with $N$ agents is defined by a tuple similar to the one given in (5):

$$
\mathcal{M}_G = (S, A_1, \ldots, A_N, T, R_1, \ldots, R_N, \gamma, \rho_0). \tag{12}
$$
Compared to an MDP, the Markov game defined by (12) presents a list of sets of possible actions to be performed by the $N$ agents in which to an agent $i \in [1, N]$ corresponds its set $A_i$ instead of the unique set $A$. The transition function $T$ operates on all possible combinations between the set of states and the combined action space of all agents: $T : \mathcal{S} \times A_1 \times A_2 \ldots \times A_N \mapsto \mathcal{S}$. Similarly, the functions $R_i$ define the rewards obtained by the agents: $R_i : \mathcal{S} \times A_i \mapsto \mathbb{R}$. In the case of a game based on a partially observed process, the definition (12) also includes the lists of sets of observations $O_1, \ldots, O_N$ and of observation functions $Z_1, \ldots, Z_N$ [7].

### B. STATE OF THE ART

1) INTRUSION DETECTION AND PREVENTION SYSTEMS

Intrusion detection systems (IDS) attempt to identify malicious activity occurring on a network (network IDS) or on a computer (host IDS) by capturing and analyzing different sources of information. A network IDS captures and analyses the packets traversing the network (both protocol headers and content), as well as aggregate measurements on traffic: sessions, IP addresses involved, traffic volumes, etc. They are usually guided by a set of rules against which the captured data is compared. If there is a match, an alert is issued: the IDS has detected suspicious activity. Intrusion detection and prevention systems (IDPS) go one step further: they are not only capable of detecting an intrusion attempt, but also of reacting to reduce or completely prevent the malicious effects by executing some countermeasures. To this end, an IDPS is able to perform network modifications, for example by automatically adding a rule in the corporate firewall [28].

SDNs are particularly suitable for IDPS deployment. They can be deployed as control applications, capable of collecting information from the network with the help of the controller. The detection subsystem will then search the collected data for signs of intrusion. If dangerous activities are detected, the IDPS intelligence will choose the best course of action, consisting of a series of countermeasures that affect the flow tables of the network devices. The necessary changes will be implemented through requests to the controller.

The work presented here is intended to be only one piece of a complete IDPS. We assume that there is a working IDS that tells our intelligent agent what type of attack has been detected. Our agent will choose the best countermeasures and ask the controller to apply them. This is the part we focus on. The design and implementation of a good network IDS goes beyond the scope of our work. The interested reader can find relevant and up-to-date information on network IDS in [29]–[32].

2) AUTONOMOUS INTRUSION MITIGATION SYSTEMS IN SDNs

As stated before, the abstraction, flexibility and programmability of infrastructures based on the SDN paradigm have enabled the development of attack detection and automatic countermeasure deployment systems [5], [33]. Focusing on the defense activities, several intelligent systems capable of deciding which countermeasures to take have been proposed. One of the most complete systems is NICE (Network Intrusion detection and Countermeasure sElection in virtual network systems) [6], which integrates the detection of infected virtual machines in cloud computing environments with the automatic deployment of optimal countermeasures, which include patching the software of an attacked machine or quarantining a suspicious node. The entire infrastructure proposed in NICE is based on SDN elements using the OpenFlow protocol. Each machine in the network has a vulnerability registered in the Common Vulnerabilities and Exposures (CVE) list [34], and the attack is represented by an attack graph where each node represents the previous state or consequence of the exploit on one of the machines. The selection of the response to an attack is made taking into account the intrusiveness and cost of the countermeasure, so as to minimize the impact of the response itself. The SnortFlow [17] system follows the guidelines set by NICE, but all proposed countermeasures are based solely on actions taken on the network itself (such as redirecting traffic or blocking a port) and are implemented via an OpenFlow controller.

Apart from proposals focusing on a practical aspect of countermeasure implementation, works such as [7] propose to use multi-agent Markov games to search for defense strategies against cyberattacks. Specifically, the game is set up as a partially observed game and the authors study different scenarios in which the abilities of the attacker and defender vary. In their game, the attacker must move through a graph to reach a target machine, simulating a problem similar to those posed in the Cyber Ranges [35]. In that work, the model-free algorithms PPO [36] and REINFORCE [37] are used to train the agent.

3) REINFORCEMENT LEARNING ALGORITHMS AND THE MuZero ALGORITHM

A classic way of evaluating reinforcement learning algorithms is to pit them against games such as chess or Go in an attempt to beat human scores and obtain superhuman results. One of the first milestones in this field, apart from specialized computers for winning at chess or shogi [38], was the AlphaGo algorithm developed by the company DeepMind, which managed to beat a professional Go player for the first time [39]. A modification of that algorithm called AlphaGo Zero [40] achieved superhuman results playing Go and led to its successor AlphaZero, which managed to beat world champions in chess, shogi and Go with only 24 hours of training in each case [41]. AlphaZero was trained using 5000 first-generation TPUs to generate self-play games and 64 second-generation TPUs to train the neural networks.

Model-based algorithms have repeatedly outperformed humans in classic games such as checkers, chess, Go or poker, as they are able to develop a long-term strategy.
be simulated is a network of interconnected computers, so we have chosen to use a graph to represent it. For practical purposes, MuZero can be used to train agents in any environment represented by a vector or a matrix. The translation from the network graph to a matrix suitable for MuZero is explained in Section III-A2.

In this game, the attacked network is composed of $N$ vulnerable nodes, of which $m$ are part of a honeynet. A honeynet is an isolated part of the network where machines (called honeypots) are used as traps for attackers [47]. These machines do not provide actual services, but are vulnerable to attacks, causing attackers to waste time and resources exploring while allowing defenders to obtain intruder-related information [48]. This structure is similar to the one proposed by the Science DMZ [49].

Inspired by the NICE project, each node in the network (also known as host) is assigned a Base Score ($BS$), an Exploitability, an Impact, and a Scope. The National Vulnerability Database (NVD) [50] uses those factors to quantitatively assess a vulnerability, which represents a weakness in software and hardware components of a system that, when exploited, negatively affects its confidentiality, integrity, or availability. In a real setup where the IDS would detect the intrusion, those factors would be computed using the equations defined by the version 3.1 of the Common Vulnerability Scoring System (CVSS) [51]. According to that standard, the value of the $BS$ depends on the Impact sub-score ($ISS$), Exploitability, and Impact. The impact sub-score is defined as

$$ISS = 1 - [(1 - C) \times (1 - I) \times (1 - A)] \quad (13)$$

where $C$ is the Confidentiality Impact, $I$ the Integrity Impact and $A$ the Availability Impact. Those metrics measure the impact to the confidentiality, integrity and availability of the information resources caused by the exploitation of the vulnerability of a software component.

The Exploitability of a host depends on the Attack Vector ($AV$), the Attack Complexity ($AC$), Privileges Required ($PR$) and User Interaction ($UI$) according to (14). Those metrics represent the properties of the vulnerability that lead to a successful attack. The Attack Vector increases with the physical and logical distance between the attacker and a successfully compromised component. The Attack Complexity represents the conditions that are beyond the attacker’s control and that are necessary to exploit the component. The Privileges Required metric describes the privileges that the attacker must have before exploiting the vulnerable component and the User Interaction represents if the activity of another user other than the attacker is required to successfully compromise the vulnerability.

$$Exploitability = 8.22 \times AV \times AC \times PR \times UI. \quad (14)$$

The Impact of the vulnerability depends on its Scope ($S$). This factor determines whether the affected host is the one with the vulnerability (Unchanged) or a different one
(Changed). In the case where the Scope is Changed, the Impact is computed as
\[
\text{Impact} = 6.42 \times \text{ISS}
\]  
(15)
whereas if it is Unchanged,
\[
\text{Impact} = 7.52 \times (\text{ISS} - 0.029) - 3.25 \times (\text{ISS} - 0.02)^{15}
\]  
(16)
Finally, \( BS \) is calculated differently depending on the Impact and Scope. If Impact = 0, \( BS = 0 \). If Impact > 0, \( BS \) is computed as
\[
\text{roundup}(\min[1.08 \times (\text{Impact} + \text{Exploitability}), 10])
\]  
(17)
if Scope is Changed, and as
\[
\text{roundup}(\min[\text{Impact} + \text{Exploitability}, 10])
\]  
(18)
if Scope is Unchanged. The roundup function returns the smallest number, specified to one decimal place, that is equal to or greater than its input.

In terms of the game, the Scope of a vulnerability determines what actions the attacker can take if he succeeds in exploiting it: if the Scope is Unchanged, the attacker could only read files from the target machine, whereas if the Scope is Changed, the attacker could scan and exploit the machines to which the compromised host is connected. The design decisions related with the Base Score, the Exploitability and the Impact will be discussed in Section III-A3.

The initial network therefore consists of \( N - m \) hosts connected to each other forming a fully connected logical network and \( m \) hosts isolated from the main network but connected to each other (see Table 1 and Fig. 6 in Section IV-B). Each node is assigned a vulnerability and it can be in different states—normal (state 0), scanned (state -1) and attacked (state 2)—allowing only the transitions 0 \( \rightarrow \) 1 \( \rightarrow \) 2. Machines cannot revert to a previous state, so that it is guaranteed that there is a reduced number of possible actions. At the start of the game one of the hosts on the main network is set to flag (state -1) and the attacker’s main objective will be to reach that host; another host with Scope “Changed” is set to state 2, allowing the attack to start from there.

In order to illustrate the explanations that follow, in the rest of this paper we will represent the state of the network using graphs, since they are also used to show the state of the game. Formally, a graph \( G = (V, E) \) is an ordered pair where \( V \) is a set of nodes or vertices and \( E \) is a set of edges such that \( E \subseteq \{(x, y) \mid x, y \in V \land x \neq y\} \). In our representation of the system, the nodes in the graph represent the hosts, and the edges show that traffic between two hosts is not blocked (i.e. there is connectivity between them). As hosts can be in different states, a color coding has been chosen to represent them in the figures (see Fig. 5). In this coding, those machines in its initial state are represented by white background nodes, the explored ones by yellow nodes and the attacked ones by the purple nodes. A node with a dashed dotted border represents the flag. The label placed inside each node is just an identifier, and has no relevance from the point of view of the game.

As an example, Table 1 defines a possible environment consisting of \( N = 12 \) nodes (with \( m = 4 \) nodes forming a honeynet), and Fig. 6 shows the graph representation of the network. It should be noted that these are reachability graphs that do not represent the physical topology of the network (consisting of switches, hosts and Ethernet links), since an edge between two nodes does not represent a physical link, but means that they can exchange packets. Note also that switches are not represented in these graphs.

2) THE OBSERVATIONS

The evolution of the intrusion and its mitigation is modeled as a partially observed decision process, since neither the attacker nor the defender has full information of the state of the network. To represent this fact we have used three different graphs: the actual or general graph \( G_G = (V_G, E_G) \) with the complete state of the network, the attacker’s graph \( G_A = (V_A, E_A) \) with the partial view that the attacker has, and the defender’s graph \( G_D = (V_D, E_D) \) that is also a partial view.
Remember that we need a matrix representation of a game board, so we need to translate the above graphs into equivalent matrices. Although the adjacency matrix representation of a graph makes it possible to reflect the existing (logical) connections in the network, it is not sufficient to describe it in its entirety, since it does not include the different states in which nodes can be. Taking advantage of the fact that the main diagonal of the adjacency matrix is null, if we represent the state (real or observed) of all nodes according to the coding described in Fig. 5 as a diagonal matrix, a complete board can be represented by adding the two matrices. Therefore, the graphs $G_G$, $G_A$ and $G_D$ are fully represented by the matrices $M_G$, $M_A$ and $M_D$, respectively. Fig. 7 summarizes the derivation of a board matrix for a simple graph with three nodes.

The three network graphs representing the state of the game are different from each other; an action taken by a player (explained in Section III-A3) only has an effect on the general graph and on the graph of that player. Consequently, each player only has a partial observation of the game. In reality, machine 1 is isolated from the rest (as seen in the graphs $G_G$ and $G_D$) but the attacker has not yet noticed the change in connectivity between the nodes of the network. Similarly, the defender has detected that machine 1 has been attacked (and we can assume that it has taken some of the actions explained in Section III-A3) but does not notice that node 2 is in state 1 and node 4 is in state 2.

### 3) THE ACTIONS

The following conditions have been considered in order to design the actions that each player can execute:

- Only defensive actions that can be implemented using an SDN controller are considered, leaving out of the study options such as software upgrades or changes to the underlying physical topology—such as adding or removing a switch or changing the switch/port to which a host is connected.
- Defensive actions can only be applied against machines that have already been attacked, but network monitoring is allowed.
- Offensive actions can be only carried out against the hosts: both switches and the controller are invulnerable.
- The MuZero algorithm requires the board size to remain constant throughout the game, so the number of nodes cannot vary: new machines cannot be deployed or removed completely.

It should be noted that an agent’s decision making is based on its observation of the game, not on the actual state. Therefore, legal actions that an agent can take theoretically may not be feasible in practice or may not have the expected effect due to differences between the agent’s observation and the actual state. Moreover, as mentioned above, this is a stochastic game, so there are actions that have a probabilistic factor. For example, whether or not the attacker succeeds in exploiting a vulnerability in a machine depends directly on the characteristics of that vulnerability, so the agent will not always get the same result.

### Actions available to the defender are:

- **Check status**
  
  The defender verifies whether the state of a node corresponds to that of its observation. If a node has been attacked, the probability of detecting it is proportional to the Base Score of the vulnerability of the attacked machine.

  \[
  \Pr [o_P(n_i) = 2 | s(n_i) = 2, \sigma = \text{check}] = \frac{BS}{(10^N)}
  \]
where $o_D(n_i)$ and $s(n_i)$ are the defender’s observation and the real state of the affected machine $n_i$ and $N$ is the total number of nodes in the network.

- **Isolate node**
  Deterministic action that completely isolates an exploited machine.

- **Send node to honeynet**
  Deterministic action that blocks all traffic between the affected machine and the main network and allows the node to communicate with the rest of the nodes in the honeynet (see Fig. 9). In our game, the goal of this action is to make the defender gain time to check the state of the rest of the network while the attacker scans and attacks the honeypots.

- **Move the flag**
  This action simulates the migration of critical services from one machine to another. The defender can try to perform this action if the objective host is not compromised according to its observation. Even though it is a deterministic action, if the machine has been attacked (the actual state of the node is 2 instead of the observed state 0), the action cannot be performed, but the defender can detect that the machine has been attacked with a probability equal to that used in the action Check status (19). Migration of services to multiple machines (flag splitting) is not considered.

Each countermeasure has been assigned a value that represents the total cost of carrying out that action. The countermeasures proposed in NICE [6] and those proposed in this paper are equivalent, so each action has been assigned the cost and intrusiveness of its equivalent measure. The action Check status has no equivalent in NICE, as it is not a countermeasure but a monitoring task, so it has been assigned a low cost and zero intrusiveness. The total cost of each measure, which takes into account the effect it has on the network and the resources needed to implement it, is obtained by adding its cost and intrusiveness, see Table 2. These costs have been defined in order to make the defender mitigate attacks by following an optimal strategy, thus minimizing the resources used.

For the attacker, the following actions are available:

- **Explore the topology**
  The attacker agent obtains the list of machines connected to those already attacked with Scope “Changed”, thus updating its observation.

- **Scan for vulnerabilities**
  This action scans the vulnerability of a machine from another machine with Scope “Changed”. If the action is viable, the probability of detecting a vulnerability is its Exploitability/10, which is in the range of 0 to 1. Once scanned, node status changes from 0 to 1.

- **Attack vulnerability**
  Attacker attempts to exploit one of the vulnerable machines from another with Scope “Changed”. The probability of compromising an explored machine is, again, proportional to the Exploitability of the vulnerability of that host: Exploitability/10. Once attacked, node status changes from 1 to 2.

Having presented all the actions, it is pertinent to return to the following idea: an attacker may decide to perform an action, but that does not mean that he succeeds in performing it. The pseudo-code presented in Algorithm 1 shows how an attacker action is executed. When carrying out an exploration or an attack, the intruder takes the set of neighboring nodes of the target machine $n_O \in V_A$ from the graph $G_A$. From that set it randomly chooses one of the nodes $n_A \in V_A$ with Scope “Changed” and tries to perform the action. If the edge between $n_O$ and $n_A$ does not exist in $G_G$, the attacker cannot use that connection to attack, so it removes the edge from its graph and selects another node. If the edge exists, a random number between 0 and 1 is generated and the Exploitability of the objective machine is divided by 10 to scale it to that range. Thus, the action succeeds if the random number is smaller than the scaled Exploitability, leading to a success probability of Exploitability/10.

### Table 2. Costs and intrusiveness of proposed countermeasures.

<table>
<thead>
<tr>
<th>Defender’s action</th>
<th>Intrusiveness</th>
<th>Cost</th>
<th>Total cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Check status</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Isolate node</td>
<td>4</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>Send node to honeynet</td>
<td>5</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>Move the flag</td>
<td>0</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

4) **THE OBJECTIVES**

The attacker’s main objective is to attack the flag machine and the defender’s main objective is to prevent this from happening. To do this, both players take actions sequentially until the attacker reaches the flag (the attacker wins) or cannot take any more actions (the defender wins).
Algorithm 1 Progress of an Attack

\begin{algorithm}
\caption{Progress of an Attack}
\begin{algorithmic}
\State \text{action, objective_node} \leftarrow \text{select_action(observe)}
\State \text{neighbors} \leftarrow \text{get_neighbors(objective_node, \(G_A\))}
\State \text{action_possible} \leftarrow \text{false}
\For {neighbor \in \text{neighbors}}
\State \text{if edge(objective_node, neighbor) \in \(E_G\)} then
\State \quad \text{action_possible} \leftarrow \text{true}
\State \quad \text{break}
\Else
\State \quad \text{remove_edge(objective_node, neighbor, \(G_A\))}
\EndIf
\EndFor
\If {\text{action_possible} == \text{true}}
\State \text{exploitability} \leftarrow \text{get_exploitability(objective_node)}
\State \text{random_number} \leftarrow \text{get_random_number(0, 1)}
\If {\text{exploitability}/10 \geq \text{random_number}}
\State \text{apply_action(action, objective_node)}
\EndIf
\EndIf
\end{algorithmic}
\end{algorithm}

5) THE REWARDS

The implementation of MuZero used poses two-player games as zero-sum games, automatically changing the sign of the opponent’s payoff. Therefore, each player, in addition to receiving the reward it is entitled to, is also penalized with the payoff obtained by the opponent. The aim of each agent is to maximize its own reward while minimizing its opponent’s, so secondary objectives beyond winning the game are specified by the design of the rewards.

In this work we have chosen to reward only the winner of the game at the end of it, giving a null reward to the rest of the actions. It must be taken into account that the game also ends after a certain number of moves, thus avoiding infinite games. Games that end by this criterion are considered a draw and neither player receives a reward. In order to train a defender capable of minimizing the effort required to mitigate the intrusion, the rewards shown in (20) have been implemented.

\[
\begin{align*}
    r_t &= \begin{cases} 
        T_I, & \text{winner = attacker} \\
        \max(0, MM - T_I - TC), & \text{winner = defender} \\
        0, & \text{otherwise}
    \end{cases} \\
    \text{(20)}
\end{align*}
\]

where \(T_I\) is the total impact caused by the attacker, \(MM\) is the maximum number of moves allowed before the end of the game and \(TC\) is the total cost of the implemented countermeasures.

The total impact is the sum of the impact of the exploited vulnerabilities multiplied by 10, thus making it of the same order of magnitude as the total cost of the countermeasures and, consequently, of the reward obtained by the defender. The total cost is computed by adding up the costs of all the countermeasures implemented by the defender, using the values listed in Table 2. This reward system not only recompense the agent for trying to finish the game, but also positively evaluates the attacker for compromising as many nodes as possible, thus encouraging it to explore as much of the network as possible.

B. DEVELOPMENT OF THE GAME

Fig. 10 shows the deployment and development of the game. This sequence of actions is repeated every time MuZero starts a game. In this figure it can be seen how the network implemented in Mininet is used to mirror on it the countermeasures applied by the defender. When training the model, the game is played entirely on the boards, but, optionally, MuZero can interact directly with the SDN controller.

Keep in mind that the physical infrastructure doesn’t change, but the connectivity does, and we take care to maintain the flows installed on the routers so that the connectivity matches the actual game board. We do checks to make sure the network and the game are in sync.

IV. EXPERIMENTAL DESIGN

This section presents the experiments performed and the results obtained for a relatively simple case study. In general terms, the experiments are based on defining a game
environment, training the model using MuZero and playing games between models with different number of training steps. The number of moves required by each player to win the game—the episode length—, the points obtained as a reward by the winner and the percentage of games won by each player have been chosen as the metrics to measure the performance of the players.

A. SOFTWARE COMPONENTS

- **Mininet [45]**: used to define within a single guest machine virtual networks consisting of Ethernet links, OpenFlow switches and Linux hosts connected to the switches. The network topology, as well as switch, link and host parameters can be specified via command line or Python [52] scripting.

- **Ryu [46]**: OpenFlow controller. Ryu is an environment for programming OpenFlow-based SDN networks. It can be seamlessly integrated with virtual topologies defined with Mininet, although its main function is to control physical OpenFlow switches. The controller is programmed in Python (the language in which Ryu itself is written), and Ryu provides facilities to implement REST API-based northbound interfaces [15].

- **MuZero General [53]**: an implementation of MuZero based on the pseudo-code provided in the original [8] article and written in Python. This implementation provides a suitable environment for training custom games written in Python and evaluating the performance of the obtained model.

Consequently, this work has been developed entirely in Python [52].

B. UNDERLYING PHYSICAL INFRASTRUCTURE

Unlike [7], the second objective of our work is to implement a system that can actually perform countermeasures in an SDN network. As mentioned above, we use SDN networks emulated in Mininet and the Ryu controller. A game board is defined over the real network, and the actions taken by the defender correspond to countermeasures implemented (using Ryu) as reconfigurations of the network switches. This setup has two main objectives:

- Bridging the gap between the purely theoretical game and its application in real SDN networks.

- Be the basis for more complex implementations obtained as a result of replacing or extending the functionalities of any of the blocks—the game, the controller or the simulation environment—individually.

The configurations of the network topology and the Ethernet links between the hosts and switches are defined, together with the initial game state, in two JSON files: `topology.json` and `graph.json`. The first one determines the OpenFlow switches used, the number of hosts deployed and to which switch each of them is connected. The second file determines the characteristics of each host: the IP and MAC addresses, the hosts it can communicate with and the vulnerability it presents; it also specifies which nodes are initially attacked and which of them is the flag.

The basic operation of our networks is based on the behavior of traditional Ethernet switches, as defined in the Ryu documentation [54]: when a packet arrives at a switch and does not match any of flows of that switch, a copy of the packet is send to the controller. The controller then orders to (1) perform a “flood”: a copy of the packet is sent through all ports except the one it was received on, and (2) install new flows on the switches in order to make forwarding straightforward in the future, without contacting the controller again. The result of this way of working is that the network allows all-to-all connectivity between hosts. At first it is not very efficient because the controller has to intervene to command the flooding, but the switches are gradually configured so that subsequent forwarding is done directly.

Once the network is built, additional flows are installed so that reachability is as determined by the configuration file. In parallel, the graphs corresponding to the game boards are created. It is worth mentioning that different network topologies can give rise to the same game graph, as these graphs do not depend on the network topology, but on the reachability.

Whereas the countermeasures have been implemented by Ryu, the attacks posed in the game should be understood as abstractions of the actions that an expert attacker would take and therefore are not mirrored in the network. The controller’s execution of the actions chosen by the defender is shown below:

- **Isolate node**
  Flows are installed in the switches that block all packets coming from or going to the IP address of the isolated machine.

- **Send node to honeynet**
  A switch in a honeynet is randomly selected and the controller removes all flows that blocked traffic between the nodes in that honeynet and the target machine. In addition, flows are installed on the main network switches that block traffic to and from that machine.

- **Check status**
  Currently, this action has not been implemented in the controller. In the future, an agent could be added to study the state of the nodes in the network and detect intruders with a tool such a Security Information and Event Management system (SIEM) [55].

- **Move the flag**
  This action is not implemented by the controller, because it is not capable of changing the IP and MAC addresses of a host—that is how the flag could be moved without actually migrating the service from one computer to another. In future work, the controller will be used to redirect the traffic to the new host once the addresses have been changed.

In a real configuration with a complex SDN and several control applications operating on it, a mechanism should
be put in place to avoid logical errors such as loops, black holes, rule overlapping, etc., like the one proposed in [56]. For simplicity we have not included it in our proof of concept.

C. HARDWARE USED

All experiments have been executed on a virtual machine with 20 vCPUs @2.2 GHz, 40 GB RAM and 2 NVIDIA Tesla M10 GPUs. The physical CPUs installed in the host server are two Intel Xeon Silver 4114. The hyperparameters related to MuZero can be found in Appendix A.

D. THE NETWORK AND THE GAME BOARD

We performed the experiments on a network with \( N = 12 \) hosts. Eight of them form the main network and are distributed over two switches, while the other four are part of a honeynet. The upper part of the Fig. 11 shows the actual network topology: solid lines represent Ethernet links and dashed lines are control connections between the controller and the switches, used to interchange OpenFlow messages. The lower part of the same figure represents the reachability network: with which other nodes each node can exchange traffic. The purple node is the first node attacked, and the node with dashed-dotted border is the flag. Table 3 shows the characteristics of the vulnerabilities of each machine.

As for the countermeasures that can be taken in this particular environment, it is important to know that:

- The flag can be migrated to any node in normal state in the core network, but not to a machine in the honeynet.
- Through the use of appropriate flows, any node can be logically moved from the main network to the honeynet.
- Any node in the network can be isolated.

TABLE 3. Vulnerabilities and connections of the studied case. The red row represents the attacked node and the green one corresponds to the flag.

<table>
<thead>
<tr>
<th>Node</th>
<th>BS</th>
<th>Expl.</th>
<th>Imp.</th>
<th>Scope</th>
<th>Neighbors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10.0</td>
<td>6.0</td>
<td>3.9</td>
<td>Changed</td>
<td>2, 3, 4, 5, 6, 7, 8</td>
</tr>
<tr>
<td>2</td>
<td>9.9</td>
<td>6.0</td>
<td>3.1</td>
<td>Changed</td>
<td>1, 3, 4, 5, 6, 7, 8</td>
</tr>
<tr>
<td>3</td>
<td>8.8</td>
<td>5.9</td>
<td>2.8</td>
<td>Unchanged</td>
<td>1, 2, 4, 5, 6, 7, 8</td>
</tr>
<tr>
<td>4</td>
<td>7.9</td>
<td>4.7</td>
<td>2.5</td>
<td>Changed</td>
<td>1, 2, 3, 5, 6, 7, 8</td>
</tr>
<tr>
<td>5</td>
<td>8.8</td>
<td>5.3</td>
<td>2.8</td>
<td>Changed</td>
<td>1, 2, 3, 4, 5, 6, 7, 8</td>
</tr>
<tr>
<td>6</td>
<td>7.6</td>
<td>4.7</td>
<td>2.8</td>
<td>Unchanged</td>
<td>1, 2, 3, 4, 5, 7, 8</td>
</tr>
<tr>
<td>7</td>
<td>6.7</td>
<td>5.5</td>
<td>1.2</td>
<td>Changed</td>
<td>1, 2, 3, 4, 5, 6, 8</td>
</tr>
<tr>
<td>8</td>
<td>9.6</td>
<td>6.0</td>
<td>2.8</td>
<td>Changed</td>
<td>1, 2, 3, 4, 5, 6, 7</td>
</tr>
<tr>
<td>9</td>
<td>6.8</td>
<td>4.2</td>
<td>2.5</td>
<td>Unchanged</td>
<td>10, 11, 12</td>
</tr>
<tr>
<td>10</td>
<td>7.1</td>
<td>4.2</td>
<td>2.8</td>
<td>Unchanged</td>
<td>9, 11, 12</td>
</tr>
<tr>
<td>11</td>
<td>7.6</td>
<td>4.7</td>
<td>2.8</td>
<td>Unchanged</td>
<td>9, 10, 12</td>
</tr>
<tr>
<td>12</td>
<td>10.0</td>
<td>6.0</td>
<td>3.9</td>
<td>Changed</td>
<td>9, 10, 11</td>
</tr>
</tbody>
</table>

E. RESULTS

We have carried out five train-and-play sets of experiments, each one with a different random seed. In each set, the models obtained after \( 10^3 \), \( 10^4 \), and \( 10^5 \) training steps have been saved. MuZero trains both agents at the same time by self-play, so three attackers and three defenders of different levels have been obtained for each of the seeds. Then, 100 games have been played for each of the nine combination between defenders and attackers of different levels. Therefore, 900 games were played for each training seed, 4500 in total. Using the available resources, training each of the models for \( 10^5 \) training steps required more than 7 hours.

Table 4 shows the means and medians of the rewards earned by the agents and the lengths of the episodes won by each agent, for each batch of 100 games. The winning percentage (WP) of both players is also displayed. Each batch has been started with the same seed.

Prior to analyze the development of the agents, it is noteworthy that it seems to be a bias in the design of the game towards the defender, since in those games where the \( 10^3 \) training steps attacker faces a defender with that same amount of training steps, the defender usually wins. That imbalance starts to disappear as the agents are trained: after \( 10^4 \) training steps, the difference between the winning ratios of the players tends to decrease. Finally, attacker wins most of the games played between the agents trained with \( 10^5 \) steps.

Regarding the attacker, by comparing the results of the games played between the defender trained with \( 10^3 \) steps and the different attackers (first, fourth and seventh rows of the results of each seed) we can conclude that, in general, the points obtained by the attacker increase and the episode length decreases as the attacker gets additional training steps. In other words, the attacker is not only able to compromise as many hosts as possible, but it also attacks the flag following a more precise strategy. Seed A shows a small increase in the number of games won by the defender when comparing the performance of an attacker trained with \( 10^4 - 10^5 \) steps against the least trained defender, but more tests should be performed in order to ensure that the difference is statistically significant.
### TABLE 4. Results of 4500 games between different attackers (A) and defenders (D) obtained from five independent trainings.

<table>
<thead>
<tr>
<th>Training steps</th>
<th>Mean A</th>
<th>Mean D</th>
<th>Median A</th>
<th>Median D</th>
<th>Mean A</th>
<th>Median A</th>
<th>Mean D</th>
<th>Median D</th>
<th>WP (%) A</th>
<th>WP (%) D</th>
</tr>
</thead>
<tbody>
<tr>
<td>A  10^3</td>
<td>10^3</td>
<td>0.00</td>
<td>0.0</td>
<td>119.0</td>
<td>119.0</td>
<td>0.1</td>
<td>88.0</td>
<td>110.0</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>A  10^4</td>
<td>10^4</td>
<td>20.28</td>
<td>0.0</td>
<td>84.56</td>
<td>-</td>
<td>88.0</td>
<td>18.0</td>
<td>88.0</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>A  10^5</td>
<td>10^5</td>
<td>127.44</td>
<td>133.5</td>
<td>25.08</td>
<td>-</td>
<td>17.0</td>
<td>100.0</td>
<td>17.0</td>
<td>9.0</td>
<td></td>
</tr>
<tr>
<td>A  10^6</td>
<td>10^6</td>
<td>72.78</td>
<td>64.5</td>
<td>63.44</td>
<td>113.0</td>
<td>46.0</td>
<td>113.0</td>
<td>18.1</td>
<td>9.1</td>
<td></td>
</tr>
<tr>
<td>A  10^7</td>
<td>10^7</td>
<td>67.64</td>
<td>111.20</td>
<td>50.36</td>
<td>15.40</td>
<td>20.0</td>
<td>11.0</td>
<td>11.0</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>A  10^8</td>
<td>10^8</td>
<td>54.33</td>
<td>110.40</td>
<td>43.00</td>
<td>28.97</td>
<td>35.0</td>
<td>17.0</td>
<td>49.0</td>
<td>8.9</td>
<td></td>
</tr>
<tr>
<td>A  10^9</td>
<td>10^9</td>
<td>123.00</td>
<td>0.0</td>
<td>51.27</td>
<td>72.00</td>
<td>52.0</td>
<td>56.0</td>
<td>91.4</td>
<td>4.9</td>
<td></td>
</tr>
<tr>
<td>A  10^10</td>
<td>10^10</td>
<td>129.49</td>
<td>30.00</td>
<td>57.44</td>
<td>52.60</td>
<td>52.0</td>
<td>49.0</td>
<td>89.0</td>
<td>5.0</td>
<td></td>
</tr>
<tr>
<td>A  10^11</td>
<td>10^11</td>
<td>125.94</td>
<td>116.00</td>
<td>138.0</td>
<td>141.5</td>
<td>50.96</td>
<td>14.0</td>
<td>48.0</td>
<td>6.0</td>
<td></td>
</tr>
<tr>
<td>Seed B  10^3</td>
<td>10^3</td>
<td>34.26</td>
<td>0.0</td>
<td>69.71</td>
<td>-</td>
<td>69.0</td>
<td>0.2</td>
<td>82.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>Seed B  10^4</td>
<td>10^4</td>
<td>73.84</td>
<td>81.0</td>
<td>41.76</td>
<td>-</td>
<td>33.0</td>
<td>0.0</td>
<td>97.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>Seed B  10^5</td>
<td>10^5</td>
<td>100.60</td>
<td>115.0</td>
<td>30.76</td>
<td>-</td>
<td>25.0</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>Seed B  10^6</td>
<td>10^6</td>
<td>50.88</td>
<td>54.39</td>
<td>76.38</td>
<td>51.63</td>
<td>69.0</td>
<td>41.0</td>
<td>16.5</td>
<td>54.0</td>
<td></td>
</tr>
<tr>
<td>Seed B  10^7</td>
<td>10^7</td>
<td>60.42</td>
<td>90.47</td>
<td>75.00</td>
<td>28.79</td>
<td>83.0</td>
<td>23.0</td>
<td>12.7</td>
<td>77.0</td>
<td></td>
</tr>
<tr>
<td>Seed B  10^8</td>
<td>10^8</td>
<td>43.25</td>
<td>109.79</td>
<td>46.83</td>
<td>24.90</td>
<td>32.0</td>
<td>11.0</td>
<td>12.7</td>
<td>77.0</td>
<td></td>
</tr>
<tr>
<td>Seed B  10^9</td>
<td>10^9</td>
<td>100.74</td>
<td>49.00</td>
<td>41.23</td>
<td>58.60</td>
<td>36.0</td>
<td>49.0</td>
<td>91.5</td>
<td>5.0</td>
<td></td>
</tr>
<tr>
<td>Seed B  10^10</td>
<td>10^10</td>
<td>97.70</td>
<td>73.00</td>
<td>39.73</td>
<td>31.27</td>
<td>34.0</td>
<td>23.0</td>
<td>83.1</td>
<td>15.0</td>
<td></td>
</tr>
<tr>
<td>Seed C  10^3</td>
<td>10^3</td>
<td>31.38</td>
<td>0.0</td>
<td>73.32</td>
<td>-</td>
<td>70.0</td>
<td>0.0</td>
<td>68.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>Seed C  10^4</td>
<td>10^4</td>
<td>65.55</td>
<td>80.0</td>
<td>49.37</td>
<td>-</td>
<td>33.0</td>
<td>0.0</td>
<td>87.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>Seed C  10^5</td>
<td>10^5</td>
<td>98.15</td>
<td>110.5</td>
<td>29.06</td>
<td>-</td>
<td>22.0</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>Seed C  10^6</td>
<td>10^6</td>
<td>25.00</td>
<td>39.54</td>
<td>84.00</td>
<td>64.30</td>
<td>84.0</td>
<td>59.0</td>
<td>1.5</td>
<td>57.0</td>
<td></td>
</tr>
<tr>
<td>Seed C  10^7</td>
<td>10^7</td>
<td>64.09</td>
<td>66.5</td>
<td>52.09</td>
<td>-</td>
<td>43.0</td>
<td>0.0</td>
<td>88.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>Seed C  10^8</td>
<td>10^8</td>
<td>101.51</td>
<td>117.5</td>
<td>26.24</td>
<td>-</td>
<td>17.0</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>Seed C  10^9</td>
<td>10^9</td>
<td>101.83</td>
<td>64.33</td>
<td>34.02</td>
<td>41.67</td>
<td>34.0</td>
<td>27.0</td>
<td>91.9</td>
<td>9.0</td>
<td></td>
</tr>
<tr>
<td>Seed C  10^10</td>
<td>10^10</td>
<td>110.02</td>
<td>95.33</td>
<td>37.44</td>
<td>20.78</td>
<td>34.0</td>
<td>5.0</td>
<td>90.9</td>
<td>9.0</td>
<td></td>
</tr>
<tr>
<td>Seed D  10^3</td>
<td>10^3</td>
<td>35.45</td>
<td>15.0</td>
<td>67.72</td>
<td>-</td>
<td>59.0</td>
<td>0.0</td>
<td>69.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>Seed D  10^4</td>
<td>10^4</td>
<td>130.64</td>
<td>134.0</td>
<td>27.40</td>
<td>-</td>
<td>21.0</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>Seed D  10^5</td>
<td>10^5</td>
<td>131.12</td>
<td>133.0</td>
<td>24.92</td>
<td>-</td>
<td>20.0</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>Seed D  10^6</td>
<td>10^6</td>
<td>85.50</td>
<td>55.50</td>
<td>67.95</td>
<td>55.85</td>
<td>62.0</td>
<td>41.0</td>
<td>42.6</td>
<td>26.0</td>
<td></td>
</tr>
<tr>
<td>Seed D  10^7</td>
<td>10^7</td>
<td>60.81</td>
<td>106.92</td>
<td>34.13</td>
<td>26.90</td>
<td>21.0</td>
<td>13.0</td>
<td>32.6</td>
<td>63.0</td>
<td></td>
</tr>
<tr>
<td>Seed D  10^8</td>
<td>10^8</td>
<td>42.67</td>
<td>123.71</td>
<td>24.00</td>
<td>19.00</td>
<td>16.0</td>
<td>9.0</td>
<td>30.2</td>
<td>62.0</td>
<td></td>
</tr>
<tr>
<td>Seed D  10^9</td>
<td>10^9</td>
<td>114.88</td>
<td>58.50</td>
<td>47.33</td>
<td>36.50</td>
<td>47.0</td>
<td>28.0</td>
<td>90.4</td>
<td>9.0</td>
<td></td>
</tr>
<tr>
<td>Seed D  10^10</td>
<td>10^10</td>
<td>114.49</td>
<td>87.08</td>
<td>47.23</td>
<td>27.00</td>
<td>42.0</td>
<td>9.0</td>
<td>75.4</td>
<td>24.0</td>
<td></td>
</tr>
<tr>
<td>Seed E  10^3</td>
<td>10^3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>Seed E  10^4</td>
<td>10^4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>Seed E  10^5</td>
<td>10^5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>Seed E  10^6</td>
<td>10^6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>Seed E  10^7</td>
<td>10^7</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.0</td>
<td></td>
</tr>
</tbody>
</table>
Similar results are observed when we compare the performance of different attackers intruding a network defended by an agent trained with $10^4$ steps: longer trainings usually lead to bigger rewards for the attacker and shorter episodes. In some cases, the attacker with $10^4$ training steps seems to perform better than the one with more steps. As for the attacker’s goals, there is a trade-off between reaching the flag as soon as possible (lower reward but fewer moves) and compromising as many computers as possible (higher reward but more moves and a high possibility of not winning the game thus obtaining a negative reward). That said, these differences could be the consequence of the attacker preferring to obtain a lower reward in order to ensure winning the game.

The improvement of the attacker with additional training steps can also be observed by comparing the results it obtained against the defender trained with $10^5$ steps: while the less trained intruder is completely unable to reach the flag, the more trained one (with $10^5$ training steps) wins most of the games in a few moves. The same could be said for improving the efficiency of the “intelligent” defender, which is the main objective of this work. It can be clearly seen that, when facing an attacker of a certain level against different defenders, those defenders with longer training achieve better performance figures: better scores, shorter games and a higher percentage of games won in all analyzed cases.

Finally, we would like to highlight that, although the quantitative results shown in Table 4 depend on the seed, the evolution shown by the agents is similar in all cases and the results of the final games—played between agents trained with $10^5$ steps—are remarkably consistent.

V. CONCLUSION AND FUTURE WORK

In this paper we have presented an implementation of an intelligent system trained by MuZero that is able to mitigate intrusions in SDN networks in an autonomous way. The interaction between the attacker and the defender has been posed as a partially observed Markov game and the countermeasures have been implemented in an OpenFlow-based SDN using the Ryu controller.

The results presented in Section IV indicate that a defender sufficiently trained may be successful at choosing an appropriate intrusion mitigation strategy. Similarly, a well trained attacker may be successful evading the countermeasures of the defender. The case study presented here is based on a relatively small network, but it can be easily adapted to work with different network topologies. We consider that the obtained results are highly satisfactory, taking into account that we have posed this problem as a stochastic game and neither the MuZero algorithm itself nor the used implementation have been designed to train agents in this kind of games. We believe that better results could be obtained with a modified version of MuZero designed to play non-deterministic games, which we leave as a possible line of future research.

A defender trained using this game could be integrated with intrusion detection and host state monitoring systems. Thus, once an attack is detected, the trained model could be used to autonomously apply the countermeasures required to mitigate the intrusion. A possible application of this implementation is the response to zero-day attacks.

Moreover, the work presented in this article can easily be applied to other network configurations. For instance, if the network presents a sub network which has a high probability of being attacked—maybe because it is accessible for external users—, the option of migrating the flag to one of those servers should be removed. In conclusion, the game is able to represent several scenarios with minor modifications.

Nevertheless, larger and more complex networks, or an increase in the number of available actions, would generate game environments that agents would find difficult to deal with unless models are trained over a much larger number of steps. These complex environments would require extensive tuning of MuZero and an increase in the computational resources required. A scalability study should be performed in a high-performance computing (HCP) platform.

APPENDIX A

HYPERPARAMETERS

See Table 5.
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TABLE 5. Hyperparameters selection used in all trainings.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discount</td>
<td>0.997</td>
</tr>
<tr>
<td>TD steps</td>
<td>150</td>
</tr>
<tr>
<td>Replay buffer size</td>
<td>$1 \cdot 10^5$</td>
</tr>
<tr>
<td>Batch size</td>
<td>250</td>
</tr>
<tr>
<td>Unroll steps</td>
<td>5</td>
</tr>
<tr>
<td>MuZero Reanalyze</td>
<td>Enabled</td>
</tr>
<tr>
<td>Network type</td>
<td>fully connected</td>
</tr>
<tr>
<td>Encoding size</td>
<td>256</td>
</tr>
<tr>
<td># of representation layers</td>
<td>32</td>
</tr>
<tr>
<td># of dynamics layers</td>
<td>32</td>
</tr>
<tr>
<td># of reward layers</td>
<td>16</td>
</tr>
<tr>
<td># of value layers</td>
<td>16</td>
</tr>
<tr>
<td># of policy layers</td>
<td>16</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam [57]</td>
</tr>
<tr>
<td>Initial learning rate</td>
<td>$4 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>Decay rate</td>
<td>0</td>
</tr>
<tr>
<td>L2 reg. weight</td>
<td>$1 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>Simulations</td>
<td>75</td>
</tr>
<tr>
<td>Dirichlet $\alpha$</td>
<td>0.25</td>
</tr>
<tr>
<td>Exploration factor</td>
<td>0.3</td>
</tr>
<tr>
<td>pUCT $c_1$</td>
<td>1.25</td>
</tr>
<tr>
<td>pUCT $c_2$</td>
<td>19652</td>
</tr>
<tr>
<td>Temperature</td>
<td>1.0</td>
</tr>
</tbody>
</table>
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