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ABSTRACT:  The argument from inductive risk is considered to be one of the strongest challenges for val-
ue-free science. A great part of its appeal lies in the idea that even an ideal epistemic agent—the “perfect sci-
entist” or “scientist qua scientist”—cannot escape inductive risk. In this paper, I scrutinize this ambition by 
stipulating an idealized Bayesian decision setting. I argue that inductive risk does not show that the “perfect 
scientist” must, descriptively speaking, make non-epistemic value-judgements, at least not in a way that under-
mines the value-free ideal. However, the argument is more successful in showing that there are cases where the 
“perfect scientist” should, normatively speaking, use non-epistemic values. I also show that this is possible with-
out creating problems of illegitimate prescription and wishful thinking. Thus, while inductive risk does not re-
fute value-freedom completely, it still represents a powerful critique of value-free science.
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RESUMEN:  El argumento del riesgo inductivo se considera uno de los retos más fuertes a la ciencia libre de va-
lores. Gran parte de su atractivo reside en la idea de que incluso un agente epistémico ideal—el “científico perfecto” o 
el “científico qua científico”—no puede evitar el riesgo inductivo. En este trabajo, examino esta idea estipulando un 
marco de decisión bayesiano idealizado. Argumento que el riesgo inductivo no muestra que el “científico perfecto“ 
deba, en un sentido descriptivo, hacer juicios evaluativos no epistémicos, al menos no de manera que socave el ideal 
de la ciencia libre de valores. Sin embargo, el argumento tiene más éxito en mostrar que hay casos en los que el “cien-
tífico perfecto” debería, en un sentido normativo, usar valores no epistémicos. También muestro que esto sin posible 
sin crear problemas de prescripciones ilegítimas y pensamiento desiderativo. Así, aunque el riesgo epistémico no re-
fute completamente el ideal de la ciencia libre de valores, sí representa una poderosa crítica a este ideal.
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1.  Introduction

For a long time, philosophers maintained that science can and should be value-free. In re-
cent years, however, this value-free ideal (VFI) dramatically lost support (Biddle, 2013; 
Douglas, 2016; Elliott & Steel, 2017; Holman & Wilholt, 2022). Many specialists in sci-
ence and values today reject value-freedom, either as a possibility (Wilholt, 2009; Bid-
dle & Winsberg, 2010; Winsberg, 2012) or as an ideal (Douglas, 2009; Steel, 2016a; Elli-
ott, 2011). One of the most salient arguments in this regard is the argument from inductive 
risk (AIR). From AIR’s perspective, science is a sequence of decisions under epistemic risk. 
When the consequences of these decisions reach beyond science, AIR claims, scientists can-
not or should not remain value-free. What is more, AIR promises to refute value-freedom 
in principle. As inductive risk is part of “the scientific method as such” (Rudner, 1953, p. 2), 
the idea goes, VFI fails even for the “perfect scientists—the scientist qua scientist” (ibid.).

In this paper, I scrutinize exactly this ambition: does AIR refute value-freedom even 
under the “VFI-friendly” assumption of a “perfect scientist”? I begin by introducing VFI 
and its conceptual restrictions (sect. 2.1). I also present two reasons why value-freedom 
may be appealing in the first place, the argument from prescription (APr) and the argument 
from wishful thinking (AWT) (sect. 2.2). In the third section, I introduce AIR (sect. 3.1) 
and develop a Bayesian decision setting in which an ideal agent—the “perfect scientist”—
maximizes the expected utility of a given scientific decision (sect. 3.2). In the fourth sec-
tion, I use the idealized setting to scrutinize whether the “perfect scientist” is forced, de-
scriptively speaking, to make non-epistemic value-judgements (sect. 4.1). I conclude that 
this is not the case, at least not in a way that refutes VFI. However, AIR is more success-
ful in showing that the “perfect scientist” should, normatively speaking, sometimes use 
non-epistemic values (sect. 4.2). In the fifth section, I discuss how this is possible while 
avoiding prescriptiveness (sect. 5.1) and wishful thinking (sect. 5.2). I argue that, while APr 
and AWT rightfully warn against problematic ways of using values, these concerns can be 
countered by taking certain measures. In the conclusion, I discuss the objection that my 
idealized setting is practically irrelevant (sect. 5). I argue that this impression is false and 
that, quite on the contrary, my idealized approach helps to elaborate something that may 
be called epistemic legitimacy: a set of rules that should govern the use of values not only in 
an idealized setting, but also in actual science.

2.  What is value-freedom and why would we want it?

2.1.  Value-freedom: definition and restrictions

The version of the value-free ideal (VFI for short) that I discuss in this paper comprises a 
normative and a descriptive claim, as well as four restrictions that clarify the scope of these 
claims. The first claim, VFInorm, describes value-freedom as a regulative ideal:

VFInorm � Scientists should, as much as possible, avoid significant non-epistemic value-judg-
ments when making genuinely scientific choices.

While some authors have focused on this normative part (e.g. Dorato, 2004; Douglas, 
2009, chap. 3; Betz, 2013; Bueter, 2015), others have treated VFI as partially descriptive. 



https://doi.org/10.1387/theoria.22795� 183

Inductive risk: does it really refute value-freedom?

For these authors, VFI not only claims that scientists should be value-free, but also that 
they can be value-free (e.g. Biddle & Winsberg, 2010; Biddle, 2013; Reiss & Sprenger, 
2020). I here follow this twofold interpretation, mostly because the normative and the 
descriptive part are connected via ought-implies-can (Kitcher, 2011, p. 31; Biddle, 2013, 
p. 131). I refer to the descriptive part as VFIdesc:

VFIdesc � Scientists can, at least in principle, avoid significant non-epistemic value-judgments 
when making genuinely scientific choices.

As we shall see later, inductive risk challenges the two claims in different ways. To show 
this, we need to consider VFI’s restrictions (see e.g. Weber, 1949; Rudner, 1953; Reichen-
bach, 1961; Kuhn, 1977; McMullin, 1982; Lacey, 1999; Dorato, 2004; Douglas, 2009; 
Reiss & Sprenger, 2020):

VFI-R1  VFI applies only to non-epistemic values.
VFI-R2  VFI applies only to genuinely scientific decisions.
VFI-R3  VFI applies only to significant value-judgments.
VFI-R4  VFI applies only to value-freedom in principle.

Critics have argued that these restrictions, particularly VFI-R1 and VFI-R2, are analytically 
implausible or practically infeasible (e.g. Longino, 1996; Machamer & Douglas, 1999; 
Putnam, 2002; Dupré, 2007; Bueter, 2015; De Melo-Martin & Intemann, 2016). For the 
scope of this paper, however, I accept these restrictions. I do so not because I think that 
critiques of VFI-R1–VFI-R4 are irrelevant, but because I think that inductive risk is phil-
osophically interesting exactly because it challenges value-freedom even under assumptions 
that are favorable for value-freedom. That is, if AIR defeats VFI even if we stipulate “VFI-
friendly” (and perhaps counter-factual) conditions, then this would emphasize the gravity 
of inductive risk. Hence, while I do not engage in debates about VFI-R1–VFI-R4 here, I do 
contend that these restrictions are useful to study the strengths—and the limits—of in-
ductive risk.

Let us therefore look into these restrictions. VFI-R1 limits VFI to non-epistemic (e.g. 
ethical) values, but permits epistemic values such as explanatory power, scientific fruitful-
ness, or other values that may foster the attainment of truth (Kuhn, 1977; Steel, 2010). 
Later in this paper, I will refer to such values as scientific utilities (Hempel, 1981). A scien-
tific choice will, e.g., have a high scientific utility if it unifies a research field or enables new 
lines of study, and a low scientific utility if it leads scientists to accept falsehoods or miss 
important truths (Steel, 2016a; Wilholt, 2016). The next restriction, VFI-R2, limits VFI to 
the “heart of the research process” (Douglas, 2009, p. 45), i.e. to those activities that justify 
a research finding qua truth claim (Weber, 1949; Reichenbach, 1961; Hoyningen-Huene, 
2006). This includes activities such as hypothesis assessment, model choice or data collec-
tion, but excludes obviously value-laden parts such as agenda-setting, real-world applica-
tions and ethical boundary conditions (Douglas, 2009; Biddle, 2013; Reiss & Sprenger, 
2020). VFI-R3 limits VFI to decisions that significantly impact final results, e.g. by turning 
a hypothesis acceptance into a rejection. This makes sure that, if we are to refute VFI, we 
need an argument that shows how values make an actual difference (rather than an argu-
ment that “exaggerates the influence of social values”, Parker, 2014, p. 27).
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VFI-R4 is crucial for my analysis of inductive risk. This restriction implies that VFIdesc 
cannot be refuted by showing that scientists de facto fail to be value-free, but only by show-
ing that they cannot be value-free in principle. I assume VFI-R4 for three reasons. First, 
it played a crucial role when inductive risk was originally introduced (Rudner, 1953) 
(sect. 3.1). Second, VFI-R4 mirrors parts of the recent debate: Reiss & Sprenger (2020) de-
scribe VFIdesc as the claim that scientists can “at least in principle” (ibid.) refrain from mak-
ing value judgements; Kitcher (2011) takes proponents of value-freedom to claim that 
scientists should “in principle” (ibid., p. 33) report only the evidence; and Ruphy (2006) 
holds that philosophically interesting critiques of value-freedom are “not only about what 
doesn’t happen in practice in science, [but] about what cannot happen even in principle” 
(ibid., p. 192, orig. italics). Third, the de facto value-ladenness of science has long been con-
ceded by defenders of VFI. The point is that “[p]roponents of [VFI] may grant that per-
fectly value-neutral results are never or very rarely obtained in the actual development of 
science, for all that, value-neutrality remains the aim” (Ruphy 2006, p. 192) (see also We-
ber, 1949, p. 9; Popper, 1976, p. 97; Koertge, 2000, p. S53). Yet this classic defense presup-
poses that value-freedom can be achieved at least under idealized assumptions. The ques-
tion, then, is whether inductive risk really shows that value-freedom fails in principle.

2.2.  Value-freedom: underlying motivation

But why should we be interested in value-freedom in the first place? In this context, Hol-
man & Wilholt (2022) use the metaphor of “Weber’s fence”. They argue that champions 
of value-freedom such as Max Weber had relevant reasons to set up a rule, or a “fence”, that 
shields science from inacceptable value influences, and that we should not tear down this 
“fence” without considering the concerns behind it (see also Proctor, 1991). De Melo-Mar-
tin & Intemann (2016) discuss two such motivations: the political concern that “the use 
of contextual values in scientific reasoning allows scientists to impose their personal value 
judgments on others” (ibid., p. 503); and the epistemic concern that value-laden science 
may imply that scientists “accept theories about ‘how they wished the world to be’ rather 
than ‘how the world really is’” (ibid., p. 502). I refer to the first concern as argument from 
prescription (or APr) and the second as the argument from wishful thinking (or AWT).

Versions of APr have been discussed by Weber (1958), Du Bois (1935), and more re-
cently by Bright (2018), Betz (2013), De Melo-Martin & Intemann (2016), Intemann 
(2015), or John (2015; 2019). One way to reconstruct APr goes like this: real-world de-
cision-making often relies on science, be it on an individual level, e.g. regarding a person’s 
medical choices, or on a collective level, say in climate policy or substance regulation. The 
worry is that, if science would depend on non-epistemic values, scientists would effectively 
prescribe these decisions. This may violate democratic norms: “to the extent that scientists 
make value judgments, there are concerns that their values will be undemocratically privi-
leged” (Intemann, 2015, p. 218). The concern can also be expressed as a matter of subjec-
tive freedom. Here, the worry is that individuals should be able to freely pursue their ver-
sion of the good life, and that, to the degree that they depend on science to do so, “personal 
autonomy would be jeopardized if scientific findings […] were soaked with moral assump-
tions” (Betz, 2013, p. 207).

Elaborating this a bit further, I suggest that APr is the claim that value-laden science 
places an illegitimate constraint on the decision space of extra-scientific agents. I suggest 



https://doi.org/10.1387/theoria.22795� 185

Inductive risk: does it really refute value-freedom?

that such a constraint is illegitimate if and only if the constraint is relevant (eliminating de-
cision options that the agents may actually take interest in), external (lacking the agents’ ex-
plicit or implicit consent) and normative (resulting from scientists’ non-epistemic values). 
The underlying principle is best described as the norm of autonomy, which I take to in-
clude both democratic and personal autonomy. APr then reads:

1.	 Extra-scientific agents often rely on science to determine their action plans.
2.	 Value-laden science constrains the decision space of those agents in a relevant, ex-

ternal and normative way.
3.	 Such constraints violate the principle of autonomy.
4.	 Observing VFInorm is the only (or at least the best) available way to avoid this viola-

tion.
5.	 Therefore, VFInorm is valid.

Proceeding to AWT, precursors of this concern can be traced back to Bacon’s Novum Or-
ganum (book I, § 39-46) or Hume’s Treatise of Human Nature (book III, part I, sect. I). In 
the recent debate, AWT has been addressed both by critics (e.g. Douglas, 2009, chap.  3; 
Brown, 2013; De Melo-Martin & Intemann, 2016) and defenders (e.g. Koertge, 2000; 
Haack, 2003) of value-freedom. AWT claims that “propositions about what states of af-
fairs are desirable or deplorable [cannot] be evidence that things are, or are not, so” (Haack, 
2003, p. 13, orig. italics). As science is to inform us about actual rather than desirable states 
of affairs, it seems to follow that science should be value-free. This reasoning stems from a 
principle called no-is-from-ought, the “mirror image” (Jones, 1999, p. 894) of Hume’s fa-
mous law. Interestingly, however, current discussions of AWT rarely take up insights from 
meta-ethics (Schurz, 1997; Pidgen, 2016). Closing this gap, I suggest that AWT claims 
that an ought-is inference is logically invalid if and only if its descriptive conclusion is di-
rect (derived exclusively from normative premises), non-vacuous (a substantial implication 
of the normative premises) and not semantically entailed (not hidden the semantics of the 
normative premises). AWT then reads:

1.	 Scientific choices should be truth-conducive.
2.	 Making a scientific choice dependent on non-epistemic values is a direct, non-vacu-

ous and not semantically entailed inference from an ought-claim to an is-claim.
3.	 Inferences of such kind violate no-is-from-ought.
4.	 Observing VFInorm is the only (or at least the best) available way to avoid this viola-

tion.
5.	 Therefore, VFInorm is valid.

Now, critics of value-freedom can either reject APr and AWT straightforwardly, or they 
can accept these arguments in general, but claim that they apply only to some rather than 
all ways of using values in science. It is my impression that the second strategy reflects 
the standard view regarding APr, whereas critics are split regarding AWT. Some seem to 
claim that this concern is somewhat exaggerated (e.g. Brown, 2013; De Melo-Martin & 
Intemann, 2016), whereas others hold that wishful thinking is a real problem if not 
properly addressed (e.g. Douglas, 2009; Wilholt, 2009). In this paper, I will only con-
sider the latter strategy. I do so because, for one, I believe that AWT has a strong prima 
facie plausibility and, for another, those who reject AWT tend to rely on arguments 
other than AIR (De  Melo-Martin & Intemann, 2016). However, as my aim is to scru-
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tinize inductive risk rather than to find alternative ways to attack VFI, I will not engage 
with these debates.

3.  Inductive risk challenges value-freedom

3.1.  The argument from inductive risk

Let us now discuss the argument from inductive risk (AIR for short). Apart from early pre-
cursors in scholasticism (Schuessler, 2019) or Blaise Pascal (see also James, 1912), AIR 
emerged in the middle of the past century (Churchman, 1948; Rudner, 1953; Hempel, 
1965) and was later reintroduced by Heather Douglas (2000; 2009). The argument’s lo-
cus classicus is a short article by Richard Rudner (1953). Rudner started by expressing his 
discontent with popular critiques of value-freedom. These critiques, he claimed, either ar-
gue that truth is itself a value, or that values are needed in scientific agenda-setting, or that 
scientists are imperfect human beings (ibid., p. 1). We can easily see that, unless one re-
jects VFI’s restrictions (sect. 2.1), none of this refutes value-freedom. In particular, the fact 
that science is de facto value-laden does not imply that this must be so in principle (VFI-R4). 
Rudner found this unsatisfying, for as long as values “have not been shown to be involved 
in the scientific method as such” (ibid., p. 2), it still stands that “[t]he perfect scientist—
the scientist qua scientist—does not allow this kind of value judgment” (ibid.). Rudner ac-
knowledged that such a “perfect scientist” was nowhere to be found in reality (ibid., p. 4); 
yet he believed that this idealization was the adequate touchstone for his argument. Hence, 
Rudner’s question (which is also the starting point of my own approach, sect. 3.2), was es-
sentially counter-factual: if there were such a thing as an ideal epistemic agent, would this 
agent make non-epistemic judgements when making genuinely scientific decisions?

Rudner believed that the answer to this question is “yes”. He argued that the scientific 
method intrinsically involves that “the scientist as scientist accepts or rejects hypotheses” 
(ibid., p. 2). However, “no scientific hypothesis is ever completely verified” (ibid.). As there 
is no certainty in science, and as there is no science without hypothesis evaluation, “the 
scientist must make the decision that the evidence is sufficiently strong” (ibid.) before ac-
cepting a hypothesis. Rudner argued that the only way to determine “how strong is ‘strong 
enough’” (ibid.) is to weigh the potential consequences of error. When the consequences 
concern extra-scientific goods, say public health, values are needed to determine how much 
evidence is needed. Therefore, Rudner argued, hypothesis evaluation is “a function of the 
importance, in the typically ethical sense, of making a mistake” (ibid., orig. italics).

Rudner’s reasoning has later been refined and generalized in several ways. First, re-
cent contributions tend to differentiate between a normative version of AIR, i.e. one that 
attacks VFInorm, and a descriptive version, i.e. one that attacks VFIdesc (Betz, 2013; Steel, 
2016a)1. Second, today’s versions typically address not only hypothesis assessment, but also 
other genuinely scientific activities such as model choice or data interpretation (Douglas, 
2000; Elliott, 2011; Wilholt, 2013; Biddle & Kukla, 2017). And third, some current inter-

1	 De Melo-Martin & Intemann (2016) suggest that AIR may claim that non-epistemic values are nec-
essary in a logical, epistemic, pragmatic, or ethical sense. As far as I can see, the first two readings are in-
stances of the descriptive reading, while the latter two are instances of the normative reading. 
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pretations of AIR address not only the consequences of erroneous scientific decision, but 
also of correct or suspended decisions (Wilholt, 2009; Wilholt, 2013; Steel, 2016a; Steel, 
2016b). Taking up these developments, I interpret AIR in such a way that it includes both 
a normative and descriptive branch; also, I take AIR to address any genuinely scientific de-
cision that significantly impacts the final results of a scientific study (similar to Biddle & 
Kukla, 2017)2; finally, I take AIR to address not only the consequences of error, but also 
those of truth, missed truth and averted error (similar to Wilholt, 2009) (see sect. 3.2).

AIR, then, is the claim that scientific decisions made by an ideal epistemic agent must, 
or should, include non-epistemic values if and only if these decisions are underdetermined 
(involving relevant uncertainty), unavoidable (forced upon the agent) and momentous 
(having potential consequences for ethically relevant extra-scientific goods). AIR thus 
reads:

1.	 An ideal epistemic agent cannot avoid making underdetermined scientific choices.
2.	 To make these choices, the agent must specify evidential thresholds.
3.	 If the choice is momentous via its potential consequences for ethically relevant ex-

tra-scientific goods, the agent cannot or should not (or both) specify the evidential 
threshold without considering non-epistemic values.

4.	 Therefore, if underdetermination, unavoidability and extra-scientific momentous-
ness are given, VFIdesc or VFInorm (or both) is (or are) invalid.

3.2.  Inductive risk in an idealized setting

Before discussing whether AIR really defeats value-freedom and, if so, whether AIR can 
avoid prescriptiveness and wishful thinking, I want to suggest an idealized decision-theo-
retical approach to inductive risk3. My motivation is twofold: On the one hand, I take se-
riously Rudner’s claim that AIR is not merely about actual scientists, but about an ideal-
ization—the “perfect scientist” (or “scientist qua scientist”)4. As Katie Steele has pointed 
out, such counter-factual assumptions would strengthen AIR, “because it is more surpris-
ing in the ideal setting that scientists must make value judgments” (2012, p. 895). Also, an 
idealized approach provides an in-principle perspective on value-freedom (as demanded by 
VFI-R4). On the other hand, the approach sheds light on decision problems in actual sci-
ence. Inductive risk has often been described as a balancing problem between exactly two 

2	 Biddle & Kukla (2017) suggest to substitute the term “inductive” risk with “epistemic” risk. I agree 
that this terminology has virtues. However, I stick to the traditional term because it is commonly 
used in the debate, and because scientific choices that occur previous to hypotheses assessment (model 
choice, data collection, test calibration etc.) have basically one purpose: to make possible an inductive 
step from the evidence to a hypothesis acceptance/rejection (or suspension). 

3	 The following part is inspired by Wilholt (2009; 2013) and was significantly improved in discussions 
with Benjamin Blanz and Hermann Held. 

4	 This is sometimes overlooked. Rudner explicitly says that his considerations “do not have as their im-
port that an empirical description of every present day scientist […] would include the statement that 
he made a value judgment” (1953, p. 4). Rudner’s point was rather that a “rational reconstruction of 
the method of science” (ibid.) would be incomplete if it did not address inductive risk. While Rudner 
noted that scientists are not “coldblooded, emotionless, impersonal” (ibid., p. 6), he came to this con-
clusion not by considering actual science, but by analyzing an impersonal scientist qua scientist. 
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risks, where one risk is clearly preferable to the other (e.g. consumer versus producer risks, 
Biddle & Leuschner, 2015). As shown below, however, the decision problem is much more 
complex.

To represent Rudner’s “perfect scientist”, I stipulate an ideal agent with the following 
properties:

—	Preferences: the agent prioritizes the advancement of science over extra-scientific 
aims.

—	Evidence: the agent possesses perfect knowledge of the available evidence.
—	Rationality: the agent makes decisions in a rule-based and unbiased manner.

Before this background, the agent considers a scientific decision D, where D may be any 
methodological choice that significantly impacts the final results of the study that D is a 
part of. As an example, imagine that the agent contemplates whether or not to use a cer-
tain model. The agent’s decision space comprises two options: perform D (use the model) 
and not perform D (not use the model)5. A central assumption of AIR is that agent cannot 
be certain whether performing D (using the model) would lead to true study results6. The 
agent must therefore determine a threshold t above which the probability p that the results 
will be true, given that D is performed (the model is used), is sufficiently high. The agent 
would then perform D when p exceeds t, and not perform D when p falls short of t:

—	Perform D iff p > t.
—	Not perform D iff p < t.

The question, then, is how the agent determines the evidential threshold t. The classic an-
swer (Rudner, 1953; Churchman, 1948) is that the threshold depends on how bad the 
consequences of error would be. However, this leaves open many critical issues: How ex-
actly do D’s consequences determine t? How should scientific and extra-scientific con-
sequences be balanced? How should outcomes other than error influence t? What is the 
relation between the probability that D leads to an error and the probability that the er-
ror causes the assumed consequences? Another issue is that the classic approach interprets 
inductive risk in a frequentist manner. In frequentist statistics, p is an objective measure 

5	 For reasons of simplicity, I focus on: (a) individual decisions rather than decision sequences; (b) binary 
decisions (e.g. use versus not use a model) rather than decisions with three options (e.g. accept, reject 
or suspend a hypothesis); and (c) decisions on single methodological items (e.g. a model) rather than 
contrastive decisions between different items (e.g. several competing models). Note, however, that my 
approach could in principle accommodate these types of decisions. 

6	 The extent to which scientists can avoid uncertainty is contested (Betz, 2013; Parker, 2014; Steel, 
2016a; Douglas, 2017). Note, however, that AIR need not assume that each and every scientific choice 
is fundamentally uncertain. In fact, I believe that this radical interpretation of AIR is either trivial or 
false. There must be a difference between the trivial uncertainty attached to, say, the assumption that 
radiative forcing is a relevant factor in the climate system, and the non-trivial uncertainty attached to, 
say, cloud parametrizations in a given climate model. However, for inductive risk to be relevant it suf-
fices that non-trivial uncertainty is a typical feature of science, and that in a relevant number of cases 
this uncertainty cannot be avoided without sacrificing science’s ability to produce meaningful results. 
This more modest reading of AIR accounts for the possibility of uncertainty hedging (Betz, 2013), 
while still reserving a crucial role for inductive risk. 
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for the likelihood with which a property that has been found in a number of observa-
tions O1, …, On will also be found in an observation On+1 (Rudner 1953, p. 3). Our agent, 
however, is in a different epistemic situation: the available evidence may be too limited 
or inconsistent to determine an objective probability; the evidence may be incommensu-
rate, e.g. because it includes data from heterogeneous sources; and the evidence does not, 
by definition, account for unknown unknowns. It is therefore more plausible to inter-
pret p in a Bayesian manner, such that p represents the agent’s probabilistic beliefs (see also 
Steele, 2012).

By adopting a Bayesian perspective, I also contend that the agent can be understood as 
a utility maximizer7. That is, the agent will choose the option that promises the highest rel-
ative benefit, given her preferences regarding the consequences and the probability that she 
assumes for these consequences to occur (Wilholt, 2009; Wilholt, 2013). Apart from ad-
dressing the above issues, this sheds light on the old problem (Kuhn, 1977) that epistemic 
values such as precision and scope can contradict each other. From a Bayesian perspective, 
it is irrelevant whether, say, a model’s strengths in precision are countered by its weaknesses 
in scope, as this simply reduces the model’s overall utility. The most crucial advantage, how-
ever, is that the Bayesian approach gives us a straightforward interpretation of the eviden-
tial threshold t, where t is the point in the probability space at which the total expected utility 
EUtotal of both decision options, i.e. perform D (PerfD) and not perform D (¬PerfD), converge:

	 t = EUtotal(Per f D) = EUtotal(¬Per f D)

To determine t, the agent must thus determine both options’ total expected utilities. I here 
suggest to differentiate between first-order and second-order outcomes (see fig. 1). Drawing 
on Wilholt (2009; 2013), first-order outcomes include truth and error for performing D, 
and missed truth and averted error for not performing D. For instance, the agent may cor-
rectly decide to use a model that leads to valid study results (truth); erroneously decide to 
use a model that leads to false study results (error); erroneously decide not to use a model 
that would have led to valid study results (missed truth); or correctly decide not to use a 
model that would have led to false study results (averted error). Second-order outcomes 
are dependent on first-order outcomes, i.e. they may occur as a causal effect of truth, er-
ror, missed truth, or averted error. Second-order outcomes include all normatively rele-
vant consequences that D may have for both scientific and extra-scientific goods. If the 
agent, e.g., uses a model that turns out to imply true study results (first-order outcome), 
this may enable new lines of study (scientific second-order outcome), while also supporting 
real-world decision-making in, say, climate policy (extra-scientific second-order outcome). 

7	 Note that I do not claim that utility maximization is the only plausible candidate for a rational deci-
sion rule. What I do contend, however, is that the Bayesian perspective is superior to both the frequen-
tist approach and the simplistic decision rule “the worse the error consequences, the higher the eviden-
tial threshold” (for reasons outlined above). Note furthermore that the Bayesian approach does not 
contradict the fact that scientists typically put special emphasis on error avoidance (Wilholt, 2009), as 
this can easily represented by asymmetrically decreasing the utility of error consequences. Finally, the 
Bayesian approach can be reconciled with the deontologist axiom that some decisions are intrinsically 
inacceptable. As I argue later (sect. 5.2), however, such cases should be interpreted as ethical rather 
than genuinely scientific choices. 
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The agent must therefore assess how good or bad each second-order outcome would be if it 
occurred, and how likely it is that it occurs, given the respective first-order outcome8.

Figure 1.  The structure of scientific decisions under inductive risk.

The next step is crucial: the agent must determine the right balance between scientific 
and extra-scientific utilities. To represent this choice, I suggest to introduce a trade-off pa-
rameter T. The agent uses T such that she weighs scientific utilities with T and extra-sci-
entific utilities with 1 − T. If VFI is valid, the agent will thus use T = 1; however, if AIR’s 
attack on value-freedom is successful, the agent must or should (or both) use T < 1. The 
introduction of T gives us a more detailed perspective on AIR. Inductive risk debates have 
long focused either on whether or not non-epistemic values do or should influence scientific 
decisions, or on the specific way in which they should do so. While these questions are in-
deed crucial, they do not account for the relative weight that non-epistemic values should 
have, as compared to the epistemic ones. Scientific and extra-scientific utilities are differ-
ent criteria, and merely knowing how high or low a decision option scores in one criterion 
does not tell us how important the criterion itself is (e.g. how important a scientifically val-
uable result is in comparison to improved real-world decisions). T represents this balancing 
problem in a more fine-grained way than, e.g., the notion of one type of value “trumping” 
(Elliott & McKaughan, 2014) the other.

8	 Probabilities in the second-order outcome space are subjective (i.e. they represent the agent’s probabil-
istic beliefs) and dependent (i.e. they are estimated given the respective first-order outcome). Extra-sci-
entific outcomes are generally uncertain, as the agent cannot know whether the study will actually in-
fluence real-world contexts. Scientific outcomes are uncertain if they refer to future research (e.g. a 
result’s fruitfulness); however, the agent can be certain about some types of scientific outcomes, such as 
a result’s scope or precision, as compared to existing results. 
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4.  Challenging the challenger: Does inductive risk really refute value-freedom?

4.1.  Does AIR refute VFIdesc?

In this section, I use the technical basis developed above to discuss AIR’s challenge of val-
ue-freedom. I first discuss whether the agent can come to a conclusion about D without 
considering extra-scientific utilities, and then discuss whether, and under what circum-
stances, the agent should use extra-scientific utilities. Starting with the first question, there 
seems to be an obvious problem with the inductive risk story: if the extent to which ex-
tra-scientific utilities influence D is regulated by T, and if T = 1 is a possible setting, then 
the claim that value-ladenness is inevitable seems to be trivially false. However, there may 
still be ways in which D could be value-laden even under T = 1:

ii(i)	 Non-epistemic values could be hidden in the scientific utilities.
i(ii)	 Non-epistemic values could be hidden in p.
(iii)	 Non-epistemic values could be hidden in T.

As it turns out, all three claims may be true, but not in a sense that threatens VFIdesc in our 
decision setting. Regarding (i) and (ii), a strategic and a substantial point should be consid-
ered. The strategic point is that proponents of AIR are not well advised to focus on (i) or 
(ii), as this would undermine much of AIR’s appeal. If it is true that AIR is philosophically 
interesting because it challenges VFI even under “VFI-friendly” assumptions, supporters of 
AIR should not claim that values are basically everywhere, but rather focus on the specific 
way in which values influence D via the evidential threshold t. The trouble is that inductive 
risk is irrelevant in (i) and (ii), as even a decision that is highly certain and non-risky for ex-
tra-scientific goods —e.g. accepting the statement that cold and salty water sinks to deeper 
ocean layers— will be value-laden if non-epistemic values were hidden in p or in scientific 
utilities such as explanatory power. This does not go well with the inductive risk narrative, 
which fundamentally depends on relevant uncertainty (Betz, 2013) and on identifiable 
causal effects on extra-scientific goods. Also, (i) is effectively a rejection of VFI-R1 (the re-
striction that VFI only refers to non-epistemic values). Of course, this does not mean that 
(i) or (ii) are false; rather, it means that the aspiration to refute VFI even under conditions 
that are favorable for value-freedom cannot be maintained. From a strategic point of view, 
those who believe that AIR constitutes one of the strongest challenges of value-freedom 
should therefore not attempt to capitalize on (i) and (ii).

But there is a more substantial case against (i) and (ii). With respect to (i), we should 
clarify what exactly the agent maximizes under T = 1: D’s conditional utility for a given 
understanding of science, or D’s unconditional utility for some transcendent idea of “sci-
ence as such”? Clearly, it is the former. Understandings of science change over time, and 
even at a given point in time there may be more than one definition of good science (just 
think of the current debate among data scientists and statisticians about whether mod-
els should rather be interpretable or accurate, Hassani et al., 2021). As “science as such” is 
an ill-defined term, the agent can only maximize D’s utility for a given version of science. 
D will thus have a different utility in a version of science that favors, say, simplicity, than 
in one that favors heterogeneity (Longino, 2008). But this can be said about any decision. 
For instance, a person who aims to maximize private wealth will make different choices if 
“wealth” refers only to financial resources than when it also includes resources such as time. 
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And surely, determining whether time counts as wealth is a value-judgement. However, 
once the general goal is sufficiently defined, judgements about a choice’s utility are rather 
instrumental than genuinely normative. We may thus grant that the general aims of science 
involve non-epistemic judgements (Kitcher, 2001; Bueter, 2015) and still maintain that 
the agent need not make such judgements in a specific decision.

The same is true for (ii). We may grant that p depends on the kinds of truths that sci-
ence is supposed to find; but this does not mean that, once these expectations are set, the 
agent needs to consider non-epistemic values in any specific decision. For instance, if p were 
to represent the probability with which a climate model will produce trustworthy estima-
tions of climate impacts, then p depends inter alia on what counts as an “impact” (De Me-
lo-Martín & Intemann, 2016). This, in turn, depends on “judgments about what goods are 
worth protecting” (ibid., p. 514). However, once this has been determined, the agent need 
not make any further value-judgement when determining p. Hence, even if (i) and (ii) were 
true, they would not refute VFIdesc in the decision setting under consideration.

So what about (iii)? We may here think of an argument that shows that T = 1 is itself 
a value-judgement. One promising basis for such an argument could be Jürgen Habermas’ 
(1979; 1998) speech act theory. Every communicative act, Habermas argued, presupposes 
certain validity claims, one of which he called moral rightness. For instance, if we order a 
non-vegetarian meal in a restaurant, we implicitly claim that eating animals is permissible, 
irrespective of whether we considered this ethical claim in our actual decision process. Yet 
if a speech act such as “I would like to order the steak” entails “it is morally acceptable to eat 
animals”, then the act of performing or not performing D under T = 1 seems to entail “it is 
morally acceptable to disregard D’s effects on extra-scientific goods”. As this seems to be a 
non-epistemic value-judgement, D seems to be value-laden even under T = 1.

Now, whether or not we accept this argument depends on what we think the prop-
ositional content of the entailed normative claim is. One might argue that the entailed 
claim is that it is acceptable for scientists to cause D’s specific extra-scientific conse-
quences. For instance, if a model choice could affect the regulation of a given toxicant, 
then T = 1 seems to entail that it is permissible to cause exactly the effects that this reg-
ulation may have—say, an increase in cancer rates. But this interpretation is misleading. 
First, T =1 clearly does not presuppose that it is permissible to cause such consequences, 
but rather that it is permissible to ignore them. There is a difference between ignoring 
something and bringing something about. Funding agencies, for instance, may rightfully 
ignore whether a rejection hampers an applicant’s career, but they may not intentionally 
cause such harm. Second, the entailed claim is unspecific, i.e. it refers to any extra-scien-
tific consequence. The consequences could therefore change without changing D. This is 
very different to the restaurant example, where varied consequences can actually change 
the decision (imagine the choice harmed not cattle but, e.g., dogs). Third, and most im-
portantly, the entailed claim is redundant: that it is acceptable to ignore D’s extra-scien-
tific consequences simply means that it is acceptable to make value-free scientific choices. 
Contrary to the restaurant example, this is not an independent proposition, but rather a 
trivial implication of VFInorm —any norm presupposes that it is permissible to observe the 
norm (“ought” trivially implies “may”). As the claim entailed by T = 1 does not contain 
anything that was not already obvious, this type of value-judgement is uninteresting in 
our context. We must thus conclude that our agent may indeed presuppose non-epistemic 
judgements under T = 1, but not in a sense that undermines VFIdesc.
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4.2.  Does AIR refute VFInorm?

The above conclusion is consistent with other authors (Betz, 2013; De Melo-Martin & In-
temann, 2016; Steel, 2016a) who, with different arguments, have also claimed that AIR 
does not refute VFIdesc. Let us therefore see whether AIR is more successful in showing that 
the ideal agent should use non-epistemic values. Regarding this question, we need to con-
sider two cases: one case where T = 1 implies equal (or at least very similar) expected scien-
tific utilities for both decision options (case A); and another case where T = 1 implies a rel-
evant difference between the two options, such that either performing or not performing 
D scores higher in expected scientific utilities (case B):

Case A    EUtotal(PerfD, T = 1) = EUtotal(¬PerfD, T = 1)
Case B    EUtotal(PerfD, T = 1) ≠ EUtotal(¬PerfD, T = 1)

It turns out that case A provides much stronger grounds for attacking VFInorm than case B. 
Case A describes a state of epistemic indifference, i.e. a situation in which both decision op-
tions are equally promising regarding their desired scientific effects. The agent can there-
fore pursue her primary goal —the advancement of science—equally well by performing or 
by not performing D. In order to resolve the indifference, the agent has two options at her 
disposal: either she leaves T = 1 unchanged and “simply rolls a die” (Betz, 2013, p. 210); 
or she decreases the T-setting (T < 1) to a level where one decision option scores higher in 
total expected utilities than the other. In such a situation, it seems obvious that the agent 
should not randomize the choice, but rather decrease T. The striking reason is that the 
surplus in expected extra-scientific utilities does not come at the expense of the expected scien-
tific utilities. If the agent can maximize both types of utilities at the same time, it is highly 
implausible that she should jeopardize the extra benefit by rolling a dice. Not only is it ir-
rational to reject the raise in total expected utilities, it is also blameworthy, as failing to do 
good when it comes without costs is inappropriate even for an ideal epistemic agent. After 
all, the agent’s commitment to scientific aims does not justify moral indifference, as long as 
the moral aims are compatible with the primary aim. Situations of epistemic indifference 
hence constitute a strong case against VFInorm.

The idea that non-epistemic values should work as “tie breakers” to resolve epis-
temic indifference has been proposed by others (Steel, 2010; Steel & Whyte, 2012; 
Winsberg, 2012). Yet, it is important to see what exactly this means. “Tie breaker” sit-
uations have sometimes been described as “cases where hypotheses score equally well 
with respect to the evidence” (Magnus, 2018, p. 415, see also Intemann, 2005 p. 1007; 
Brown, 2013, p. 832). From a decision-theoretical perspective, however, this is only half 
true. Evidential support, i.e. p, is only one parameter that influences the expected sci-
entific utility of a decision option; besides p, the agent must also consider U (the util-
ity of D’s consequences) and P (the dependent probability that these consequences ac-
tually occur). For instance, if two options are equally well supported by the evidence, 
but one option scores higher in U and P (e.g. because it will very likely have very pos-
itive impacts on future research), then the expected scientific utilities of the two op-
tions will diverge. The agent can therefore have a strong preference despite an identical 
p (Wilholt, 2009). Hence, contrary to some interpretations of the “tie breaker” thesis, 
equal evidential support alone does not constitute epistemic indifference. Irrespective 
of the interpretation, however, the “tie breaker” thesis expresses a valid idea: that even 
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the “perfect scientist” should consider non-epistemic values if she can do so without 
compromising her scientific preferences.

Some authors, however, argue that non-epistemic values should also be considered in 
case B, i.e. in a scenario where the agent has a clear epistemic preference (Brown, 2013; 
Elliott & McKaughan, 2014; Intemann, 2015; De Melo-Martin & Intemann, 2016). 
While I agree that this may (at least sometimes) be plausible in actual science, I disagree 
that such an argument can be made for Rudner’s “perfect scientist”. The problem is that, 
contrary to case A, adopting T < 1 in case B can be scientifically detrimental. This can oc-
cur when the expected scientific and extra-scientific utilities pull into opposing directions. 
Imagine a situation where the introduction of a new model may be highly beneficial for the 
future development of a given research area, e.g. because it eliminates existing inconsisten-
cies or enables new types of questions; yet this model may also make the research field less 
applicable to real-world problems, e.g. because the model’s practical implications are am-
biguous or because it generates data that are irrelevant for real-world decisions. It is hard to 
see why, in such a situation, the “perfect scientist” should disregard the scientific benefits 
and favor the extra-scientific benefits instead. After all, a crucual part of what it means to 
be a “perfect scientist” is exactly this: to prioritize the advancement of science. Choosing an 
option that may be scientifically detrimental is clearly incompatible with this preference. 
Hence, while AIR is strong in case A, it fails in case B.

Let me now discuss three questions that immediately emerge from the above consider-
ations:

1.	 I have argued that AIR succeeds only in case A, i.e. in a scenario where the ex-
pected scientific utilities of performing and not performing D are identical. How-
ever, this scenario seems to be rather untypical. We thus have to ask how relevant 
AIR’s success against VFInorm really is.

2.	 I have argued that AIR does not succeed in case B, as the “perfect scientist” can-
not favor extras-scientific over scientific benefits. Yet, this seems to presuppose 
that scientific and extra-scientific utilities imply opposing decisions. This raises the 
question how the agent should act when both types of utilities pull into the same 
(rather than the opposite) direction.

3.	 I have argued that the agent cannot jeopardize her scientific preferences without 
ceasing to be a “perfect scientist”. At the same time, I have said that this may not 
necessarily be so in actual science. The question is thus how relevant the above rea-
soning is for actual science.

I discuss the first two questions here and consider the third question in the conclusion. 
Regarding the first question, I concede that an exact convergence of expected scientific 
utilities (case A) may seem untypical, thus creating an impression of irrelevance. Yet, this 
impression is false. First, even if exact convergences were untypical, utilities may well be ap-
proximately equal. Which option the agent choses would then be rather unimportant for 
science. Given this lack of significance, we can plausibly treat approximate and exact epis-
temic indifference analogously, which broadens the set of scenarios covered by case A. Sec-
ond, there are contexts where epistemic indifference is not uncommon at all, namely when 
a research field is still young. In avant-garde science, it is often unclear which option will 
yield higher scientific benefits, as the field’s future development is highly uncertain. Third, 
the impression that epistemic indifference is untypical rests on the assumption that p rep-
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resents a point prediction. However, as Wendy Parker (2014) has argued, “one must know 
a lot to be a position to say with justification that the probability (degree of belief) that 
should be assigned to a hypothesis is 0.38 rather than 0.37 or 0.39” (ibid., p. 27). Whenever 
the evidence is scarce, inconsistent, or ambiguous, p will plausibly be expressed as an inter-
val, say [0.3, 0.4] rather than 0.38. Note that this holds even for the “perfect scientist”, who 
is just as confined to the currently available evidence as actual scientists are. Yet, as soon as 
p comes as an interval, epistemic indifference is more likely. Case A, and hence AIR’s refu-
tation of VFInorm, is thus more relevant than it may seem at first sight.

Regarding the second question, note that case B comprises two different scenarios: one 
where D is expected to be beneficial for science, but detrimental for extra-scientific goods; 
and one where D promises scientific and extra-scientific benefits at the same time. Crit-
ics of value-freedom tend to focus on the first scenario, where there is a trade-off between 
scientific and extra-scientific considerations (Douglas, 2000; Douglas, 2009; Elliott  & 
McKaughan, 2014). As noted by Steel (2016b), however, epistemic and non-epistemic 
values need not necessarily pull into opposite directions. For instance, scientific simplic-
ity can be good for both extra-scientific decision-making (by providing quick results) and 
for science (by reducing complexity) (ibid.). Interestingly, this non-trade-off scenario is 
irrelevant and relevant at the same time. It is irrelevant as extra-scientific utilities do not 
change D if they merely reconfirm an already existing preference. Also, remember that the 
version of VFI under consideration is restricted to judgements that actually change a deci-
sion, e.g. from using to not using a model (VFI-R3). Unless one rejects VFI-R3, it thus fol-
lows that the agent is permitted, although not obliged, to consider non-epistemic values in 
a non-trade-off scenario. Of course, whether or not she does so is effectively irrelevant, at 
least from a consequentialist perspective (AIR is obviously an instance of consequentialist 
ethics). Yet, the non-trade-off scenario is relevant in a different sense. Inductive risk nar-
ratives can create the impression that there is an intrinsic conflict between doing what is 
good for science and doing what is good from an ethical perspective. While such conflicts 
exist, they are clearly contextual, i.e. they may occur or not. The relevance of the non-trade-
off scenario is thus that it shows that T = 1 need not necessarily imply ethically undesirable 
results.

5.  Can AIR avoid prescription and wishful thinking?

5.1.  APr’s charge of prescriptiveness

The previous section has argued that even the “perfect scientist” should sometimes use 
non-epistemic values. However, I have also argued that Holman & Wilholt (2022) and 
others are right to claim that we should not tear down “Weber’s fence” (ibid.) without ad-
dressing VFI’s concerns. In this section, I will thus discuss how D can be value-laden, yet 
not prescriptive and logically fallacious. I start by discussing the argument from prescrip-
tion (APr)9. APr’s main claim reads (see sect. 2.2):

9	 This part benefited from discussions with members of the Consortium for Science, Policy and Out-
comes at Arizona State University and the Mercator Research Institute on Global Commons and Cli-
mate Change, particularly Martin Kowarsch.



https://doi.org/10.1387/theoria.22795� 197

Inductive risk: does it really refute value-freedom?

APr (2) � If D is value-laden, it constitutes a relevant, external and normative constraint 
of extra-scientific agents’ decision space (which violates their autonomy).

As said before, critics of VFI can either reject this claim, e.g. by arguing that D does not 
really constrain extra-scientific agents10 or by arguing that such constraints are actually legit-
imate11. Alternatively, they can accept APr in general, but argue that—if the right measures 
are taken—D does not fulfill at least one of APr’s conditions (relevance, externality, norma-
tivity). As previously said, I only discuss the latter strategy. Two conditions are promising 
for this strategy: relevance and externality. A constraint is relevant if it removes options from 
an agent’s decision space that the agent may actually take interest in; a constraint is external 
if the agent did not, explicitly or implicitly, consent to the constraint. The third condition, 
normativity, refers to D’s value-ladenness. This condition makes sure that those scientific 
choices that are not value-laden in AIR’s sense (e.g. accepting the statement “coal burns”, 
Betz, 2013, p. 21) cannot qualify as prescriptive. However, as we are here interested in cases 
were D includes extra-scientific utilities, the normativity condition is obviously fulfilled.

So what about relevance? To illustrate this condition, consider Rudner’s example of 
the Manhattan Project. Before conducting their detonation experiments, the involved sci-
entists had to accept “the hypothesis that no uncontrollable pervasive chain reaction would 
occur” (1953, p. 2-3). Assuming that they considered extra-scientific utilities, we can take it 
that U was high for preventing the nuclear accident, and low for causing it. Was this judge-
ment prescriptive? Obviously not. As none of the potentially affected stakeholders can 
have preferred the accident, the judgement did not restrict anyone’s freedom of choice12. 

10	 Critics of the so-called “linear model of expertise” (Jasanoff & Wynne, 1998) have argued that “the in-
fluence of science on policy is [not] strong and deterministic” (Beck 2011, p. 298). In their view, actual 
science-policy processes show that “[i]t would be an exaggeration to state that science [is] driving this 
process” (Grundmann & Rödder 2019, p. 4). This may undermine APr’s claim that science constrains 
real-world decisions. But this reasoning is implausible. While both APr and AIR assume that D influ-
ences extra-scientific agents, neither of them presupposes determinism. The false impression stems 
from confusing D’s first- and second-order outcomes. It then seems that, if D implies a true or a false 
result, certain extra-scientific effects must occur. However, since extra-scientific effects are mediated 
by various factors (individual reflection, public debate, political compromise etc.), this is clearly false. 
The notion of “decision constraint” should hence be interpreted probabilistically (via P), such that 
D makes it more or less likely that extra-scientific agents make certain decisions.

11	 APr presupposes some commitment to liberal democracy. However, some authors argue that liberal 
freedom is less important than other goods such as the prevention of environmental disasters. James 
Lovelock, e.g., has famously argued that climate change may make it necessary “to put democracy 
on hold for a while” (The Guardian, March 29th, 2010) (see also Shearman & Smith, 2007; Beeson, 
2010). Supporters of this reasoning could hence argue that the principle of autonomy is too weak to 
sustain APr. However, such claims typically presuppose some argument from emergency. Even if such 
considerations were successful, they would thus undermine APr only in exceptional cases. 

12	 Stephen John (2019) has recently suggested a notion of “value-aptness” that seems to point into a sim-
ilar direction (although John refers to the communication of scientific findings, not the making of the 
scientific decision as such). John argues that value-laden communication by scientists does not violate 
the audience’s autonomy if the underlying values are compatible with the values held by the audience. 
An implication of John’s “value-apt ideal” would thus be that the employed values no longer constitute 
a relevant decision constraint. As discussed below, however, avoiding the relevance condition is only 
one way to avoid illegitimate prescription. 
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One way to avoid prescriptiveness is thus to use only uncontroversial values. Yet, this ap-
proach has limits. More often than not, there will be no consensus on extra-scientific util-
ities. Even in Rudner’s example, the consensus comprises only the consequences of error 
and averted error, while the extra-scientific effects of truth (building the atomic bomb) 
and missed truth (not building the atomic bomb) are clearly controversial. Furthermore, 
scientists may assume a consensus where there is none. This problem can be mitigated, 
e.g. by conducting stakeholder surveys and by using scenario approaches (Edenhofer & 
Kowarsch, 2015) that include “solution pathways for any of the major attitudes that can 
be found in society” (Held 2011, p. 115). Note, however, that this will not always be pos-
sible. While, e.g., climate researchers need not commit themselves to only one climate pro-
jection, the scientists in Rudner’s example could either conduct or not conduct the exper-
iment, but not both. Also, surveys and scenario approaches are again subject to inductive 
risk (choice of sample sizes, definition of scenarios etc.), thus repeating the prescriptiveness 
issue on a higher level. Attempting to use only uncontroversial values may thus not always 
be successful.

Let us therefore consider APr’s externality condition. Critics of VFI have offered two 
strategies to avoid externality, the transparency and the democratic approach. In the former, 
scientists determine extra-scientific utilities by themselves, but communicate their choices 
transparently (Rudner, 1953, p. 6; Douglas, 2009, chap. 4; Elliott & McKaughan, 2014). 
Extra-scientific agents can then scrutinize these choices and, should they disagree, simply 
ignore the respective study. This protects their freedom of choice. The problem with this 
approach is that it views autonomy as an ex post capacity, i.e. as the right to reject or accept 
a choice that has already been made. Call this autonomy qua recipient. Moreover, it seems 
implausible that extra-scientific agents can easily “backtrack” value-judgments, as Elliott & 
McKaughan (2014) have argued, “and adopt their own alternative assessments and con-
clusions” (ibid., p. 16). For this to be possible, the implications of these judgements must 
be deducible just by extrapolation. In most cases, however, extra-scientific agents will only 
have rough clues what a study would have looked like if, say, a different model would have 
been used. Thus, while the transparency approach has the virtue of practicality, it promotes 
only a weak form of autonomy.

In contrast, the democratic approach promotes an ex ante notion of autonomy, where 
stakeholders are consulted before the respective judgements are made. Call this auton-
omy qua author. Clearly, being the author of a value-judgement allows for more autonomy 
than being its recipient. Such authorship may be realized in various ways. The most am-
bitious forms are iterative (steady consultations rather than one-time interactions), direct 
(involving ordinary citizens rather than professional representatives), deliberative (con-
sensus-oriented and rational) and inclusive (involving all affected parties) (Douglas, 2005; 
Douglas, 2009, chap. 8; Brown, 2009, chap. 9-10; Kitcher, 2011; Kowarsch et al., 2016). 
Citizen panels are a good approximation to this ideal (Davies et al., 2005; Tomblin et al., 
2017). The trouble is that such formats are slow and costly, thus diminishing resources that 
could be used for other scientific and social projects. Moreover, they may be suited to dis-
cuss the general normative issues of a research field, but not the numerous, highly techni-
cal decisions that must be made in an individual study. These problems can be mitigated, 
e.g. by using less iterative or less direct forms of participation. Participation could also be 
restricted to a higher institutional level, such that extra-scientific agents contribute to the 
production of general guidelines, but not to their application in specific studies (Steel, 
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2016a). But this does not come without downsides either. The less stakeholders participate 
in making the actual judgement, the less can they be seen as its authors; also, the “downscal-
ing” of general guidelines to specific scientific choices will again be subject to inductive risk. 
Thus, while ambitious variants of the democratic approach create more autonomy at the 
expense of practicality, the less ambitious variants are more practical, but allow for less au-
tonomy.

What does this mean for APr? I would argue that if there were only one way to ad-
dress prescriptiveness, this would undermine AIR’s claim that D should sometimes in-
volve extra-scientific utilities. However, while none of the above strategies is satisfying 
on its own, in conjunction they provide a feasible set of means to legitimize non-epis-
temic judgements in science. In some cases, it will be possible to circumvent the rele-
vance condition by making uncontroversial value-judgements, or by using scenario sets 
that represent the spectrum of existing value commitments (Edenhofer & Kowarsch, 
2015). In the remaining cases, there are ways to avoid the externality condition. We 
may here think of a multi-layer system (Steel, 2016a), where stakeholders contribute in-
tensely to those studies that are closely entangled with extra-scientific decisions, e.g. ad-
visory reports or technology assessments (Sclove, 2011; Garard & Kowarsch, 2017), but 
contribute to everyday science only on a higher level (e.g. via general guidelines, see Steel, 
2016a). If additional judgements are needed in a concrete study, e.g. to interpret the gen-
eral guidelines or to make choices that are not covered by the guidelines, scientists can 
use the transparency approach to create some autonomy qua recipient. Therefore, while 
APr is right to emphasize the danger of prescriptiveness, this danger can be countered. 
Suitable measures against prescriptiveness exist, and as long as these are taken, APr does 
not refute AIR.

5.2.  AWT’s charge of wishful thinking

The second concern behind VFI, the argument from wishful thinking (AWT), holds that 
D is logically fallacious if it includes extra-scientific utilities. The main claim reads (see 
sect. 2.2):

AWT (2) � If D is value-laden, D represents a direct, non-vacuous and not semantically 
entailed inference from an ought-claim to an is-claim (which violates no-is-
from-ought).

Similar to APr, AWT hinges on three conditions. I restrict my discussion to these condi-
tions, thus presuming that, if they are jointly fulfilled, D is indeed fallacious. Taking up me-
ta-ethical work (Schurz, 1997; D’Arms & Jacobson, 2000; Pidgen, 2010; Pidgen, 2016), 
I understand AWT’s conditions as follows: an ought-is inference is direct if the proposi-
tional source of the descriptive conclusion lies exclusively in a set of normative premises 
(e.g. “x should be the case, therefore x is the case”); an ought-is inference is non-vacuous if 
the descriptive conclusion is a substantial or non-arbitrary implication of a set of normative 
premises (an example of a vacuous inference is “x should be the case, therefore x should be 
the case or x is the case”) (Prior, 1960; Pidgen, 2010); an ought-is inference is not seman-
tically entailed if the descriptive conclusion is not hidden in the set of normative premises 
(an example of a semantically entailed inference is “x should be done, therefore x can be 
done”) (Searle, 1964; Pidgen, 2016).
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To see whether D fulfills these conditions, imagine that the agent concludes that it is 
justified to use a certain model, and that this conclusion is value-laden in the previously 
discussed sense (T < 1). The agent’s set of premises would then comprise four types of ele-
ments:

D1	 A descriptive premise that specifies the probability p that using the model leads to 
truth.

D2	 A set of descriptive premises that specify the model’s potential scientific and ex-
tra-scientific consequences, as well as these consequences’ dependent probability P.

N1	 A set of normative premises that specify the utility U of the model’s scientific con-
sequences.

N2	 A set of normative premises that specify the utility U of the model’s extra-scientific 
consequences.

It may be objected that the model choice cannot be subject to no-is-from-ought, as “it is 
justified to use the model” is not a descriptive conclusion. However, from the perspec-
tive of the “perfect scientist” this is just short for “before the background of the availa-
ble evidence and the expected consequences, using the model promises more or at least 
equal benefits for science than not using the model”. If we now accept AWT’s premise 
that science should aspire truth (AWT-1), the conclusion commits the agent to the de-
scriptive claim that the model helps to find scientific truths. Note that this is compati-
ble with the idea that different versions of science may aspire different kinds of truth. In 
some contexts it may, e.g., be rational to prefer a less precise over a more precise model 
(Elliott & McKaughan, 2014). But this neither means that such a choice does not benefit 
science (Steel, 2016b), nor that the less precise model is not supposed to be truth-condu-
cive. Rather, the model is supposed to help find exactly the kind of scientific truths that are 
deemed relevant in a given context.

So is the model choice fallacious in AWT’s sense? As it turns out, two of AWT’s con-
ditions are fulfilled: the inference is non-vacuous because the descriptive proposition is 
not arbitrarily attached to the conclusion (as in “the model is ethically good, therefore the 
model is ethically good or the model is truth-conducive”); the inference is also not seman-
tically entailed, i.e. not derived from an implicit descriptive content of a normative prem-
ises (as in “the model should be used, therefore the model can be used”). The third con-
dition, directness, is more ambiguous. We may argue that directness is not given because 
the conclusion’s descriptive content originates not from N2 (the set of premises that rep-
resent the non-epistemic value-judgement), but from D1 (the premise that characterizes 
the evidence). Douglas (2000; 2008; 2009) has argued into this direction. The “virtue of 
truth-seeking” (2008, p. 10), she holds, precludes non-epistemic values from acting “as 
reasons in themselves to accept a claim’’ (2009, p. 96); rather, their role is to “weigh the 
importance of uncertainty” (ibid.). On this account, the inference is not an instance of 
“the model is ethically good, therefore the model is truth-conducive” because the model’s 
truth-conduciveness is inferred from a descriptive rather than from a normative premise 
(Kevin Elliott has called this the “logical interpretation” of Douglas’ approach, see Elliott, 
2013, p. 377).

I see two problems with this defense against AWT. First, it remains possible that 
non-epistemic values only “weigh the importance of uncertainty” (Douglas, 2009, p. 96) 
and yet dominate the evidence. This can occur when the expected extra-scientific utilities 



https://doi.org/10.1387/theoria.22795� 201

Inductive risk: does it really refute value-freedom?

are distributed very unevenly, e.g. when the expected error damages are very high, while 
the expected truth benefits are very low (or vice versa). In such a scenario, utility distribu-
tions are conceivable where the agent never (or always) uses the model, irrespective of how 
well (or poorly) the model is supported by the evidence. Metaphorically speaking: if only 
the scale that weighs the evidence is sensitive or insensitive enough, any amount of evi-
dence will be sufficiently “heavy” or “light” to justify a choice. Yet, if an evidential thresh-
old is never (or always) met, D1 is obviously irrelevant. As the only plausible source for the 
conclusion’s descriptive content would then be N2, AWT’s directness condition can be ful-
filled even if non-epistemic values only “weigh the importance of uncertainty” (ibid). Sec-
ondly, Douglas’ approach allows for inverse preference orders, i.e. scenarios where the agent 
prefers error over truth, and missed truth over averted error. This is because not all truths 
are extra-scientifically good, while not all errors are extra-scientifically bad. Placebo drugs, 
e.g., can have positive effects not although, but exactly because they are used on the basis of 
a false belief. However, if the agent prefers a convenient error over an inconvenient truth, 
she will use the model when p is low and dismiss it when p is high. Such a paradox notion of 
the evidence would undermine the claim that the conclusion stems from D1. The possibil-
ity of inverse preference orders thus provides further support for AWT.

It could be objected that both issues, polarized utility distributions and inverse prefer-
ence orders, are untypical. However, the claim is not that these issues occur often, but that, 
if they occur, they cannot be prevented by restricting non-epistemic values to determin-
ing evidential thresholds. Furthermore, the first issue can be relevant even if an evidential 
threshold is not conceptually impossible to meet or miss; it can suffice that a threshold is 
practically never met or missed in a given area of study. We may call such choices material 
rather than formal ought-is fallacies, as D1 is still present in the set of premises, but prac-
tically irrelevant. One might then object that such choices can still be acceptable, as sci-
ence has legitimate goals besides truth (Elliott, 2013; Elliott & McKaughan, 2014). As ar-
gued before, however, goals such as applicability or timeliness are not unrelated to truth, 
but qualify the kinds of truths that are aspired in a given context. Yet, I agree with the ob-
jection in one respect: some scientific choices may be ethically impermissible, irrespective 
of how unlikely an error is. But this does not undermine my point that the mentioned is-
sues are problematic. For one, this reasoning seems inapplicable to the other scenarios (e.g. 
truths that are so desirable that a choice is always made, or truths that are so undesirable 
that they are valued less than errors). For another, if a choice is morally impermissible, it 
should be seen as a boundary condition, similar to ethical norms in human trials. However, 
such norms are not subject to AWT or VFI in the first place (via VFI-R2). Thus, while eth-
ics may indeed sometimes trump truth-seeking, this does not help against AWT.

Another way to address AWT is to return to the previously discussed cases (sect. 4.2). 
I have argued that the “perfect scientist” should consider non-epistemic values only to re-
solve epistemic indifference (case A). Now, if “epistemic indifference” means that both 
options promise equal scientific benefits, and if “scientific benefit” means that an option 
helps to find scientific truths, then the conclusion’s descriptive content is clearly not de-
rived from N2. As non-epistemic values only decide the choice between options whose 
truth-conduciveness has already been established, AWT’s directness condition is not ful-
filled in case A. Additionally, it seems implausible that scientific utilities could force ev-
identially unsupported choices. It is hard to see how an unattainable or unmissable evi-
dential threshold could benefit science, as this would either add falsehoods to the body of 
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scientific beliefs or make it impossible to find scientific truths. The same holds true for in-
verted preference orders. Even if some errors may be scientifically fruitful, the deliberate 
adoption of a false belief seems incompatible with the truth-seeking nature of science (note 
that we are not taking about simplifications or counterfactual assumptions here, as long as 
these are used to find scientific truths; inverted preferences, on the other hand, mean that 
a choice is made to purposely generate scientific falsehoods). As the directness condition is 
not fulfilled in case A, AWT does not succeed in this case.

So what about scenarios where the agent has a clear epistemic preference (case B)? I 
have argued that, at least for the “perfect scientist”, VFInorm remains valid in case B. How-
ever, this is because the “perfect scientist” cannot trade scientific for extra-scientific bene-
fits, not because the use of non-epistemic values is necessarily fallacious in case B. I have al-
ready discussed that scientific and extra-scientific expected utilities may well pull into the 
same direction. Similar to case A, I would argue that such non-trade-off scenarios do not 
constitute ought-is fallacies, as non-epistemic values merely confirm an independent epis-
temic preference. AWT’s directness conditions is hence not fulfilled in these scenarios. 
Nevertheless, the condition can indeed be fulfilled in the other scenario of case B, namely 
when scientific and extra-scientific utilities pull into opposite directions. If non-epistemic 
values are used in such trade-off scenarios, and if they change a decision from, say, using a 
model to not using a model, then the conclusion is clearly derived from N2. Note again that 
such ethics-driven decisions may sometimes be acceptable in actual science. As said before, 
however, they should then be treated as ethical boundary conditions. Hence, while AWT 
would indeed succeed if ethics-driven decisions are interpreted as descriptive conclusions, 
AWT’s charge of wishful thinking can be averted by seeing them as what they are: moral 
rather than genuinely scientific choices.

6.  Conclusion: idealized versus actual science

Inductive risk is widely recognized as “[o]ne of the most important reasons for thinking 
that non-epistemic values can play a legitimate role in scientific reasoning” (Elliott & Steel, 
2017, p. 6). A great part of AIR’s appeal lies in its promise to refute VFI even under ideal-
ized assumptions. As Rudner has put it, AIR claims that VFI fails even for the “perfect sci-
entist” or “the scientist qua scientist” (1953, p. 2). Not only is it “more surprising in the 
ideal setting that scientists must make value judgments” (Steele, 2012, p. 895), such ideal-
izations also capture the in principle nature of VFI (Weber, 1949; Popper, 1976; Koertge, 
2000; Ruphy, 2006; Kitcher, 2011; Reiss & Sprenger, 2020).

Taking up this challenge, I have proposed a Bayesian framework that accounts for sub-
jective probabilities, outcomes other than error (Wilholt, 2009; Wilholt, 2013), and the 
difference between first- and second-order outcomes. The approach also gives us a clearer 
decision rule than more classic takes on AIR and eases the old problem (Kuhn, 1977) that 
epistemic values can stand in tension with each other. Finally, the trade-off parameter T 
represents the balancing problem of epistemic versus non-epistemic values in a more fine-
grained way than, e.g., the notion of values “trumping” (Elliott & McKaughan, 2014) each 
other. Using the idealized setting as a testing ground, I have argued that AIR does not re-
fute VFIdesc. Regarding VFInorm, I have argued that AIR fails whenever the agent has a clear 
epistemic preference (case B), but succeeds whenever the expected scientific utilities of 



https://doi.org/10.1387/theoria.22795� 203

Inductive risk: does it really refute value-freedom?

the decision options converge (case A). I have argued that the notion of utility conver-
gence goes beyond common versions of the “tie breaker” thesis (Intemann, 2005; Brown, 
2013; Magnus, 2018), and that utility convergence is more typical than it may seem at first. 
Hence, while AIR’s refutation of VFI is not complete, it still represents a powerful critique 
of value-freedom. This is further supported by the fact that two of the main concerns be-
hind VFI, APr and AWT, can be countered by avoiding these arguments’ conditions.

It may be argued that my decision setting is unrealistic and, hence, practically irrele-
vant. I disagree. In fact, many of its aspects are surprisingly realistic. First, inductive risk in-
volves more than, e.g., the classic distinction between consumer versus producer risks (e.g. 
Carrier, 2011; Biddle & Leuschner, 2015). In reality, any given scientific choice can have 
many consequences; these will have different (dependent) probabilities and will occur not 
only in case of error (e.g. missing a truth is not an error, but can be ethically relevant). Sec-
ond, the classic inductive risk heuristic “worse consequences = higher evidential thresh-
olds” is not more, but less practical than the Bayesian reconstruction, as it neither con-
tains a point of reference nor an idea of how exactly these thresholds should be determined. 
Third, it is quite realistic to interpret epistemic indifference as utility convergence, as a 
decision’s scientific worth will practically also depend on the likelihood and the desirabil-
ity of its scientific consequences. Fourth, it is very realistic to assume that probabilities are 
typically subjective in a Bayesian sense; also, probabilities will often be imprecise (Parker, 
2014), which makes epistemic indifference, and hence my arguments regarding case  A, 
highly relevant in actual science. This is also why the objection that scientific utilities may 
be unclear or disputed in practice does not speak against my reconstruction; this simply 
means that utilities can come as intervals as well, which in turn makes case A even more rel-
evant. Finally, the balancing problem represented by T represents a quite practical issue, as 
scientists cannot make inductive risk decisions if the relative weight of the epistemic and 
non-epistemic values remains unclear.

Thinking this a bit further, I would argue that the idealized setting outlines some-
thing that may be called epistemic legitimacy—a set of rules that should govern the use of 
non-epistemic values in actual science. Similar to Steel (2010)13, I contend that it should 
be the standard approach for scientists to use non-epistemic values only in cases of epis-
temic indifference. As we can see from the discussion of AWT, scientists should always 
favor truth over error and averted error over missed truth, irrespective of how desirable a 
decision’s second-order outcomes are. Furthermore, scientists must carefully avoid illegiti-
mate prescription, typically by applying a combination of the approaches presented in the 
discussion of APr. While I believe that scientists should normally not use non-epistemic 
values if they have a clear epistemic preference, I also concede that ethical concerns may 
sometimes outweigh scientific considerations (e.g. when the extra-scientific consequences 
are both very bad and very likely). In such cases, scientists should scrutinize whether there 
is a real trade-off, i.e. whether epistemic and non-epistemic values actually pull into differ-
ent directions. If there is a real trade-off, scientists should use non-epistemic values only if 
the expected extra-scientific benefit is significantly higher than the expected scientific loss. 

13	 Note that Steel (2010) interprets epistemic indifference in a different way, namely as a balance be-
tween epistemic values. As said before, however, epistemic indifference is better captured as a conver-
gence of expected scientific utilities. 
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I would also argue that the relative weight that non-epistemic values can have in a trade-off 
scenario, i.e. T, should not be determined by individual scientists or research groups, but by 
codified guidelines (issued by, e.g., national academies or research associations). Most im-
portantly, if scientists make decisions against an epistemic preference, they must communi-
cate this as an ethical rather than a scientific choice.
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