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a b s t r a c t

In recent years, semi-supervised learning on graphs has gained importance in many fields and
applications. The goal is to use both partially labeled data (labeled examples) and a large amount
of unlabeled data to build more effective predictive models. Deep Graph Neural Networks (GNNs) are
very useful in both unsupervised and semi-supervised learning problems. As a special class of GNNs,
Graph Convolutional Networks (GCNs) aim to obtain data representation through graph-based node
smoothing and layer-wise neural network transformations. However, GCNs have some weaknesses
when applied to semi-supervised graph learning: (1) it ignores the manifold structure implicitly
encoded by the graph; (2) it uses a fixed neighborhood graph and focuses only on the convolution of a
graph, but pays little attention to graph construction; (3) it rarely considers the problem of topological
imbalance.

To overcome the above shortcomings, in this paper, we propose a novel semi-supervised learning
method called Re-weight Nodes and Graph Learning Convolutional Network with Manifold Regular-
ization (ReNode-GLCNMR). Our proposed method simultaneously integrates graph learning and graph
convolution into a unified network architecture, which also enforces label smoothing through an
unsupervised loss term. At the same time, it addresses the problem of imbalance in graph topology by
adaptively reweighting the influence of labeled nodes based on their distances to the class boundaries.
Experiments on 8 benchmark datasets show that ReNode-GLCNMR significantly outperforms the
state-of-the-art semi-supervised GNN methods.1

© 2022 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

In recent years, graph learning has demonstrated its impor-
ance in many practical domains and applications. This is par-
ially due to the fact that a large amount of real-world data
resents natural graph relationships. For instance, social net-
orks reflect connections between people and can be used to
redict/recommend items that are of interest to specific users.
uch graph relationships can also be derived from unstructured
ata such as text collections and images. However, data annota-
ion is often costly and time-demanding. To remedy this issue,
eople can resort to explicit graphs to represent the pairwise
elationships between nodes/samples from the partially labeled
ata, then compute the similarities between the nodes/attributes

∗ Corresponding author at: University of the Basque Country, UPV/EHU, San
ebastian, Spain.

E-mail addresses: fadi.dornaika@ehu.eus (F. Dornaika),
i.jingjun@outlook.com (J. Bi), cszhang@ieee.org (C. Zhang).
1 The code is available at https://github.com/BiJingjun/ReNode-GLCNMR
ttps://doi.org/10.1016/j.neunet.2022.11.017
893-6080/© 2022 The Author(s). Published by Elsevier Ltd. This is an open access a

nc-nd/4.0/).
to infer the labels of the unannotated samples, which is referred
as semi-supervised learning on graphs (El Traboulsi, Dornaika,
& Assoum, 2015). To put it simply, semi-supervised learning on
graphs aims to utilize graph theory on the partially labeled data
to infer the labels of the vast amount of unlabeled samples.

With the rise and development of deep learning, Deep Graph
Neural Networks (GNNs) have been proposed, which have made
breakthroughs in various machine learning tasks (Peng et al.,
2021; Thiede, Zhou, & Kondor, 2021; Tolstikhin et al., 2021;
Wu et al., 2021). They have been adapted to tackle unsuper-
vised and semi-supervised learning problems as well, such as
GGNN (Li, Tarlow, Brockschmidt, & Zemel, 2015) and SSE (Dai,
Kozareva, Dai, Smola, & Song, 2018). Graph Convolutional Net-
works (GCNs) are a special class of GNNs, which encode the
graph structure with a neural network model and perform linear
and nonlinear neural network transformation at each layer. Well-
established GCN methods include Spectral CNN (Bruna, Zaremba,
Szlam, & LeCun, 2013), ChebNet (Defferrard, Bresson, & Van-
dergheynst, 2016), CayleyNet (Levie, Monti, Bresson, & Bronstein,
2018), GCN (Kipf &Welling, 2016), AGCN (Li, Wang, Zhu, & Huang,
rticle under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-
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018), DGCN (Zhuang & Ma, 2018), Diffusion CNN (Atwood &
owsley, 2016), scCDG (Wang, Zhao, Su, & Zheng, 2021), sc-
AC (Zhang, Gao, Zhao, Zheng, & Liu, 2022) and DAEMKL (Zhou
t al., 2021). The model in scCDG has a graph autoencoder that
ses a Graph Convolution Network (GCN) to address the chal-
enge of large datasets and excessive noise in single-cell cluster-
ng. scGAC is a graph autoencoder-based consensus-driven model
or efficient use of single-cell data and exploration of inter-cell
eterogeneity. DAEMKL is a deep learning method for identifying
icroRNA-disease associations (MDAs) using deep autoencoders
ith multiple kernel learning.
However, when adapting GCNs to semi-supervised graph

earning, researchers may face the following problems/challenges:
1) GCN models only focus on the fitness between ground-truth
nd predicted labels, but ignores the manifold structure implicitly
ncoded by the graph, which is a useful cue in semi-supervised
earning (Kejani, Dornaika, & Talebi, 2020) because it encodes
oth local and global structures of the data and forces regular-
zation of the model’s output according to these structures. (2)
CNs often use a fixed graph, which is not always optimal for
emi-supervised learning problems. This is because graphs in real
orld (especially for some non-graph data) can be noisy and may
ave spurious connectivity relationships. Such inaccurate graph
tructure has a negative impact on GCN message passing at each
ayer. (3) The two-stage framework of the GCN model cannot fully
xploit the correlation between graph construction and graph
onvolution learning, and may lead to sub-optimal solutions.
ndeed, the focus is often on graph convolution, while little
ttention is paid to graph construction (Jiang, Zhang, Lin, Tang, &
uo, 2019). (4) Graph data built upon partially labeled data com-
only present imbalanced graph representation issue, due to the
symmetric topological properties of the labeled nodes, i.e., the
abeled nodes are not equal with respect to their structural role
n the graph (topological imbalance) (Chen et al., 2021).

Over the last years, researchers have proposed a few improved
odels to address one of the above-mentioned problems, such as
CNMR (Kejani et al., 2020), GLCN (Jiang et al., 2019), RGLN (Tang,
ao, & Hu, 2021), and ReNode (Chen et al., 2021). However, to the
est of our knowledge, none of them can solve all the challenges
n a unified manner.

To this end, in this work, we propose a novel model for
emi-supervised learning problems that can overcome all the
bove shortcomings. This method is hereafter referred to as Re-
eight Nodes and Graph Learning-Convolutional Network with
anifold Regularization (ReNode-GLCNMR for short), which has

he following unique characteristics:
(i) It learns an optimal graph representation for semi-

upervised learning to serve GCN layers by simultaneously in-
egrating graph learning and graph convolution into a unified
etwork architecture. In our proposal, the constructed graph is
onstrained by both the input and output data, while the GLCN
ethod (Jiang et al., 2019) constrains the graph only by the input
ata.
(ii) It measures the degree of imbalance of the graph topology

ith an influence conflict detection based metric, and adap-
ively reweights the influence of the labeled nodes based on their
elative distances to the class boundaries.

(iii) It enforces the smoothness of the predicted labels of the
ntire samples using an unsupervised loss term.
We carry out extensive experiments on 8 benchmark datasets,

nd the results show that our proposal significantly outperforms
he state-of-the-art GCNs based semi-supervised learning ap-
roaches, especially on image datasets.
The remainder of this paper is organized as follows. In

ection 2, we give a brief overview of some related semi-
upervised methods. In Section 3, we present the ReNode-GLCNMR
odel in detail. Then, Section 4 reports the experimental results
189
of our proposed ReNode-GLCNMR methods. Finally, Section 5
concludes the work.

2. Related work

In this section we will introduce the main notations. We will
then briefly introduce GCN-based semi-supervised learning (Kipf
& Welling, 2016) and some improved models based on GCNs.

2.1. Notations

In this article, matrices are shown in bold uppercase letters
and vectors are shown in bold lowercase letters. We also em-
phasize that the two terms ‘‘data sample’’ and ‘‘node’’ mean the
same thing. We define X = [x1; x2; . . . ; xn] ∈ Rn×d as the
input matrix representing n data samples (row vectors with d
features), the graph similarity matrix A or S ∈ Rn×n denotes the
airwise relationships between the data X, D is a diagonal matrix
hose elements are the row or column sums of A, I denotes the

dentity matrix, and L is the normalized Laplacian matrix given
y L = I − D−

1
2 AD

1
2 . In the following, A will denote a fixed,

precomputed graph and S will denote an adaptive, constructed
graph. W(k)

∈ Rdk×dk+1 is a learnable layer-specific weight matrix
in the kth layer in GCN, and d0 = d,

P denotes the Personalized PageRank matrix, Ti is the Totoro
value of node i (Chen et al., 2021), c denotes the number of
classes, Y is the ground truth labels matrix of the labeled samples,
and Z ∈ Rn×c is the soft label prediction for all n data samples X,
where each row Zi is the soft label prediction for the ith node.

2.2. Graph Convolutional Networks (GCNs)

Let A ∈ Rn×n be a fixed graph representing the pairwise
relations between the data X. GCN (Kipf & Welling, 2016) with
K layers performs layer-wise propagation in hidden layers as
follows,

X(k+1)
= σ (D−

1
2 AD−

1
2 X(k)W(k)) (1)

Here k = 0, 1, . . . , K − 1. D is a diagonal matrix whose elements
are the row or column sums of A. W(k)

∈ Rdk×dk+1 , d0 = d is a
learnable layer-specific weight matrix. σ (·) denotes a non-linear
activation function, here it is ReLU(·) = max(0, ·). X(k+1)

∈ Rn×dk+1

denotes the output of the activations in the kth layer, and X(0)
=

X. The last layer of the GCN (Kipf & Welling, 2016) is

Z = softmax(D−
1
2 AD−

1
2 X(K−1)W(K−1)) (2)

where c is the number of classes, Z ∈ Rn×c is the matrix of
labels representing the label prediction for X, Zi denotes the
soft label prediction for the ith node,

{
W(0),W(1), . . . ,W(K−1)

}
is

the optimal weight matrix trained by minimizing the following
cross-entropy loss function:

LSemi−GCN = −

∑
i∈L

c∑
j=1

Yij ln Zij (3)

where L denotes the set of labeled nodes and Y is the ground truth
labeling matrix of the labeled samples.

2.3. Improved models based on GCNs

Graph Attention Network (GAT) The method presented in Ve-
likovi et al. (2017) learns graphs and prediction tasks simul-
taneously. It does not explicitly generate graphs, but uses an
attention-based similarity measure to learn the weight of the
relationship between each node and its neighbors.
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GCNs with Manifold Regularization (GCNMR) In Kejani et al.
2020), the authors proposed GCNMR. GCNMR has another unsu-
ervised item than GCN, which enforces the smoothness of the
redicted labels of the entire samples, thus deriving a more pow-
rful semi-supervised learning. GCNMR retains the advantages of
lassical GCN yet can improve it without increasing the time com-
lexity. It performs feature propagation in each layer and ensures
hat the predicted labels satisfy the manifold regularization.

Graph Learning-Convolutional Network (GLCN) Since GCNs
se a fixed graph, which is not always optimal for semi-
upervised learning problems, and a two-stage framework in the
CN model cannot fully exploit the correlation between graph
onstruction and graph convolution learning and may lead to a
eak suboptimal solution, GLCN aims to learn an optimal graph
epresentation by simultaneously integrating graph learning and
raph convolution into a unified network architecture. GLCN
ncludes both the labeled and predicted labels so that useful
weakly’ supervised information can be provided to refine (or
earn) the graph construction and facilitate the graph convolution
peration to estimate the unknown labels.
Topology-Imbalance Node Representation Learning (TINL)

he imbalance considered in the existing studies originates from
he unequal number of labeled examples with different classes
quantitative imbalance). In Chen et al. (2021), the authors argued
hat graph data reveal a unique source of imbalance in the asym-
etric topological properties of the labeled nodes, i.e., the labeled
odes are not equally important with respect to their structural
ole in the graph (topological imbalance).

Robust Residual Graph Learning Networks via Similarity
RGLN) In Tang et al. (2021), the authors proposed a paradigm
or learning residual graphs to infer the connectivity of edges
nd weights in graphs. It is presented as metric distance learning
190
under the assumption of low rank and similarity-preserving reg-
ularization. It learns the underlying graph based on a similarity-
preserving mapping on graphs that keeps similar nodes close and
pushes away dissimilar nodes.

From the above literature, we see that existing methods only
focus one particular limitation and none of them has can over-
come all the weaknesses in a uniform manner.

3. Proposed approach: ReNode-GLCNMR

In this work, we propose the ReNode-GLCNMR method for
semi-supervised graph learning, which aims to overcome all the
above-mentioned shortcomings in a unified network architecture.
The framework of the proposed approach is depicted in Fig. 1.
Inspired by that of GLCN (Jiang et al., 2019), our framework
includes a graph learning layer and multiple GCN layers. More-
over, our proposal devises three types of loss terms: (i) weighted
cross entropy loss (relevant labeled nodes have large weights), (ii)
graph learning loss, and (iii) label smoothing loss.

The first layer of the architecture is used to learn an optimal
adaptive graph representation S, as described in Eq. (4) (Jiang
et al., 2019). This adaptive graph is used in subsequent graph
convolution blocks and label smoothing.

Given an input data matrix X = [x1; x2; . . . ; xn] ∈ Rn×d, we
im to estimate a non-negative graph Sij = g(xi, xj) representing
he pairwise similarity between data xi and xj. It implements
(xi, xj) over a single-layer neural network parameterized by the
eight vector a = (a1, a2, . . . , ap)T ∈ Rp×1. Instead of explicitly
stimating the n2 elements of the graph matrix S, we only need
o learn the vector of weight a that completely defines the graph
using the following:

ij = g
(
x̃i, x̃j

)
=

exp(ReLU
(
aT

⏐⏐x̃i − x̃j
⏐⏐))∑n (

T
⏐⏐ ⏐⏐) ∀ i, j = 1, . . . , n (4)
j=1 exp(ReLU a x̃i − x̃j )
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here x̃i is a low-dimensional representation of xi. We have x̃i =

i Q where Q ∈ Rd×p and p < d. The linear transformation Q is
also a learnable matrix, which is included in the graph learning
layer (Fig. 1). We use the projection matrix Q to perform graph
learning in a low-dimensional subspace, as more robustness and
efficiency can be gained. Eq. (4) guarantees the non-negativity
of the graph matrix S (i.e., Sij ≥ 0) as well as that the sum of
each row in S is equal to one, and the optimal weight vector a is
determined by minimizing the following loss function:

LGL(Q, a) =

n∑
i,j=1

x̃i − x̃j
2
2 Sij + λ ∥S∥2

F (5)

The layer-wise propagation in Eq. (1) becomes:

X(k+1)
= σ (D

−
1
2

s SD
−

1
2

s X(k)W(k)) (6)

The final perceptron layer in Eq. (2) becomes as follows:

= softmax(D
−

1
2

s SD
−

1
2

s X(K−1)W(K−1)) (7)

We also re-weight the labeled nodes as described in Chen et al.
(2021). In this work, the labeled nodes are weighted according to
their location from the boundaries of classes. This is achieved by
calculating the Totoro score. In order to measure the node influ-
ence distribution with every labeled node, Personalized PageRank
matrix P is calculated as:

P = α (I − (1 − α)D−
1
2 AD−

1
2 )−1 (8)

where I denotes the identity matrix and α ∈ (0, 1] denotes
he probability of restarting the random walk. Here we use the
nitial precomputed graph A, where the graph matrix A denotes
n initial graph associated with the dataset. In citation network
atasets, A is the citation links provided by a binary adjacency
atrix. In image datasets, it can be constructed using any graph
onstruction technique, such as the KNN graph.
Ti is the Totoro value of the node i. It measures the topological

roximity of node i to the center of the class to which it belongs.
t is calculated as follows:

i = Ex∼Pi:[
∑

j∈[1,c],j̸=yi

1⏐⏐Cj
⏐⏐ ∑

k∈Cj

Pk,x] (9)

where yi denotes the ground-truth label of node i, c is the number
of classes, (C1, C2, . . . , Cc) is the training sets for different classes.
Since the relevance of a labeled node i is indicated by a small
Totoro value, the weight wi can be calculated using the following
cosine wave based mapping:

wi = wmin +
1
2

(wmax − wmin)

(
1 + cos

(
Rank (Ti)

|L|
π

))
, i ∈ L

(10)

here wmin and wmax are the lower and upper bound of the
eight correction factor, and rank(Ti) denotes the ranking or-
er of Ti in the labeled set of samples. With the re-weighted
abeled nodes, we can get a new cross-entropy loss function based
n Eq. (3). This new cross-entropy loss function LSemi−ReNode is

calculated by:

LSemi−ReNode = −
1
|L|

∑
i∈L

wi

c∑
j=1

Yij lnZij (11)

here Z is defined in Eq. (7). Our third loss (unsupervised term)
nforces the smoothness of the predicted labels of the entire
ata (Kejani et al., 2020) using the constructed graph. The label
191
regularization term Lsmooth is:

Lsmooth =
1
2

n∑
i=1

n∑
j=1

∥Zi − Zj∥
2Sij = Trace(ZTLZ) (12)

here Trace(·) denotes the trace of the matrix, and the normal-

zed Laplacian matrix L is L = I − D
−

1
2

s SD
1
2
s . We emphasize

that Lsmooth depends on all unknowns, namely the transformation
Q, the graph parametrization a, and the linear transformations
of the GCN blocks W(0), . . . ,W(K−1). Thus, minimizing this value
leads to a certain optimality of both the graph structure and the
output representation. In our method, the constructed graph is
constrained by both the input and output data, while the GLCN
method constrains the graph only by the input data.

Our proposed model ReNode-GLCNMR is trained by minimiz-
ing the following global loss function LReNode−GLCNMR

LReNode−GLCNMR = LSemi−ReNode + λ1 LGL + λ2 Lsmooth (13)

here LSemi−ReNode, LGL and Lsmooth are defined in Eqs. (11), (5) and
(12), respectively. λ1 and λ2 are two hyperparameters. Learning
he linear transformation Q, the graph parametrization vector a,
nd the transformations W(k) are carried out by minimizing the

global loss (13).
Specially, if we set labeled node weight wi = 1, we have

cross-entropy loss function LSemi without ReNode:

LSemi = −

∑
i∈L

c∑
j=1

Yij ln Zij (14)

here Z is defined in Eq. (7). The global loss function without
eNode is LGLCNMR:

GLCNMR = LSemi + λ1 LGL + λ2 Lsmooth (15)

. Performance evaluation

.1. Datasets

To test the effectiveness of our proposed method ReNode-
LCNMR on semi-supervised learning problems, we perform ex-
eriments on eight benchmark datasets, including three widely
sed Plantoid Paper Citation Graphs (Citeseer, Cora, and Pubmed
en et al., 2008), a co-authorship graph (Coauthor CS Shchur,
umme, Bojchevski, & Gunnemann, 2018) based on the Microsoft
cademic Graph, and four image datasets (CIFAR10 Krizhevsky &
inton, 2009, SVHN Netzer, Wang, Coates, Bissacco, & Ng, 2011,
NIST,2 and Scene15 Jiang, Lin, & Davis, 2013; Lazebnik, Schmid,

& Ponce, 2006). Each image in CIFAR10 or SVHN is a 32 × 32
RGB image, each image in MNIST consists of handwritten digits
from ‘0’ to ‘9’, and Scene15 has 4485 scene images. The number
of images in CIFAR10, SVHN and MNIST datasets is large, but we
select only 1000 in each class and get a total of 10,000 images
from each dataset. More details about these datasets can be found
in Table 1.

4.2. Experimental setup

In this section, we compare our models GLCNMR and ReNode-
GLCNMR with four baselines GCN (Kipf & Welling, 2016),3 GLCN
(Jiang et al., 2019),4 ReNode-GCN (TINL) (Chen et al., 2021),5 and

2 http://yann.lecun.com/exdb/mnist/.
3 https://github.com/tkipf/gcn.
4 https://github.com/jiangboahu/GLCN-tf.
5 https://github.com/victorchen96/ReNode.

http://yann.lecun.com/exdb/mnist/
https://github.com/tkipf/gcn
https://github.com/jiangboahu/GLCN-tf
https://github.com/victorchen96/ReNode
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Table 1
Datasets used in our experiments.

Dataset # Nodes # Labeled # Edges # Features # Classes

Citation dataset
CiteSeer 3 327 120 4 732 3703 6
CORA 2 708 140 5 429 1433 7
PubMed 19 717 60 44 338 500 3

Co-authorship dataset Coauthor CS 18 333 300 81 894 6805 15

Image dataset

CIFAR10 10 000 1000 – 2048 10
SVHN 10 000 1000 – 2048 10
MNIST 10 000 1000 – 784 10
Scene15 4 485 750 – 3000 15
GCNMR (Kejani et al., 2020),6 which are related to our model. We
lso compare our models with three other Graph Neural Network
ethods, including Graph Attention Networks (GAT) (Velikovi
t al., 2017),7 DeepWalk (Perozzi, Al-Rfou, & Skiena, 2014),8 and
GLN (Tang et al., 2021).9 The code of GCN, GLCN, ReNode-GCN
TINL), RGLN and GAT used in our experiments is provided by
he authors, and we use the default parameters in their code. To
nsure the fairness of our experimental results, our GLCNMR and
eNode-GLCNMRmodels use the same parameters as GLCN (Jiang
t al., 2019). More specifically, the number of layers is set to two,
he number of features in the dimension reduction module is set
o 70 (p = 70), and the number of features in the hidden layers
s set to 30 (d1 = 30). This configuration is used in these models
CN, GLCN, GCNMR, GLCNMR, and ReNode-GLCNMR.
For the CIFAR10, SVHN and MNIST image datasets, we ran-

omly select 1000 images (100 images per class) for training and
000 images (100 images per class) for validation. The remaining
000 images are used as test samples. For the Scene15 image
ataset, we randomly select 750 images (50 images per class)
or training and use 500 images for validation, the remaining
mages are for testing. To reduce the effect of random selection,
e run all our experiments with ten different splits of training,
alidation, and testing, and report the average results and the
ssociated standard deviation. To fairly compare the models, we
irst randomly split all datasets into ten different splits, then fix
he ten splits and run the eight competing models with these
ixed ten splits.

For the three citation graphs and the Coauthor CS, we follow
he evaluation protocol of studies (Chen et al., 2021; Yang, Cohen,
Salakhudinov, 2016) and randomly select 20 examples per class

or training and 30 examples in each class for validation; all
emaining examples are for testing. As with the image datasets,
he results are averaged over ten different splits.

In Shchur et al. (2018), it was shown that different splits of
he citation datasets Citeseer, Cora and Pubmed can lead to a
ompletely different result and ranking. This study recommended
he use the same split for fair comparison. Following this rec-
mmendation, in a group of experiments, we also used with the
ame split used by GLCN (Jiang et al., 2019) for the Citeseer and
ora datasets. We used the maximum of 5000 epochs and set an
arly stop at 100.
Since Jiang et al. (2019) trains GLCN for a maximum of 5000

pochs, we also reported experiments with the maximum of 5000
pochs and an early stop set of 100 on image datasets. Note that
he DeepWalk method is different from other GCN-based models
nd does not depend on epochs like other models.
For more details on the parameters setting of our experiment,

ee Appendix. Table 7 shows the parameters applicable to the 8
atasets in our ReNode-GLCNMR.

6 https://github.com/BiJingjun/GCNMR.
7 https://github.com/PetarV-/GAT.git.
8 https://github.com/DSE-MSU/DeepRobust.git.
9 https://github.com/ashawkey/JLGCN.git.
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4.3. Experimental results and method comparison

Tables 2 and 3 show the mean and standard deviation of
accuracy (ACC), weighted-F1 (W-F1), and macro-F1 (M-F1) for
the four image datasets used. These tables summarize the per-
formance of semi-supervised classification by nine models. We
experimented with both the maximum of 200 epochs and 5000
epochs, and all results were averaged over ten splits. The best
results are shown in bold and the second best underlined. Since
the DeepWalk method is different from other GCN-based models
and does not depend on epochs as other models do, it appears
only in Table 3. We can conclude that the proposed ReNode-
GLCNMR model outperforms the other competing methods on
image datasets for the three metrics used regardless of accuracy,
Weighted-F1, and Macro-F1 in many configurations.

Table 4 shows the results for the three citation graphs and
one co-authorship graph (Coauthor CS). We used a maximum
of 200 epochs and averaged all results over ten splits. We can
see that the accuracy obtained by the proposed model is good.
The obtained Weighted-F1 and Macro-F1 are slightly worse. We
emphasize that these dataset not only the classes are imbalanced
but also the amount of labeled data used for these four datasets
can be very small, which can benefit some models on the expense
of other models.

Table 5 shows the results of the eight competing models using
the same split as GLCN (Jiang et al., 2019) on the Citeseer and Cora
datasets and using the maximum of 5000 epochs. In this split, our
proposed models GLCNMR and ReNode-GLCNMR outperform the
other competing models including the GLCN model. The obtained
accuracy in Table 5 is higher than that in Table 4. the reason is
twofold. First, the splits used in the two tables are not exactly the
same. Second, they have different number of nodes for validation
and testing. Take Citeseer for example, Table 5 uses the same split
as Jiang et al. (2019), it has 500 nodes for validation. Table 4 uses
the split that has 30 nodes per class for validation and the nodes
fall into six classes, so it has 180 nodes for validation.

4.4. Ablation study

The proposed method ReNode-GLCNMR integrates the weight
wi of the labeled nodes and a smoothing term Trace(ZTLZ). We
conducted an ablation study aiming to quantify the effect of each
component. Table 6 shows the results of the ablation study. The
same split is used as in Table 5 for the Citeseer and Cora datasets,
and the same split as in Tables 2 and 3 for the Scene15 image
dataset. The maximum number of epochs is set to 200 for Citeseer
and Scene15 and 5000 for Cora. From this ablation study, we
can see that the ReNode weight wi can improve the Weighted-
F1 or Macro-F1, but cannot achieve better accuracy. If we use the
ReNode weight wi and the smoothing term Trace(ZTLZ) simulta-
neously, we can get a better overall result for the three metrics
accuracy, Weighted-F1 and Macro-F1.

https://github.com/BiJingjun/GCNMR
https://github.com/PetarV-/GAT.git
https://github.com/DSE-MSU/DeepRobust.git
https://github.com/ashawkey/JLGCN.git
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Table 2
Averaged accuracy (%), weighted F1 (%) and macro F1 (%) on the SVHN, CIFAR10, MNIST and Scene15 datasets. The maximum number
of epochs is set to 200.

Method (Year) MNIST CIFAR10 SVHN Scene15

ACC

GCN (2016) 86.89 ± 0.4 60.86 ± 0.8 60.12 ± 1.9 85.43 ± 1.0
ReNode-GCN (2021) 83.39 ± 0.6 56.91 ± 0.9 71.11 ± 0.8 80.11 ± 10.2
GAT (2017) 86.60 ± 1.0 55.88 ± 0.9 67.80 ± 1.3 12.64 ± 6.7
DeepWalk (2014) – – – –
RGLN (2021) 89.12 ± 0.7 24.98 ± 3.5 28.03 ± 3.6 10.46 ± 0.3
GCNMR (2020) 87.54 ± 0.7 61.09 ± 0.7 73.06 ± 0.6 85.47 ± 0.9
GLCN (2019) 92.85 ± 0.2 61.12 ± 0.7 74.97 ± 0.5 91.77 ± 0.4
GLCNMR (Ours) 92.85 ± 0.2 61.12 ± 0.7 74.97 ± 0.5 92.95 ± 0.4
ReNode-GLCNMR (Ours) 93.01 ± 0.2 62.16 ± 0.6 75.54 ± 0.5 93.21 ± 0.4

W_F1

GCN (2016) 77.37 ± 0.4 48.89 ± 0.7 46.68 ± 1.3 64.18 ± 1.7
ReNode-GCN (2021) 68.63 ± 0.5 42.96 ± 0.7 57.03 ± 4 58.87 ± 10.2
GAT (2017) 86.42 ± 1.1 54.49 ± 0.9 67.12 ± 1.5 11.50 ± 6.9
DeepWalk (2014) – – – –
RGLN (2021) 89.13 ± 0.7 16.94 ± 4.8 20.07 ± 5.2 3.52 ± 1.1
GCNMR (2020) 79.00 ± 0.4 50.66 ± 0.9 65.53 ± 1.6 64.48 ± 1.1
GLCN (2019) 90.94 ± 0.3 56.40 ± 0.8 71.02 ± 0.6 89.01 ± 1.0
GLCNMR (Ours) 90.94 ± 0.3 56.40 ± 0.8 71.02 ± 0.6 89.87 ± 0.6
ReNode-GLCNMR (Ours) 91.25 ± 0.2 57.8 ± 0.5 71.77 ± 0.7 90.08 ± 0.8

M_F1

GCN (2016) 77.37 ± 0.4 48.89 ± 0.7 46.68 ± 1.3 64.00 ± 1.6
ReNode-GCN (2021) 68.63 ± 0.5 42.96 ± 0.7 57.03 ± 0.4 58.80 ± 10.0
GAT (2017) 86.42 ± 1.1 54.49 ± 0.9 67.12 ± 1.5 11.47 ± 6.9
DeepWalk (2014) – – – –
RGLN (2021) 89.13 ± 0.7 16.94 ± 4.8 20.07 ± 5.2 2.88 ± 1.1
GCNMR (2020) 79.00 ± 0.4 50.66 ± 0.9 65.53 ± 1.6 64.14 ± 1.1
GLCN (2019) 90.94 ± 0.3 56.40 ± 0.8 71.02 ± 0.6 88.66 ± 1.0
GLCNMR (Ours) 90.94 ± 0.3 56.40 ± 0.8 71.02 ± 0.6 89.81 ± 0.5
ReNode-GLCNMR (Ours) 91.25 ± 0.2 57.80 ± 0.5 71.77 ± 0.7 89.98 ± 0.5
Table 3
Averaged accuracy (%), weighted F1 (%) and macro F1 (%) on the SVHN, CIFAR10, MNIST and Scene15 datasets. The maximum number
of epochs is set to 5000.

Method (Year) MNIST CIFAR10 SVHN Scene15

ACC

GCN (2016) 91.66 ± 0.2 64.31 ± 0.9 78.50 ± 0.3 87.01 ± 2.4
ReNode-GCN (2021) 90.96 ± 0.2 65.17 ± 0.7 78.79 ± 0.5 86.87 ± 3.0
GAT (2017) 92.61 ± 0.2 60.69 ± 1.1 75.86 ± 0.5 86.93 ± 5.2
DeepWalk (2014) 90.28 ± 1.4 58.93 ± 0.4 75.92 ± 0.3 96.77 ± 0.1
RGLN (2021) 89.63 ± 0.7 37.79 ± 3.1 40.06 ± 5.8 10.93 ± 0.4
GCNMR (2020) 91.90 ± 0.2 64.37 ± 0.7 78.17 ± 0.4 87.89 ± 0.5
GLCN (2019) 93.97 ± 0.2 65.89 ± 0.4 78.49 ± 0.3 95.78 ± 0.2
GLCNMR (Ours) 93.97 ± 0.2 65.89 ± 0.4 78.49 ± 0.3 95.78 ± 0.2
ReNode-GLCNMR (Ours) 93.92 ± 0.5 66.18 ± 0.4 78.68 ± 0.4 95.86 ± 0.2

W_F1

GCN (2016) 84.49 ± 0.4 50.68 ± 0.7 68.77 ± 0.8 67.97 ± 4.4
ReNode-GCN (2021) 81.08 ± 0.4 51.97 ± 0.7 68.99 ± 0.5 68.00 ± 5.0
GAT (2017) 92.59 ± 0.2 59.64 ± 1.3 75.61 ± 0.6 86.93 ± 5.1
DeepWalk (2014) 90.28 ± 1.4 58.58 ± 0.3 75.81 ± 0.3 96.77 ± 0.1
RGLN (2021) 89.62 ± 0.7 36.26 ± 3.0 39.11 ± 6.8 4.18 ± 0.7
GCNMR (2020) 84.73 ± 0.4 50.71 ± 0.8 67.91 ± 0.6 67.65 ± 0.9
GLCN (2019) 92.71 ± 0.1 61.68 ± 0.7 75.86 ± 0.2 94.73 ± 0.3
GLCNMR (Ours) 92.71 ± 0.1 61.68 ± 0.7 75.86 ± 0.2 94.73 ± 0.3
ReNode-GLCNMR (Ours) 92.72 ± 0.3 61.81 ± 0.5 76.16 ± 0.3 94.82 ± 0.3

M_F1

GCN (2016) 84.49 ± 0.4 50.68 ± 0.7 68.77 ± 0.8 67.67 ± 4.4
ReNode-GCN (2021) 81.08 ± 0.4 51.97 ± 0.7 68.99 ± 0.5 67.71 ± 4.9
GAT (2017) 92.59 ± 0.2 59.64 ± 1.3 75.61 ± 0.6 86.77 ± 5.0
DeepWalk (2014) 90.28 ± 1.4 58.58 ± 0.3 75.81 ± 0.3 96.65 ± 0.2
RGLN (2021) 89.62 ± 0.7 36.26 ± 3.0 39.11 ± 6.8 3.67 ± 0.7
GCNMR (2020) 84.73 ± 0.4 50.71 ± 0.8 67.91 ± 0.6 67.06 ± 1.0
GLCN (2019) 92.71 ± 0.1 61.68 ± 0.7 75.86 ± 0.2 94.56 ± 0.3
GLCNMR (Ours) 92.71 ± 0.1 61.68 ± 0.7 75.86 ± 0.2 94.56 ± 0.3
ReNode-GLCNMR (Ours) 92.72 ± 0.3 61.81 ± 0.5 76.16 ± 0.3 94.64 ± 0.3
e

p
F

4.5. Sensitivity to parameters

Similar to many semi-supervised methods that use balanc-
ng parameters, we opted for a grid search over a fixed range
f values. Our proposed model has two independent balancing
arameters λ1 and λ2. For λ1 we use the set of these values

{0.000001, 0.00001, 0.0001, 0.001, 0.01, 0.1, 1, 10, 20, 30, 40,
50, 100, 200, 400, 600} and for λ2 the following set {0.000001,
0.00001, 0.0001, 0.001, 0.01, 0.1, 1, 10, 20, 30, 40, 50, 100, 200,
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300, 400, 500, 1000, 10000, 100000, 1 000000}. A validation
procedure was performed to select the best combination of pa-
rameters. The last two columns in Table 7 summarizes the best
values of λ1 and λ2 for each dataset used. The same table shows
the value used for other parameters α, wmin, and wmax needed for
stimating the weight of the labeled samples.
We also investigated the influence of different values of the

arameters λ1 and λ2 on the results of our ReNode-GLCNMR.
ig. 2 shows the accuracy of our ReNode-GLCNMR on the Cora



F. Dornaika, J. Bi and C. Zhang Neural Networks 158 (2023) 188–196
Table 4
Comparison results on the Citeseer, Cora, Pubmed and Coauthor CS datasets.

Method (Year) Citeseer Cora Pubmed Coauthor CS

ACC

GCN (2016) 68.22 ± 1.5 79.12 ± 1.3 75.84 ± 1.7 90.99 ± 0.4
ReNode-GCN (2021) 66.37 ± 2.5 76.84 ± 1.1 75.84 ± 1.7 90.73 ± 0.6
GAT (2017) 68.41 ± 1.4 77.71 ± 3.3 73.45 ± 2.0 90.30 ± 0.6
DeepWalk (2014) 49.66 ± 1.3 70.50 ± 0.8 72.62 ± 1.5 83.78 ± 0.7
RGLN (2021) 67.02 ± 1.9 79.02 ± 1.3 76.23 ± 1.8 88.99 ± 0.3
GCNMR (2020) 68.45 ± 1.6 79.14 ± 1.1 75.55 ± 2.1 90.84 ± 0.7
GLCN (2019) 67.95 ± 1.7 79.01 ± 1.4 74.84 ± 2.1 91.39 ± 0.5
GLCNMR (Ours) 68.37 ± 1.1 79.07 ± 1.4 74.91 ± 2.0 91.43 ± 0.5
ReNode-GLCNMR (Ours) 70.27 ± 1.2 79.19 ± 1.0 75.11 ± 2.0 91.45 ± 0.5

W_F1

GCN (2016) 58.25 ± 1.5 70.89 ± 1.2 71.48 ± 1.9 84.81 ± 0.5
ReNode-GCN (2021) 50.58 ± 1.8 62.13 ± 1.5 71.55 ± 1.9 84.35 ± 0.7
GAT (2017) 68.73 ± 1.0 78.11 ± 3.1 72.93 ± 2.3 90.30 ± 0.6
DeepWalk (2014) 50.60 ± 1.1 70.71 ± 0.8 72.65 ± 1.5 83.94 ± 0.7
RGLN (2021) 67.06 ± 1.5 79.18 ± 1.2 76.20 ± 1.9 89.12 ± 0.3
GCNMR (2020) 60.62 ± 1.9 71.54 ± 0.6 70.79 ± 2.4 84.54 ± 0.7
GLCN (2019) 59.34 ± 1.3 71.55 ± 0.7 72.50 ± 2.2 89.04 ± 0.5
GLCNMR (Ours) 59.88 ± 1.4 71.59 ± 1.3 72.70 ± 1.9 89.10 ± 0.5
ReNode-GLCNMR (Ours) 61.03 ± 0.6 71.04 ± 0.5 72.87 ± 2.0 88.92 ± 0.5

M_F1

GCN (2016) 54.43 ± 1.3 69.33 ± 1.3 71.30 ± 1.8 80.03 ± 0.4
ReNode-GCN (2021) 46.61 ± 1.6 60.70 ± 0.9 71.38 ± 1.8 79.39 ± 0.5
GAT (2017) 64.67 ± 0.8 76.79 ± 3.1 72.98 ± 2.1 87.66 ± 0.6
DeepWalk (2014) 46.76 ± 1.1 69.56 ± 1.2 70.85 ± 1.9 78.79 ± 1.0
RGLN (2021) 62.86 ± 1.5 77.46 ± 1.4 76.02 ± 1.7 85.19 ± 0.9
GCNMR (2020) 56.66 ± 1.8 70.31 ± 0.8 70.64 ± 2.1 78.01 ± 1.0
GLCN (2019) 55.60 ± 1.1 69.84 ± 0.6 72.23 ± 2.1 85.86 ± 0.5
GLCNMR (Ours) 55.95 ± 1.2 70.14 ± 1.5 72.50 ± 1.7 86.11 ± 0.5
ReNode-GLCNMR (Ours) 56.92 ± 0.8 69.20 ± 1.5 72.63 ± 1.9 85.69 ± 0.4
Fig. 2. The accuracy of ReNode-GLCNMR as a function of λ1 and λ2 on dataset Cora.
Table 5
Accuracy on datasets Citeseer and Cora use the split same as GLCN (Jiang et al.,
2019).
Method Citeseer Cora

GCN 70.20 83.50
GAT 71.70 83.60
DeepWalk 52.00 76.90
RGLN 70.30 83.70
GCNMR 71.80 84.20
GLCN 71.90 85.20
GLCNMR (Ours) 74.00 85.60
ReNode-GLCNMR (Ours) 74.20 85.20
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dataset with different λ1 and λ2. It can be seen that the accuracy
first increases and then decreases with the increase of λ2. In
general, the accuracy is stable for a large domain of values of λ1
and λ2.

4.6. Visualization

Finally, we visualize the distribution of nodes according to
ReNode-GLCNMR with the t-SNE projection. Fig. 3.a shows the
t-SNE projection of 1000 nodes in the Cora datasets using the
original features. Fig. 3.b is the distribution of the same nodes
after ReNode-GLCNMR. Fig. 3.c illustrates the t-SNE projection
of 8000 test images in the MNIST dataset using the original
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Table 6
Ablation study.

Variant ReNode Smoothness Citeseer Cora Scene15

ACC

GLCN 73.20 85.20 91.77 ± 0.4
GLCNMR ✓ 72.40 85.60 92.95 ± 0.4
ReNode-GLCN ✓ 73.30 84.90 92.92 ± 0.5
ReNode-GLCNMR (Ours) ✓ ✓ 74.90 85.20 93.21 ± 0.4

W_F1

GLCN 62.28 76.51 89.01 ± 1.0
GLCNMR ✓ 63.27 76.69 89.87 ± 0.6
ReNode-GLCN ✓ 66.81 78.15 90.08 ± 0.8
ReNode-GLCNMR (Ours) ✓ ✓ 65.58 78.15 90.08 ± 0.8

M_F1

GLCN 59.34 74.35 88.66 ± 1.1
GLCNMR ✓ 60.50 73.51 89.81 ± 0.5
ReNode-GLCN ✓ 63.14 75.71 89.82 ± 0.9
ReNode-GLCNMR (Ours) ✓ ✓ 62.49 75.72 89.98 ± 0.5
Fig. 3. (a) and (b): t-SNE visualization of (a) the original features and (b) output features by using ReNode-GLCNMR on the Cora dataset. (c) and (d): t-SNE
isualization of (a) the original features and (b) output features by using ReNode-GLCNMR on the MNIST dataset.
eatures. Fig. 3.d is the distribution of the same nodes according
o ReNode-GLCNMR. As you can be seen from the figures, the
epresentation obtained by ReNode-GLCNMR contributed to the
lass discrimination.

. Conclusion

In this work, we proposed the ReNode-GLCNMR approach for
raph-based semi-supervised learning problems. ReNode-
LCNMR includes a graph learning layer, multiple convolutional
195
layers, weight estimation of labeled nodes, and label smoothing.
The results of our experiments on eight benchmarks show that
ReNode-GLCNMR generally performs better than traditional GCNs
on several semi-supervised learning problems. This was evident
on the image datasets. These results tend to confirm that the pro-
posed model, which simultaneously integrates graph construction
and label regularization, leads to better performance of GCN
architectures for semi-supervised learning problems. Another
issue that arises from the proposed work is the need for a more
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Table 7
Parameters applicable to the 8 datasets in our ReNode-GLCNMR.

α wmin wmax λ1 λ2

CiteSeer 0.15 0.5 1.5 0.01 40
CORA 0.15 0.5 2 0.01 0.01
PubMed 0.15 0.5 100 0.001 0.001
Coauthor CS 0.15 0.5 40 0.00001 0.0001
CIFAR10 0.15 0.5 30 0.01 0.1
SVHN 0.15 0.5 30 0.01 0.1
MNIST 0.15 0.5 30 0.01 0.1
Scene15 0.15 0.5 30 0.01 0.1

rigorous evaluation protocol for datasets representing citation
networks.
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ppendix. More details of experiments

• PageRank teleport probability α: [0.05; 0.1; 0.15; 0.2];
• Dimension of graph learning hidden layer: 70;
• Dimension of graph convolution hidden layer: 30;
• Lower bound of the cosine annealing wmin: [0.25; 0.5; 0.75];
• Upper bound of the cosine annealing wmax: fron 1.25 to 200;
• Weight for L2 loss on embedding matrix: [1e–4; 5e–2];
• Initial Graph Learning Layer learning rate: [0.005];
• Initial Graph Convolution Layer learning rate: [0.005];
• Decay of the learning rate: [0.9];
• Dropout Probability: [0.6];
• λ1: from 1e–6 to 1e+2;
• λ2: from 1e–6 to 1e+6;
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