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2. RESUMEN / SUMMARY. 
 

2.1. RESUMEN. 

La zona subgranular (SGZ del inglés “Subgranular Zone”) es una región del giro dentado (DG del 

inglés “Dentate Gyrus”) en la que reside una población de células madre neurales adultas (NSCs 

del inglés “Neural Stem Cells”). Estas NSCs generan nuevas células que acaban integrándose 

localmente como células granulares maduras en el circuito hipocampal. Las NSCs se pueden 

definir por su posición, morfología y expresión de varios marcadores celulares. Se dividen de 

manera asimétrica en su mayoría para mantener una copia de sí mismas y generar progenitores 

neurales (ANPs del inglés “Amplifying Neural Progenitors”) que tras rápidos ciclos de división 

celular generarán neuronas inmaduras o neuroblastos. Por último, los neuroblastos migrarán y 

sufrirán cambios funcionales más importantes, dado que la población evoluciona tanto 

morfológica electrofisiológicamente, requiriendo grandes cambios de expresión génica. 

A lo largo del proceso de neurogénesis y migración neuronal, especialmente durante el 

desarrollo y la maduración de los neuroblastos, tiene lugar una remodelación extensa y dinámica 

del citoesqueleto celular. Sin embargo, todavía no está claro cómo se regulan muchos de estos 

procesos a nivel de señalización intracelular. 

La familia de pequeñas GTPasas Rho (Ras homologous) está formada por reguladores clave del 

citoesqueleto que actúan en varios tipos celulares. Es interesante que, de los muchos miembros 

pertenecientes a esta familia, solo Rnd2 está selectivamente enriquecido en la SGZ adulta y por 

lo tanto, podría ser un buen candidato que jugara un papel importante en los cambios 

morfológicos celulares y de migración característicos de las neuronas inmaduras que se generan 

en la neurogénesis adulta hipocampal (AHN del inglés “Adult Hippocampal Neurogenesis”). 

Estudios previos han demostrado que Rnd2 es necesaria de manera intrínseca en las neuronas 

nacidas en el adulto para su supervivencia y maduración y también es crítica para el control de 

la ansiedad a nivel comportamental. Las funciones dependientes del hipocampo incluyen tanto 

la cognición (aprendizaje espacial y memoria contextual) como el control de las emociones 

(ansiedad y estrés). 

La neurogénesis adulta está altamente unida al nivel de actividad del circuito hipocampal. Como 

consecuencia, las enfermedades que modifican dicho nivel de actividad, podrían alterarla. 

Investigar la neurogénesis adulta en neuropatologías que conllevan un aumento en la actividad 

neuronal y eventualmente el desarrollo de convulsiones, como la epilepsia, los accidentes 
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cerebrovasculares, el síndrome de Dravet o el daño cerebral por contusiones (TBI del inglés 

“Traumatic Brain Injury”) podría aportar información básica muy relevante sobre cómo la 

hiperexcitación neuronal modifica la AHN y permitir el descubrimiento de nuevas dianas con 

potencial terapéutico. 

El TBI se define como una disrupción estructural y/o fisiológica de la función cerebral como 

resultado de la aplicación de una fuerza externa extrema. Así, es considerado una causa 

importante de muerte e incapacidad a nivel mundial. El daño cerebral producido afecta también 

a la neurogénesis, sin embargo, queda mucho por caracterizar sobre los efectos específicos que 

en ella produce. Muy pocos son los estudios que se centra en caracterizar y establecer los 

efectos de la integración funcional de las nuevas neuronas o incluso su resultado final en 

funciones dependientes del hipocampo en este tipo de alteraciones. Esto dificulta en 

sobremanera el poder alcanzar una conclusión clara sobre el papel de la AHN tras el TBI. Por 

todo ello, es necesaria una caracterización más profunda y exhaustiva para determinar el papel 

que ejercen las nuevas neuronas generadas tras el TBI. 

En la primera parte de esta tesis, tratamos de caracterizar las alteraciones causadas por el TBI 

en las NSCs y su progenie. La patofisiología del TBI evoluciona desde una fase inflamatoria aguda 

hasta el daño secundario que genera una fase crónica. Diseñamos un paradigma experimental 

exhaustivo que comprende cuatro puntos temporales que cubren ambas fases para analizar la 

respuesta neurogénica. Tanto las NSCs como las nuevas neuronas generadas se analizaron a 3 

días, 15 días, 2 meses y 4 meses post-TBI. Utilizamos un modelo de ratón transgénico Nestina-

GFP (GFP del inglés “Green Fluorescent Protein”) que permite visualizar las NSCs fácilmente. 

Inyectamos intrahipocampalmente vectores retrovirales para marcar de manera permanente 

las células que se encuentran en división durante el evento de TBI y analizar el estado de 

maduración de su progenie tres semanas más tarde (3 weeks post-TBI, 3wpTBI). 

Combinando estas estrategias, pudimos describir un aumento tanto en la proliferación como en 

la reactividad de las NSCs durante la fase aguda del daño. Este estímulo en la proliferación está 

restringido únicamente a los primeros días tras el TBI y de hecho, esta tendencia se invierte 

durante la fase crónica. A los 4 meses post-TBI, la proliferación es más baja cuando comparamos 

con controles de la misma edad. Es interesante mencionar que este primer aumento que luego 

se convierte en disminución no correlaciona con una disminución más rápida de la población de 

NSCs. Los números de éstas, evolucionan de una manera similar a los de los animales control. 

Respecto al estado de reactividad, concluimos que se mantiene al menos hasta 2 meses tras el 

daño, afectando a la morfología de las NSCs durante un largo período de tiempo. 
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Por otro lado, correlacionando con este aumento en la proliferación de NSCs, la población de 

nuevas neuronas crece 15dpTBI y se mantiene alta todavía incluso a los 2mpTBI. Sin embargo, a 

los 4mpTBI, la densidad celular de dichas neuronas inmaduras es menor tras el TBI que en 

animales control, coincidiendo con el menor índice proliferativo de las NSCs y sugiriendo así un 

cambio en la neurogénesis durante la fase crónica del daño.  

A continuación, decidimos estudiar diferentes propiedades de maduración de las neuronas 

generadas durante el impacto. Usando un vector retroviral para marcarlas de manera 

permanente, caracterizamos un aumento en el tamaño del cuerpo celular y un patrón de 

migración aberrante en estas células. Sin embargo, otros parámetros como la densidad de sus 

espinas dendríticas permanecen invariables en la ventana de tiempo establecida. 

Tras esta caracterización, en la segunda parte de esta tesis presentamos la proteína Rnd2 como 

una potencial candidata para revertir los cambios producidos a nivel de maduración en las 

nuevas neuronas tras el TBI. La falta de Rnd2 específicamente en este tipo celular en condiciones 

fisiológicas causa un aumento en la migración y el tamaño del soma, junto con alteraciones en 

la arborización dendrítica. La similitud entre este fenotipo y el generado tras el TBI nos hizo 

plantear la hipótesis de si un aumento de su expresión en neuronas generadas durante el TBI 

podría ser suficiente para revertir las alteraciones observadas. Mediante inyección 

intrahipocampal de un vector retroviral codificante para la secuencia de Rnd2 previo a la lesión 

de TBI, planteamos infectar y sobreexpresar con Rnd2 las células en división en el momento de 

la lesión, cuya gran parte acabarían generando neuronas. Este método ha podido corregir 

parcialmente las alteraciones al revertir la migración aberrante de neuronas nacidas tras el TBI 

sin conseguir reproducir las alteraciones en el tamaño del soma.  

En la última parte de esta tesis, intentamos desvelar el papel de Rnd2 en la conducta de los 

animales dependiente del hipocampo. Estudios previos han demostrado que su ausencia en el 

hipocampo adulto en condiciones fisiológicas produce alteraciones en la supervivencia y 

maduración de dichas neuronas, repercutiendo conductualmente en un aumento de la ansiedad 

del animal. Mediante nuestra estrategia de inyección intrahipocampal bilateral de retrovirus 

codificantes para Rnd2 logramos incrementar la presencia de la proteína en neuronas nacidas 

en el adulto y caracterizamos una disminución de la ansiedad y una discreta alteración de la 

memoria espacial relacional. Por lo tanto, concluimos que un aumento de Rnd2 en las neuronas 

generadas en el adulto actúa de manera opuesta en el control de las emociones si lo 

comparamos con su disminución y además perjudica ligeramente la memoria espacial 
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relacional. Su presencia en estas células, por lo tanto, es crucial en la cantidad precisa para 

controlar varias funciones que dependen directamente del hipocampo. 
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2.2. SUMMARY. 

The Subgranular Zone (SGZ) is a region of the Dentate Gyrus (DG) where a resident population 

of adult Neural Stem Cells (NSCs) gives rise to newborn cells that ultimately will be locally 

integrated as mature granule cells in the hippocampal circuitry. NSCs can be defined by their 

position, morphology and the expression of several cell markers. These NSCs divide mostly 

asymmetrically to generate copies of themselves and also Amplifying Neural Progenitors (ANPs) 

which act as intermediate progenitors. After these ANPs divide again, they start to undergo 

further differentiation to become neuroblasts that develop into maturating neurons. During this 

switch is when the most important functional changes happen, since the population evolves in 

a morphologic but also an electrophysiologic and genetic expression aspect. 

An extensive and dynamic remodelling of the cell cytoskeleton is promoted during neurogenesis 

and neuronal migration, specifically during the development and maturation of neuroblasts. 

However, it is still unclear how many of these changes are regulated at the molecular level. The 

Rho (Ras homologous) family of small GTPases are key regulators of the cytoskeleton in various 

cell types. Interestingly, out of the many members in the Rho GTPase family, only Rnd2 is 

selectively enriched in the adult SGZ and therefore it seems to be a good candidate to play an 

important role in Adult Hippocampal Neurogenesis (AHN). This protein is cell-intrinsically 

required for the survival and maturation of adult-born neurons and it is also critical for the 

control of anxiety-like behaviour. Hippocampus’ dependent tasks involve both cognition (spatial 

memory and contextual memory encoding) and mood regulation (anxiety and stress). 

AHN is tightly linked to the level of hippocampal circuitry activity. As a consequence, pathologies 

interceding in the level of this activity may end up impairing neurogenesis. Investigating adult 

neurogenesis in neuropathologies which involve the increase in neuronal activity, and eventually 

the development of seizures, like epilepsy, stroke, Dravet syndrome or Traumatic Brain Injury 

(TBI) could provide very useful information on how neuronal hyperexcitation alters AHN. 

TBI is defined as a structural and/or physiological disruption of the brain function as a result of 

an external force and it is considered a worldwide leading cause of death and disability. AHN is 

affected by TBI, however, the specific effect that brain injury produces over NSCs and 

neurogenesis is still unclear. Studies focused in the functional integration of new neurons or 

even their final outcome in hippocampal-related tasks are uncommon. This makes it difficult to 

reach a clear conclusion about the role of AHN after TBI. A more exhaustive characterization of 

neurogenesis post-TBI is necessary in order to clarify whether it can be targeted as a potential 

source of new neurons compensating for the neuronal loss following TBI. 
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In the first part of this thesis, we aimed to characterize the alterations caused by TBI in NSCs and 

their progeny. The pathophysiology of TBI starts with an acute inflammatory phase that ends up 

generating secondary damage into the chronic phase. In order to address the possible 

alterations in neurogenesis at any point, we designed an exhaustive experimental paradigm 

which involved four different timepoints to cover this acute-to-chronic timeline. Both NSCs and 

new neurons were analysed at 3 days post-TBI (3dpTBI), 15 days post-TBI (15dpTBI), 2 months 

post-TBI (2mpTBI) and 4 months post-TBI (4mpTBI). Furthermore, for the study of the 

morphology and proliferation of the NSC population, we used a Nestin-Green fluorescent 

protein (GFP) transgenic mice line in which NSCs are readily visualized. We also used retroviral 

infections containing another fluorescent protein (Venus) to permanently label dividing cells 

during TBI and analysed their progeny three weeks later (3wpTBI) to evaluate the fitness of 

newborn neurons maturation. 

By combining these strategies, we were able to describe an increase in both the proliferation 

and reactivity of NSCs during the acute phase after the injury. The boost proliferation is 

restricted to the first days after the insult and actually this tendency is inverted during the 

chronic phase. By 4mpTBI, the proliferation in NSCs is lower than in age-matching control mice. 

Interestingly, this increase and later decrease in the proliferation does not correlate to a sharper 

decrease in the NSC pool. The population evolves in a similar manner as control animals. 

Regarding the reactive state of this population, it is maintained for up to two months after the 

injury, impairing the morphology of NSCs for a long time. 

On the other hand, correlating with the increase in NSC proliferation, the population of newborn 

neurons grows 15dpTBI and still remains increased even 2mpTBI. However, by four months, the 

cellular density of immature neurons is lower after TBI than in control mice, coinciding in this 

case, with the lower proliferative index of NSCs, suggesting a change in neurogenesis during the 

chronic phase of the injury. 

We next decided to further study several maturating properties of neurons that were generated 

during the impact. Using a retroviral vector we were able to characterize an increase in their cell 

body size and an aberrant pattern of migration. Other parameters like their dendritic spine 

density, however, remained the same. 

Following this characterization, in the second part of this thesis we present the protein Rnd2 as 

a good candidate to revert the changes produced at the maturational level of new neurons after 

TBI. Lack of Rnd2 in this specific cell type has already been described to cause increased 

migration and soma size, together with alterations in the dendritic arborization. The similarity 
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between this phenotype and the one generated after TBI made us wonder whether increasing 

the expression of Rnd2 in neurons generated during TBI could be enough to reduce the soma 

size and the migration back to normal levels. Using a similar strategy to the one previously 

described, we injected a retroviral vector containing the Rnd2 sequence in the hippocampus 

previous to the TBI surgery to infect newly-generated neurons. By using this method, we were 

able to correct the aberrant migration of new neurons, nevertheless, the cell body size alteration 

could not be reproduced. Therefore, Rnd2 expression is sufficient to correct the aberrant 

migration of neurons born after TBI. 

In the last part of this thesis, we aimed to unravel the role of Rnd2 in hippocampal-related tasks. 

The lack of this protein in adult-generated neurons in physiological conditions is known to 

produce alterations in neuron survival apart from the maturating alterations previously 

mentioned. This, eventually, leads to an increase in anxiety-like behaviour. By injecting a 

retroviral vector containing the Rnd2 sequence bilaterally into both hippocampus we were able 

to increment the presence of the protein in adult-born neurons and we characterized a decrease 

in anxiety-like behaviour and a slight impairment in spatial relational memory in these 

conditions. Therefore, we conclude that an increase of Rnd2 in adult-generated neurons acts in 

an opposite manner in mood-control when compared to its decrease and it also mildly impairs 

spatial relational memory. Its presence in these cells, therefore, is crucial in the proper amount 

to control several hippocampal-dependent tasks. 
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3. INTRODUCTION. 
 

3.1. ADULT HIPPOCAMPAL NEUROGENESIS. 

3.1.1. History of the discovery. 

“En las instalaciones para adultos (áreas del cerebro), los nervios son algo fijo e inmutable: 

todas las partes pueden morir, nada puede regenerarse. Corresponde a la ciencia del future 

cambiar, si es posible, este duro decreto” 

“In adult centres the nerve paths are something fixed, ended, immutable. Everything may die, 

nothing may be regenerated. It is for the science of the future to change, if possible, this harsh 

decree”. 

Santiago Ramón y Cajal, 1913-1914 

When making this statement, Ramón y Cajal was just representing the mainstream 

understanding of his time. This “central dogma” was commonly accepted in the neuroscientific 

community between the late 1800s and along 1900s and it maintained that the after early 

postnatal period, no new neurons were generated in the mammalian brain. However, around 

the decade of the 1950s several authors started to publish new discoveries regarding this issue 

and this idea started to change. 

The bases for the possibility of the existence of neurogenesis in the adult brain were set already 

by 1958 when Messier and colleagues reported clusters of dividing cells underlying the 

ependyma of the lateral ventricle in rats (Messier et al., 1958). The mere presence of cell division 

raised a question regarding the fate of the progeny of the newly born cells. However, no 

generation of new neurons was identified, instead, the cell division was suggested to represent 

a continuous source of glia. 

Then, in 1962 Joseph Altman completed and published a manuscript that is considered ground-

breaking in the field of neurogenesis and neuroscience as it shattered the former immutable 

dogma. He studied brain lesions in adult rats taking advantage of tritium, a radioactive isotope 

of hydrogen, to label thymidine ([3H]-TdR). Tritiated thymidine is incorporated into dividing cells 

and the level of its incorporation is proportional to the amount of cell proliferation. By using this 

complex, he was able to mark dividing cells and subsequently identify radiolabelled neuronal 

cells in the cerebral cortex and the hippocampus (Altman, 1962a, 1962b). A few years later, 
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Michael Kaplan replicated the use of this technique to again report recently generated neurons 

not only in rats but also in monkeys (Kaplan, 1985). Still, these findings were largely challenged 

by the scientific community. For example, in a study in 1988, Pasko Rakic reported that no new 

neurons were generated in the brain of higher vertebrates as they got old because only a few 

neuronal newborn cells were spotted in the dentate gyrus (DG) right after birth (Eckenhoff & 

Rakic, 1988; Rakic, 1985). Also, the interpretation of [3H]-TdR labelling cells being neurons was 

considered doubtful (Korr, 1980). The identification of newly generated cells as neurons relied 

only in their morphological characteristics and brain localisation, which was not considered 

enough evidence for some. This denial of Altman’s findings by the scientific community lasted 

around two decades. 

The discovery of more specific markers to differentiate between neurons and glia in combination 

with the use of monoclonal antibodies directed against 5-bromo-2’-deoxyuridine (BrdU), a 

synthetic nucleoside analogue of thymidine, allowed the first in vivo evidence for mammalian 

adult neurogenesis. Immunocytochemical staining is easily combinable with neuronal and glial 

markers using double-labelled sections to confirm the phenotype of dividing cells (Cameron 

et al., 1993; Kuhn et al., 1996). All these new generated data from the research community 

decanted the balance towards the fully support of Altman initial discoveries. Over the years, 

BrdU was successfully used to demonstrate the existence of adult neurogenesis in rodents in at 

least two areas, the so-called “canonical regions”: the subventricular zone (SVZ) of the lateral 

ventricle, where new neurons are generated and migrate anteriorly via the rostral migratory 

stream (RMS) to end up differentiating into interneurons in the olfactory bulbs (Alvarez-Buylla 

& Garcıá-Verdugo, 2002; Corotto et al., 1993) and the subgranular zone (SGZ) of the dentate 

gyrus where newborn neurons are generated and integrated into the pre-existing hippocampal 

circuitry (Fig. I1) (Cameron et al., 1993; H. Kuhn et al., 1996; Seki & Arai, 1993). Furthermore, 

several non-canonical regions have also been proposed to contain neuronal progenitor cells like 

the neocortex, striatum and hypothalamus (Feliciano et al., 2015; Inta et al., 2015; K. Jin et al., 

2006). Among them, hypothalamic neurogenesis has been thoroughly demonstrated by the 

study of tanycytes, the resident progenitor cells of this area. Tanycytes respond to nutritional 

signals by differentiating to orexigenic or anorexigenic neurons, playing an important role in the 

control of feeding behaviour (Cheng, 2013; Evans et al., 2002). Adult hippocampal neurogenesis 

(AHN) has also been reported to be regulated by external stimuli such as stress, learning, 

experience and exercise (Cameron & Glover, 2015; Gross, 2000). The end of the millenium 

represented, therefore, a transformative paradigm shift in the AHN field. 
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Figure I1. A. Sagittal view of the adult brain canonical neurogenic niches: SVZ (in green) and SGZ of the 
DG (in blue). B. Coronal plane of the SVZ. C. Coronal plane of the SGZ of the DG. SVZ: Subventricular Zone; 
SGZ: Subgranular Zone; DG: Dentate Gyrus. 

 

3.1.2. Neurogenic cascade. 

Once adult neurogenesis began to be accepted in the scientific field, new questions were 

brought to try to understand how the production of new neurons takes place and how is it 

regulated. Importantly, the presence of undifferentiated, multipotent stem cells potentially 

producing not only neurons but also several types of glial cells highlighted the possibility of 

regeneration in the adult brain throughout the lifespan of an animal (McKay, 1997; Seaberg & 

van der Kooy, 2003; Watt & Hogan, 2000; S. Weiss et al., 1996).  

In the hippocampus, the SGZ is a region of the DG located between the hilus and the granule cell 

layer (GCL) where a resident population of adult neural stem cells (NSCs, also known as Type-1 

cells or radial astrocytes) gives rise to newborn cells that ultimately will be locally integrated as 

mature granule cells in the DG (Obernier & Alvarez-Buylla, 2019). This neurogenic process 

comprises different steps in which neural stem cells proliferate and generate a progeny which 
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differentiates and migrates until its eventually integrated into the existing circuitry and gradually 

acquires physiological neuronal properties (Fig. I2) (Kempermann et al., 2004). 

Initially, neurogenesis begins with the activation of NSCs which are normally maintained in a 

quiescent state with a low rate of division (2-5%) (Encinas et al., 2011a). After their activation, 

NSCs start mitosis which can take place in two different ways: as a symmetric division producing 

two new NSCs (enabling this population to self-renew by producing two daughter NSCs); or as 

an asymmetric division generating two daughter cells committed to different fates: one copy of 

themselves that will end up differentiating into an astrocyte after several rounds of division and 

the other giving rise to an intermediate neural progenitor which is usually known as amplifying 

neural progenitor (ANP) or type-2 cell (Encinas et al., 2011a; Kempermann et al., 2004). These 

ANPs will divide several times before they exit cell cycle and start to express doublecortin (DCX) 

and polysialic acid neural cell adhesion molecule (PSA-NCAM), characteristics of type-3 

neuroblasts (NBs). These NBs will end up going through a stage of immature neuron until they 

differentiate into mature granule neurons (Encinas & Sierra, 2012). While in this neuroblasts 

state, these cells already start to express markers that will retain as mature neurons such as 

Prox1 and NeuN (Filippov et al., 2003; Kempermann et al., 2004). During the differentiation 

process a high percentage of neuroblasts undergo apoptosis, mostly during the first days after 

division being efficiently phagocytosed by microglia (Fig. I2) (Sierra et al., 2010). Nevertheless, 

the way of division, the progeny and the percentage of surviving neuroblast can change under 

pathological conditions (Sierra et al., 2015). 

The fact that most NSCs go through asymmetric division and end up differentiating into 

astrocytes leads to the depletion of the NSC pool in time and the concomitant loss of their 

neurogenic capabilities (Encinas et al., 2011a). Nevertheless, NSC depletion may also happen by 

neurogenic symmetric division and ultimate neurogenic differentiation (Pilz et al., 2018). 

Regardless of the mechanism leading to NSC depletion, the outcome is the same in all cases: 

NSCs disappear over time and therefore the neurogenic capability of the hippocampus 

diminishes and finally gets almost completely lost (Kalamakis et al., 2019). Nevertheless, it 

should be noted that during animal ageing, the dynamics between quiescence and activation 

also change increasing the percentage of quiescence and therefore favouring the preservation 

of a very small population -in terms of total numbers- of NSCs and therefore a remaining 

neurogenic capability (Harris et al., 2021; Martín-Suárez et al., 2019; Martín-Suárez & Encinas, 

2021). Different pathological conditions may also modulate the level of NSC activation 

differently producing an important repercussion in the numbers of newly born neurons (Sierra 

et al., 2015). 
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Figure I2. Adult hippocampal neurogenic cascade. NSCs (quiescent neural progenitor) with radial 
morphology remain inactive in the SGZ. Once they get activated, they divide several times consecutively 
in an asymmetric manner giving rise to ANPs that either die through apoptosis and are properly digested 
by microglia or slowly differentiate into mature granule cells. NSCs may also differentiate to astrocytes 
without generating ANPs. Modified from (Encinas & Sierra, 2012). NSCs: Neural Stem Cells; SGZ: 
Subgranular Zone; ANPs: Ampligying Neural Progenitors; d: days. 

 

3.1.2.1. Adult neural stem cells. 

The identification of adult NSCs (aNSCs) is crucial for the analysis of the neurogenic cascade. 

Years of study have been necessary to properly describe these cells as radial glia cells (RGCs) 

which express the glial fibrillary acid protein (GFAP) (Kosaka & Hama, 1986). The neurogenic 

capability of this GFAP-expressing population was later functionally demonstrated also by Seri 

and colleagues (Seri et al., 2001).  

Nowadays, we possess more information which allows us to define aNSCs by their position, 

morphology and the expression -or lack of it- of several cell markers. Genetic engineering using 

transgenic mice opened a new era for the labelling of aNSCs through their markers. One of the 

most common ones is the neuroectodermal stem cell intermediate marker (Nestin) (Lendahl 

et al., 1990). By using these transgenic mouse lines a deeper characterization of the morphology 

of the aNSCs was provided (Filippov et al., 2003; Kronenberg et al., 2003). For example, Nestin-

GFP cells were identified with their soma located in the subgranular zone (SGZ) and extending a 

process towards the molecular layer (ML) that branches once it reaches the outer region of the 

GCL, creating a broccoli-like shape (Filippov et al., 2003; Mignone et al., 2004). This morphology 

can be observed not only with Nestin, but using other markers such as Lysophosphatidic Acid 

Receptor 1 (LPAR1) (Walker et al., 2016). It should be considered that both these markers label 
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different subpopulations included in the general pool of hippocampal NSCs, pointing to a high 

heterogeneity of these cells (Harris et al., 2021; Walker et al., 2016). Other useful markers are 

the Sex determining region Y box 2 (also known as Sox2), the intermediate filament Vimentin 

(Morrow et al., 2020) the Brain Lipid-Binding Protein (BLBP) (Steiner et al., 2006), or Lunatic 

Fringe, a key modifier of the Notch receptor (Semerci et al., 2017) which is selectively expressed 

in NSCs. Although many of these markers have helped during the characterization of aNSCs, 

their cellular specificity has always been a main issue, since they are commonly expressed in 

other cell types different from aNSCs. 

On the other hand, aNSCs are also characterized by the lack of expression of S100B, a marker 

that is commonly found in mature hippocampal astrocytes (Encinas & Enikolopov, 2008; Filippov 

et al., 2003; Gould et al., 1992; Yamaguchi et al., 2000). 

The combination of several makers combined with functional studies and single-cell sequencing 

analyses of these cells has revealed a high level of NSCs heterogeneity in the hippocampus 

(Bonaguidi et al., 2011; Filippov et al., 2003; Kronenberg et al., 2003). NSCs are connected to 

their environment by both receiving surrounding signals and responding to them. For example, 

the transition from quiescence to an active state has been largely studied in these cells (see 

review Urbán & Cheung, 2021). Bone morphogenetic proteins (BMPs) represent an example of 

NSCs interaction and allowing the regulation of quiescence, proliferation and the rate of 

maturation (Bond et al., 2014; Gonçalves et al., 2016; H. Mira et al., 2010) together with many 

others like Notch signalling and parvalbumin (Ehm et al., 2010).  

 

3.1.2.2. Amplifying neural progenitors. 

The intermediate progenitors in the neurogenic cascade are known as Amplifying Neural 

Progenitors (ANPs) or Type-2 cells. These are rounded cells created after one asymmetric 

division coming from NSCs (Encinas et al., 2006; Kempermann et al., 2004; Kronenberg et al., 

2003). ANPs are is actually a quite heterogeneous population as it includes a cell type that is 

evolving over time, having initially more glia-like characteristics and higher proliferating rate and 

ending towards a more neuronal profile with less mitotic activity. For this reason, some studies 

have even subdivided these cells into two categories (Type-2a and Type-2b). However, due to 

the continuity in their changes and overlapping of some characteristics, it is hard to set a specific 

boundary to tell them apart (Kempermann et al., 2015). 
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Morphologically, ANPs extend a few, short, stubby processes oriented tangentially to the length 

of the SGZ and their nuclei often have an irregular shape (Llorens-Martín et al., 2016). They 

maintain the ability to divide at the beginning of their development but then they start to lose 

it as they maturate concomitantly to the expression genes associated with fate specification 

such as doublecortin (DCX), polysialylated neural-cell-adhesion molecule (PSA-NCAM), or Prox1 

(Kempermann et al., 2015; Rao & Shetty, 2004; Seki & Arai, 1993; Steiner et al., 2006). At the 

end of this phase these cells start expressing doublecortin (DCX), a microtubule-associated 

protein related to neuronal differentiation and migration (Sánchez-Huerta et al., 2016). ANP’s 

proliferation is influenced by different signalling pathways as it happens with NSCs, including 

molecules like Shh (Gonçalves et al., 2016; G. Li et al., 2013), insulin-like growth factor-1 (IFG-1), 

fibroblast growth factor-2 (FGF-2) (H. G. Kuhn et al., 1997; Kuwabara et al., 2009) and or vascular 

endothelial growth factor (VEGF) (Fabel et al., 2003). 

Around 60% of these cells undergo cell death within the first 24-48 hours after cell division 

(Kempermann et al., 2003; Sierra et al., 2010). The mechanism for this programmed cell death, 

which seems to be mediated by the transcription factor BAX, is still unknown and it represents 

an important point of regulation which leaves ample room for increasing neurogenesis by just 

elevating the survival rate (Sahay et al., 2011).  

 

3.1.2.3. Neuroblasts. 

Once newborn DCX+ cells survive this crucial period, they become stable members of the DG 

circuitry (Kempermann et al., 2003). First, they start to undergo further differentiation to 

become neuroblasts also known as Type-3 cells. During this switch is when the most important 

functional changes happen, since the population evolves genetically and morphologically and it 

also changes its electrophysiological capabilities. During the first week, neuroblasts show 

processes parallel to the GCL and display small spikes but lack synaptic afferents. One week later, 

they exhibit spineless dendrites that reach the inner ML and receive functional GABAergic 

contacts. Finally, they get established in their final position and show dendritic spines reaching 

the outer ML (Esposito, 2005). However, at this stage, another wave of cell death happens, 

although smaller in proportion, (approximately 12-16 days counting from the birth of the cells), 

coinciding with the beginning of the selection that is the synaptic integration. It is up to their 

success in integrating in the hippocampal network whether they survive or not: newborn 

neurons must receive NMDA receptor-dependent input or they will be removed from the circuit 

(Tashiro et al., 2006). 
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The fact that new cells are being incorporated into the DG throughout the lifespan of an animal 

predicts either that the DG should grow in size together with the animals age or that previously 

generated dentate granule neurons should die generating space for the new ones. Both of these 

events do take place in the adult hippocampus: the DG volume increases in rodents until 

approximately 6 months of age (Bayer et al., 1982; Kempermann, 2012; Ngwenya et al., 2015), 

and furthermore, a percentage of early postnatally generated and adult generated granule cells 

have been shown to die in adult animals (Cahill et al., 2017). 

Neuroblasts are already considered as post-mitotic since they have no longer the ability to 

proliferate. They shift their orientation from tangential to the length of the SGZ to a more 

polarised morphology to assume a vertical orientation with dendrites that project from the soma 

into the GCL and axons projecting into the hilus and eventually to the CA3 pyramidal cell layer 

(Danzer et al., 2008; Toni et al., 2008; C. Zhao, 2006). The dendritic tree will be acquiring 

complexity along with this maturation process and it is then when dendritic spines begin to be 

generated (C. Zhao, 2006). At about 3 weeks into maturation, excitatory synapses first appear 

at these newly formed dendritic spines (K. Jin et al., 2006). Axons will also keep growing during 

these first weeks of development gradually increasing in length and extending towards the CA3 

and CA2 areas (R. L. Faulkner et al., 2008; Kohara et al., 2014). During this period, neuroblasts 

receive largely extra-synaptic and synaptic GABAergic (GABA, γ-aminobutyric acid) and 

glutamatergic input (Ge et al., 2006; Laplagne et al., 2006; Markwardt et al., 2009). This input 

comes initially from local neurons (largely interneurons) before they receive synaptic inputs 

from long-range projection neurons (Bergami et al., 2015; Deshpande et al., 2013; Vivar et al., 

2012). When the first synapses are formed onto newborn neurons in the molecular layer, these 

neurons also form axonal-synaptic connections with hilar and pyramidal cells in the hilus and 

CA3 areas (R. L. Faulkner et al., 2008; Toni et al., 2008). Additionally, they will be directly 

connected monosynaptically with other mature granule cells to interact with the DG network 

activity (Luna et al., 2019).  

During the period of synaptic reorganization and maturation, newborn neurons also 

dramatically change their intrinsic properties. Young granule cells are characterized by inverted 

chloride potential due to high expression of the Na+-K+-Cl- cotransporter (NKCC1), causing GABA 

to have initially a depolarizing effect on newborn neurons’ membrane potential. Eventually, they 

switch towards mature chloride gradients by expression of the potassium-chloride transporter 

(KCC2) and subsequently lose their high input resistance (Ge et al., 2006, 2007; Markwardt et al., 

2009; Schmidt-Hieber et al., 2004; Wang et al., 2000). 
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Together with the morphological changes and as a part of their maturation journey, neuroblasts 

also migrate through a relocalization process. At the beginning they are located in the SGZ where 

the bulk of progenitors is. Then they initiate a tangential migration away from their mother 

progenitor cells, guided at least partly by DG vasculature, before they stop tangential migration 

and move radially into the GCL (Sun et al., 2015; Zhao, 2006). What causes the switch from 

tangential to radial migration is still unknown. They will dive themselves into first third of the 

GCL and remain there for the rest of their lives.  

Interestingly, a number of genes (Notch, GABA, NeuroD1, Prox1…), related to developmental 

processes or neuronal cell fate (Gonçalves et al., 2016) are expressed in neuroblasts are also 

expressed in ANPs or NSCs. In particular, the small Rho GTPases family has several members 

crucial for early migration, neurite extension and spine formation (Beckervordersandforth et al., 

2017). On the other hand, additional genes will be newly expressed and added to this panel of 

cell fate determining genes. For example, Reelin influences neuronal fate and migration, the 

formation of dendritic spines and final integration of granule neurons into the circuitry 

(Ampuero et al., 2017; Caruncho et al., 2016).  Surrounding cAMP induces gene transcription by 

activating cAMP-dependent protein kinase (PKA), which phosphorylates cAMP response 

element-binding protein (CREB) and facilitates transcription of other molecules such as c-fos, 

jun-B, Bcl-2, glial-derived neurotrophic factor (GDNF) and various neurotrophins such as brain 

derived neurotrophic factor (BDNF) that regulate neuronal survival and regeneration (Zhang 

et al., 2016). 

 

3.1.2.3.1. Role of Rnd2 in neuroblasts. 

An extensive and dynamic remodelling of the cell cytoskeleton is promoted during neurogenesis 

and neuronal migration, specifically during the development and maturation of neuroblasts. The 

translocation of neuronal nucleus after neurogenesis requires dynamic changes of the cell 

cytoskeleton (Taverna & Huttner, 2010). 

The Rho (Ras homologous) family of small GTPases are key regulators of cell cytoskeleton in 

various cell types (Fig I3) (Ridley, 2001a). It includes the classical members which cycle between 

an active GTP-bound state and an inactive GDP-bound state, but also some atypical members, 

like the case of the Rnd subfamily. This subfamily represents a distinct branch of the Rho family 

and consists of three different members: Rnd1/Rho6, Rnd2/Rho7 and Rnd3/Rho8/RhoE 

(Chardin, 2006; Riou et al., 2010).  They possess low or no intrinsic GTPase activity and are 

therefore considered to be constitutively active (Chardin, 2006; Nobes et al., 1998; Riou et al., 
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2010). Other mechanisms such as gene expression, post-transcriptional protein modifications or 

subcellular localization control Rnd activity. 

Rnd1 and Rnd3 first functions were described by over-expressing them in cultured fibroblasts: 

cell retraction from the substrate and cell rounding was observed, which provided their 

collective name round (Rnd). However, expression of Rnd2 in the same conditions did not 

modulate cytoskeletal reorganization, suggesting it might act via different mechanisms in these 

cells (Nobes et al., 1998). 

Of these three members, only Rnd2 and Rnd3 show strong expression in the developing cerebral 

cortex (Heng et al., 2008). In vivo knock down of these two in the embryonic cortex produces 

migratory defects characterized by distinct morphological abnormalities (Azzarelli et al., 2014; 

Heng et al., 2008; Nakamura et al., 2006; Pacary et al., 2011). Furthermore, Rnd2 knock down 

increases the fraction of neurons with a multipolar shape suggesting that Rnd2 may regulate 

multipolar to bipolar transition (Heng et al., 2008). Despite having similar functions, Rnd2 and 

Rnd3 cannot substitute for one another during cortical neuron migration. This has been 

attributed at least in part to their different specialized locations: Rnd3 is preferentially 

associated to the plasma membrane, whereas Rnd2 is cytoplasmic or associated to 

endomembranes (Pacary et al., 2011; Roberts et al., 2008). 

A mechanism which is commonly used by Rnd proteins to control cytoskeletal dynamics is the 

inhibition of RhoA signalling (Fig. I3) (Nobes et al., 1998; Riou et al., 2010; Wennerberg et al., 

2003). However, it has been proven that Rnd2 acts only partially through the suppression of 

RhoA activity in migrating neurons. Rnd2 and Rnd3 knock down produce an accumulation of F-

actin in neuronal processes as well as in the cell body in the case of Rnd2. The activation of RhoA 

ultimately phosphorylates and inactivates cofilin which is an actin-disassembling factor, thus 

resulting in local increase of F-actin (Pacary et al., 2013). Moreover, the effect of Rnd2 over 

migration and cytoskeletal organization work in an independent manner. It is possible that the 

accumulation of F-actin and aberrant cytoskeletal organization upon Rnd2 knock down might be 

secondary to other events that impede migration. Rnd2 has been shown to be expressed in 

endosomes and to interact with molecules involved in the formation and trafficking of endocytic 

vesicles (Fujita et al., 2002; Tanaka et al., 2002; Wakita et al., 2011), raising the possibility that 

Rnd2 pro-migratory activity may involve the regulation of endocytosis. Further studies will be 

required to test this hypothesis.  
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Figure I3. Small Rho GTPase signalling in neurite and spine maturation. Upstream signalling modulates 
GEFs and GAPs thereby regulating the activity of Rho GTPases like Rac1, Cdc42, and RhoA. GEFs promote 
activation (GTP-bound conformation) and GAPs promote inactivation (GDP-bound conformation). In the 
active state, Rho GTPases bind to several downstream effectors exerting influence on local actin and 
microtubule networks, thereby influencing neurite and spine growth. Modified from (Vadodaria & 
Jessberger, 2013). GDP: Guanine Diphosphate; GTP: Guanine Triphosphate; GEF: Guanine Nucleotide 
Exchange Factor; GAP: GTPase-activating protein. 

The role of Rho GTPases during adult neurogenesis is mainly unknown (Vadodaria & Jessberger, 

2013): Cdc42, for example, is involved in NSC proliferation, dendritic development and spine 

maturation while Rac1 is important in the late steps of dendritic growth and spine maturation 

in AHN (Vadodaria et al., 2013).  Interestingly, out of the many members in the Rho GTPase 

family, only Rnd2 is selectively enriched in the adult SGZ (Fig. I4) (Miller et al., 2013) and 

therefore it seems to be a good candidate play an important role in AHN. In fact, Rnd2 is cell-

intrinsically required for the survival and maturation of adult-born neurons and it is also critical 

for the control of anxiety behaviour (Kerloch et al., 2021). The maturation-related functions that 

are attributed to Rnd2 in AHN are similar to those that had already been described in cerebral 

cortex development (Heng et al., 2008; Pacary et al., 2011) including migration and neurite 

outgrowth. In contrast, its role in newborn neuron’ survival seems to be specific to adulthood. 

These roles are controlled both independently and through different cellular mechanisms 

(Kerloch et al., 2021). The signalling pathways mediating Rnd2 action in general are poorly 

understood (Azzarelli et al., 2015). It has been mentioned before how Rnd2 promotes migration 

partially through the inhibition of RhoA but the inhibition of RhoA does not seem to be involved 

in Rnd2-mediated neuronal survival (Kerloch et al., 2021; Pacary et al., 2011). 
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As it was expected, the alteration of Rnd2 expression in newborn neurons comes with functional 

implications in hippocampal-related tasks. The deletion of Rnd2 in adult newborn neurons 

impacts anxiety-like behaviour while depression-like behaviour is not affected (Kerloch et al., 

2021). Moreover, reference memory and behavioural pattern separation are not altered either, 

however, this result may be argued depending on the used strategy and other factors (Kerloch 

et al., 2021). For example, in the study cited here, the deletion is acquired through a retroviral-

infection strategy, which only targets a population of newborn neurons born at the specific time 

of the injection (Kerloch et al., 2021). Consequently, anxiety-like behaviour could be more 

sensitive to the loss of new neurons compared to other memory processes. It still remains to be 

unravelled whether the key reason for the behaviour abnormalities is the death of newborn 

neurons, their mispositioning, their abnormal morphology or the result of all of these traits 

combined.  

 

Figure I4. Rnd2 is the only Rho GTPase expressed in the adult dentate gyrus, colocalizing in the neurogenic 
area with cells expressing DCX. Scale bar is 100µm. (Data and images source: Kerloch et al., 2021). 

 

3.1.3. Function of adult hippocampal neurogenesis. 

Hippocampal-dependent tasks are both cognition and mood-related. It has been thoroughly 

studied how hippocampal function plays an important role in spatial learning, contextual 

memory encoding (Kheirbek et al., 2013) but also emotional behaviours such as anxiety and 

stress resilience (Hughes, 1965; E. Moser et al., 1993; Stevens & Cowey, 1973). AHN involvement 

in the functional role of the hippocampus has been largely studied. Unfortunately, the methods 

traditionally used to evaluate this role, have been shown to produce non-specific effects when 

either ablating or potentiating neurogenesis. Strategies that disrupt neurogenesis may also 

reduce proliferation in other cell types outside the neurogenic niche or potentiate the presence 

of inflammation or dying cells producing off-target effects and therefore, providing results which 

cause may be confusing (Dupret et al., 2008; Gu et al., 2012; Jessberger et al., 2009; Saxe et al., 

2006; Shors et al., 2001). For example, using approaches based on pharmacology, transgenesis 
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or irradiation may not only impair NSCs function but also niche environment (Devarakonda 

et al., 2021; Saxe et al., 2006). 

More specific tools to study AHN have been generated and allowed to prove the functional role 

of adult-generated neurons. By specifically blocking neurogenesis in the DG, the relevance of 

new neurons in many tasks becomes evident. AHN is crucial for spatial recognition and pattern 

separation tasks (Jessberger et al., 2009; Nakashiba et al., 2012; Sahay et al., 2011) along with 

the formation of new memories (Farioli-Vecchioli et al., 2008), learning (Deng et al., 2009; Zhang 

et al., 2008), stress-response, anxiety and fear (Aimone et al., 2011; Bergami et al., 2008; 

Santarelli et al., 2003; Saxe et al., 2006; Snyder et al., 2011; Zhang et al., 2008). 

Furthermore, AHN is also modulated by different external factors. There is an extensive list of 

extrinsic stimuli that can also in return modulate neurogenesis. Some of them include living in 

an enriched environment (Kempermann et al., 1998; Nilsson et al., 1999), dietary restrictions 

(Lee et al., 2000), physical exercise (Hodge et al., 2008; Kronenberg et al., 2003; van Praag et al., 

1999). All of these produce an increase in cell proliferation, which is generally related to the 

ANPs, therefore keeping the quiescence in NSCs. One the other hand, there are external stimuli 

that can regulate negatively the production of new neurons like stressful experiences (Gould 

et al., 1992; Tanapat et al., 2001) or ageing (Altman & Das, 1965; Barker et al., 2004; Beccari 

et al., 2017; Encinas et al., 2011b).  

In conclusion, AHN contributes to a plethora of behavioural tasks that directly rely on the 

hippocampus. In return, environmental factors are also able to modulate the neurogenic niche. 

This bidireccional regulation of the neurogenic process turns AHN into a process of exceptional 

plasticity.  

 

3.1.4. AHN under pathological conditions. 

GABA neurotransmitter plays an essential role into translating neuronal activity into NSCs 

activation. NSCs respond directly to GABA via GABAA and GABAB receptors (Giachino et al., 2014; 

Song et al., 2012). GABA released by parvalbumin-expressing interneurons acts tonically on NSCs 

maintaining them in quiescence. Blocking the action of GABA in NSCs not only increases 

activation but also promotes symmetrical cell division (Song et al., 2012). 

AHN is tightly linked to the level of activity of the hippocampal circuitry. As a consequence, 

pathologies affecting to neuronal activity may end up disrupting neurogenesis. Increasing 

neuronal activity to a level of hyperexcitation is a hallmark in several pathologic conditions 
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(Huttmann et al., 2003; Segi-Nishida et al., 2008). However, hyperexcitation is not always 

uniform. On the contrary, several factors like the areas involved in the disturbance or the 

strength of the stimuli producing it, may alter the level of the hyperexcitation itself and therefore 

produce a different outcome in terms of the neurogenic disturbance (Martín-Suárez et al., 2020; 

Sierra et al., 2015). 

A wide variety of disorders are characterized by neural hyperexcitation showing a plethora of 

different effects over neurogenesis. A very clear way to show this effect is comparing two animal 

models of epilepsy that only differ from one another in the severity of the hyperexcitation that 

characterizes each of them such as Mesial Temporal Lobe Epilepsy (MTLE) and epileptiform 

activity (EA)(Sierra et al., 2015). MTLE recapitulates a chronic condition in which a third of 

patients do not respond to medical treatment (Gibbons et al., 2013) and that commonly 

associates with hippocampal sclerosis (reactive gliosis, neuronal death and granule cell 

dispersion). On the other hand, EA consists in neuronal hyperexcitation discharges in the form 

of waves and spikes that do not trigger seizures, but are detectable by electroencephalographic 

(EEG) recordings in epilepsy patients (Bouilleret et al., 1999). Both conditions can be modelled 

in mice by performing intrahippocampal injections of higher and lower dose of kainite (KA) 

respectively (Bouilleret et al., 1999). In the case of MTLE, seizures cause hippocampal NSCs to 

become reactive: they develop a hypertrophic and multibranched phenotype (Fig. I5 C) and get 

activated to enter the cell cycle in large numbers. These reactive NSCs switch to a symmetric 

division cell mode to generate reactive astrocytes as daughter cells, while in parallel, they 

directly transform into reactive astrocytes as well (Fig. I6, right panel). As a result, the 

neurogenic lineage becomes almost completely abolished (Sierra et al., 2015). However, 

neuronal hyperactivity in the form of EA induces more NSCs to become activated without 

developing a reactive phenotype (Fig. I5 A) or switching to symmetric division, and neurogenesis 

and astrogliogenesis are transiently enhanced. Nevertheless, EA accelerates the decline of the 

NSC population leading to decreased neurogenesis in the long term (Fig. I6, left panel) (Sierra 

et al., 2015). It seems that the change produced by EA is only at a quantitative level over the 

neurogenic cascade. 
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Figure I5. Nestin-GFP (green) and GFAP (red) expressing NSCs under different levels of neural 
hyperexcitation: A. SAL (saline injection, left); B. EA, (middle) and C. MTLE (right) showing their changing 
morphology and marker expression. (Data and images from Sierra et al., 2015). Scale bar is 10µm in A, B 
and 20µm in C. NSCs: Neural Stem Cells; SAL: Saline; EA: Epileptiform Activity; MTLE: Mesial Temporal 
Lobe Epilepsy. 

 

Figure I6. Schematic representation of the neurogenic cascade under different pathological conditions: 
Basal (middle column), EA (left column) and MTLE (right column). The different outcomes like aberrant 
neurogenesis or depletion of the NSCs pool are presented in the central and inferior row respectively. 



   
 

36 
 

(Modified from Sierra et al., 2015). EA: Epileptiform Activity; MTLE: Mesial Temporal Lobe Epilepsy; NSCs: 
Neural Stem Cells. 

The characterization and study of the direct effects of neuronal hyperexcitation in models with 

a higher complexity is extremely difficult because it involves interrelated factors. Moreover, it 

should be taken into account that the original cause for the neurogenic disturbances cannot be 

clearly attributed to neuronal hyperexcitation. Nevertheless, using and integrating this 

knowledge in other neuropathologies involving the development of seizures like stroke, Dravet 

syndrome or Traumatic Brain Injury (TBI) could provide very useful information on how neuronal 

hyperexcitation modifies AHN (Bielefeld et al., 2019; Martín-Suárez et al., 2020; Woitke et al., 

2017). 

 

3.1.5. AHN in humans. 

Ever since AHN was described in several species of mammals, it raised the question on whether 

there could be a neurogenic niche also in humans. For a few decades, 5-bromo-2’-deoxyuridine 

(BrdU), a thymidine analogue incorporated into DNA, was used as a diagnostic tool in different 

pathologies to measure DNA synthesis (Dolbeare, 1995). In 1998, Peter Eriksson was able to 

analyse human post-mortem hippocampal samples from patients suffering cancer that were 

intravenously treated with BrdU. This allowed Eriksson and colleagues to identify for the first 

time co-stained cells for both this BrdU and neuronal markers in the GCL of the DG. Therefore, 

they claimed that new neurons were generated in the human brain throughout life (Eriksson 

et al., 1998). This finding was also supported by in vitro data obtained later, using samples from 

different surgical procedures in which neural progenitors extracted from the hippocampus were 

able to form neurospheres and differentiate into neuronal cells (Coras et al., 2010; Hermann 

et al., 2006; Moe et al., 2005; T. D. Palmer et al., 2001). Nevertheless, there were still doubts 

regarding Eriksson’s data, since other researchers were not able to detect expression of cell 

division markers like MKI67 (encoding for the protein Ki67) along the GCL of human patients of 

epilepsy (Del Bigio, 1999). Apart from division markers, specific proteins involved in neuronal 

maturation have also been searched in human tissue with conflicting results (Knoth et al., 2010; 

Mathews et al., 2017). This has fuelled much speculation regarding the accuracy of using certain 

markers and the conclusions that can be drawn. Interestingly, one of the studies that generated 

more discussion on this subject introduced a completely new technique to elucidate the issue. 

During this period, carbon 14 isotope (14C) was released to the atmosphere after the cold-war 

rising nuclear-bomb tests. Taking advantage of 14C integration into genomic DNA, Kirsty Spalding 
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et al. had the idea of using it as a tool to assess the generation of new neurons (Spalding et al., 

2013). Their model suggested a neuronal turn-over in which about one-third of the total 

neuronal population of the hippocampus is subjected to exchange, with a modest decline during 

aging. 

None of the studies published so far where free of criticism among the scientific community. For 

example, regarding Eriksson’s and Spalding’s work, both BrdU and 14C incorporation into DNA 

could be theoretically caused by DNA repair or methylation (Breunig et al., 2007; Duque & 

Spector, 2019). Nevertheless, later studies showed how neither BrdU nor 14C are taken up by 

dying neurons or during DNA repair, at least not in the scale that they were detected in those 

studies (Bauer & Patterson, 2005; Huttner et al., 2014). Spalding’s work, which showed a modest 

decline of hAHN with aging, was also reviewed a few years later in a comparative study done by 

Lipp and Bonfanti. Here, they put together the different approaches used in a variety of 

publications and include large inter-individual and inter-species variations describing a sharper 

decline in humans that paralleled better the observed data found in rodents (Lipp & Bonfanti, 

2016), correcting the proposed model by Spalding. On the other hand, other studies published 

at the time paid more attention to the conclusions that seemed to be common among what was 

known and try to set the ground for future work to add new ways to study the generation of 

new neurons in adult humans (Kempermann et al., 2018). 

Recently, two studies published in a few weeks margin showed completely opposite conclusions. 

The first one was done by Sorrells et al., and characterized the rareness or even absence of 

neurogenesis in adult humans in base of the lack of morphological features and the negative 

detection of DCX and PSA-NCAM. He focused in fetal and perinatal ages comparing them to adult 

tissue. They found a huge decline of DCX-positive cells from fetal development until the first 

years of life, concluding with negligible amounts of DCX cells could remain in adults (Sorrells 

et al., 2018). The second study, done by Boldrini et al. detected a large number of DCX or PSA-

NCAM positive cells interpreting that as evidence of neurogenesis. In this case, they showed the 

presence of dividing progenitor cells using Ki67 together with progenitor cell markers like Nestin 

and Sox2 together with immature neuron markers (DCX and PSA-NCAM) (Boldrini et al., 2018). 

Ever since then, the debate has been open and multiple causes for these conflicting results have 

been proposed. Some of them include the post-mortem delay (PMD), meaning the time 

between the death of a person and fixation of the brain; the differences in fixation methods or 

the clinical history of the obtained tissue (i.e. from epilepsy surgery as control) (Kempermann 

et al., 2018; H. G. Kuhn et al., 2018; Tartt et al., 2018). All this variability should be taken into 

consideration for a full and robust evaluation of the evidence. 
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It should be noticed how previous studies (Eriksson et al., 1998; Spalding et al., 2013) focused in 

the detection of precursor dividing cells and analysing their progeny using mature neuronal 

markers, therefore identifying integrated new neurons. In contrast, both Sorrells and Boldrini 

base their conclusions on histological analysis of markers for precursor cells as well as immature 

neurons. In this sense, the use of DCX and PSA-NCAM expression as sole indicators of 

neurogenesis in humans could be problematic since we could find a decoupling of the precursor 

cell proliferation -which would be considered a first step to neurogenesis- from the actual 

differentiation and integration of new neurons into the hippocampal circuitry. 

The one thing that most authors agree on is the need for additional approximations to study the 

generation of new neurons in adult humans, for example single-cell RNA-sequencing, which is 

likely to provide very valuable information. However, while the application of these state-of-

the-art technique arrives, other scientists focused in trying to reduce the variability of the results 

refining the protocols and eliminating the possible sources of controversy. For example, by 

minimizing the post-mortem delay, improving the method of fixation and antigen retrieval, and 

making an extensive study of the majority of the available antibodies for immature neuron 

detection,  Flor-García et al. provided a very detailed precise protocol setting the ground for an 

improved way to analyse human brain tissue (Flor-García et al., 2020). Using this protocol they 

were able to identify newborn neurons in the adult brains of human up to the ninth decade of 

life (Fig. I7) and even notice a difference when comparing from tissue coming from Alzheimer’s 

patients (Moreno-Jiménez et al., 2019). Parallelly, another report studying DCX expression in 

elder individuals supported these results (Tobin et al., 2019). They did not only identify 

developing neurons but also what they considered to be progenitors: Nestin and Sox2-

expressing cells in the DG. 

 

Figure I7. Whole human hippocampus A. together with representative images of the DG showing the 
presence of DCX+/NeuN- immature neurons B-D. (Images and data from Moreno-Jiménez et al., 2019). 
Scale bar in A is 200µm; scale bar in B and C is 50µM and scale bar in D is 10µm. DG: Dentate Gyrus. 
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Perfecting the protocol to detect adult-generated neurons in human tissue opens the door for 

future research to expand our knowledge about their implication in several pathologies. 

Abnormal morphological development and changes in the expression of different markers of 

adult-born neurons has already been described in tissue from patients of amyotrophic lateral 

sclerosis, Huntington’s disease or Parkinson’s disease, for example (Terreros-Roncal et al., 

2021). 

All these recent works of the last triennium are the best example of how new approaches and 

improvements of old techniques can expand our knowledge of hAHN.  

 

3.2. TRAUMATIC BRAIN INJURY. 

3.2.1. Definition, epidemiology, causes and vulnerability. 

Traumatic Brain Injury (TBI) is defined as a structural and/or physiological disruption of the brain 

as a result of an external force. According to the Centre for Disease Control and Prevention 

(National Public Health Agency of the United States), a TBI can be caused by a bump, blow or 

jolt to the head or a penetrating head injury (Menon et al., 2010). 

Due to the high variability of lesions, cognitive problems and sequels involved in TBI, its 

definition, classification, diagnosis and treatment have been in constant evolution to date. It is 

not surprising that case definitions and characterization of the injury vary importantly when 

interpreting TBI patients. For this reason, the real incidence in the population is underestimated.  

TBI is known to be a worldwide leading cause of death and disability. An extrapolation of 

internationally reported cases estimates over 50-60 million individuals are affected by TBI every 

year predicting that ≈50% of the world’s population will sustain a TBI during their lifetime 

(Capizzi et al., 2020; Maas et al., 2017). The pooled international incidence of TBI is reported to 

be around 250 cases per 100.000 people in one year (Nguyen et al., 2016). However, most of 

these TBI are mild in severity (Fig. I8 A). The annual incidence of mild TBI (mTBI) is 224 cases per 

100.000 person-year, almost 10 times the incidence of moderate TBI and 17 times the incidence 

of severe TBI (Nguyen et al., 2016). 

The leading cause for TBI in 2014 of youngest (0-4 years) and oldest (>75 years) age groups were 

unintentional falls. Meanwhile, in middle-aged groups the most common cause for TBI 

hospitalizations and death are motor vehicle crashes. There are a plethora of different causes 

and mechanisms by which a TBI could take place: intentional self-harm, participation in contact 
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sports like boxing, American football or skating; assaults or even being struck by or against an 

object (Peterson et al., 2019). Vulnerability and/or increased risk of injury towards TBI is can be 

related to biologic factors, as it happens with the elder population (Ramanathan et al., 2012) but 

it is more commonly linked with socioeconomic and environmental factors, like homelessness, 

workers in high-risk occupations, prison populations or women exposed to intimate partner 

violence (Engström et al., 2018; Mollayeva et al., 2018). 

 

3.2.2. Severity measurement. 

A correct evaluation of the brain injury severity helps to make a precise prognosis and estimate 

the functional recovery, anticipating thus patient’s rehabilitation needs. However, the main 

problem identified in many studies is a lack of proper head-injury classification aiming to analyse 

TBI-related complications (Nguyen et al., 2016). Next, we expose the current diagnostic scales: 

 

3.2.2.1. Diagnosis: Glasgow Coma Scale and Abbrevieated Injury Scale. 

Glasgow coma scale (GCS) is the most common tool to assess the severity of TBI in human 

patients in emergency departments. GCS is based in three behavioural aspects: (1) motor 

responsiveness, (2) verbal performance and (3) eye opening. Depending on the obtained score 

in the GCS, patients are classified into three definitive categories as mild (GCS = 14-15), 

moderate (GCS = 9-13) or severe (GCS = 3-8) (Grote et al., 2011) (Fig. I8 B-C). However, it is 

important to take into account that TBI patients often show up in the hospital while suffering 

from psychological stress, facial and multiple injuries or under the influence of alcohol or drugs. 

For this reason, the deterioration in consciousness state with low level of GCS may be related to 

other non-TBI injury (Kraus & McArthur, 1996). 
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Figure I8. A. TBI incidence distributed by severity in the general population. Data from (Capizzi et al., 
2020). B. GCS evaluating scale. C. GCS score resulting from the evaluation. TBI: Traumatic Brain Injury; 
GCS: Glasgow Coma Scale. 

To solve the previously mentioned problem, physicians have been working on developing 

another tool for the assessment of brain injury severity: the Abbreviated Injury Scale (AIS). In 

contrast with GCS, AIS relies into an anatomical scoring scale, which ranks each anatomic region 

on a 1-6 ordinal scale using neuroradiology or operative findings (Haasper et al., 2010). To allow 

valid comparison between studies dealing with brain injury, a uniform terminology of TBI 

severity definition is needed (Savitsky et al., 2016). When dealing with animal models, both GCS 

and AIS scales are (obviously) useless, thus an alternative classification for the degree of injury 

is needed. In these cases, severity is fixed prior to the injury depending on the factors acting on 

it (see 3.2.5.3.2. Animal models). 

Apart from the above-mentioned executive, behavioural and functional tests there are fewer 

additional alternatives to diagnose TBI and assess the severity of it. From these ones, traditional 

neuroimaging techniques such as computed tomography (CT) and magnetic resonance imaging 

(MRI) can be very useful for identification of life-threatening intracranial injury at the acute 

stage. However, they are not sensitive enough to discern between micro-damages such as 

diffuse axonal injury (DAI). Furthermore, these tests remain poorly correlated with functional 

outcome and cognitive impairment (Azouvi, 2000). However, recent advances in neuroimaging 

have led to a better understanding of the functional neuroanatomy of cognitive disorders 

associated with TBI, like positron emission tomography (PET) in patients with severe TBI, with 

no detectable macroscopic structural lesions (Fontaine et al., 1999). In conclusion, more 
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research is needed in the neuroimaging field in order to detect earlier severe damage, 

preventing thus the later negative outcomes that arise after rehabilitation therapies. 

Historically it has been assumed that patients with a similar GCS had sustained comparable 

forms of injury (Grote et al., 2011). However, recent studies have illustrated the inaccuracy of 

such assumptions (Saatman et al., 2008). In light of this, more recent studies have focused on 

patient pathoanatomic features allowing more accurate comparisons. Considering the 

pathobiology of TBI across the spectrum of the disease -ranging from mild to severe- it is 

common to discuss the disease within the context of terms such as focal versus diffuse changes 

(McGinn et al, 2016) as we describe later; or even combination of both in the most severe and 

moderate forms of injury (Povlishock & Katz, 2005). 

 

3.2.3. Pathophysiology. 

TBI is a dynamic process which results in alterations in function and structure of virtually all 

elements of the brain that may continue up to several years after the moment when injury took 

place (Fig I9). Depending on the distribution of the structural damage we can differentiate 

between focal and diffuse injury.  

 

3.2.3.1. Focal and diffuse injury. 

The brain is floating within the skull and it is surrounded by cerebral spinal fluid (CSF). Focal brain 

injury is produced by collision forces acting on the skull and resulting in brain displacement 

through CSF reaching the tissue underneath the skull at the site of impact (direct) or oppositely 

to the impact (indirect) (Pudenz & Shelden, 1946). Thus, after the initial direct impact the brain 

will rebound towards the opposite side of the skull, resulting in a secondary or indirect impact 

after the acceleration-deceleration forces. The location and severity of the impact to the skull 

ultimately determine the cerebral pathology and neurological deficits (Cifu & Eapen, 2019).  

The term diffuse brain injury entails widely distributed damage to axons, diffuse vascular injury, 

hypoxic-ischemic injury and brain swelling (Gennarelli et al., 1982). This is driven by the fast 

acceleration-deceleration of the head. Brain structures are heterogeneous both in terms of 

degree of fixation to other parts of the brain and skull and in terms of tissue consistency. As a 

result, during the movement of the head, certain segments of the brain move at a slower rate 

than others, causing shear, tensile and compressive forces within the brain tissue (Gentry et al., 
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1988; Strich, 1956). During normal head movement, strain deformation manifested among 

axons is not harmful: due to their viscoelastic nature axons return to their normal shape and 

structure (Dennerll et al., 1989). However, under more extreme circumstances the threshold of 

maximum elasticity is exceeded, resulting in damage to axonal integrity (Meaney et al., 1995; 

Meythaler et al., 2001). Both the degree of the force applied to the axons and the length of time 

over which the force is applied influence the magnitude of axonal damage. An essential factor 

in the development of shear strain is the direction of the head movement: lateral head 

movement is associated with more severe diffuse damage than sagittal head movement (Tang-

Schomer et al., 2010). Diffuse injury is more scattered and is not linked to a specific focus of 

destructive tissue damage. Rather, it shows a more widespread distribution. It potentially 

involves diffuse neuronal damage, microvascular change and axonal perturbation and 

disconnection (Farkas, 2006; Farkas & Povlishock, 2007). The understanding of the pathogenesis 

of neuronal and microvascular change, however is limited and focuses on the potential that the 

mechanical forces of injury elicit various forms of membrane change leading to ionic 

dysregulation and/or altered permeability that in turn evokes lethal and sublethal damage. In 

contrast to the incomplete appreciation clinicians have of the pathophysiology of diffuse 

neuronal and microvascular change, understanding of scattered axonal injury is much more 

complete and its implications for animal and patient morbidity are better understood. 

Axonal injury is the most common consequence of diffuse TBI first described in 1956 by the 

pathologist S. Jeannette Strich as a devastating clinicopathological syndrome with extensive 

damage to the white matter. Later, the term Diffuse Axonal Injury (DAI), was suggested by J. 

Hume Adams and colleagues, referring to prolonged coma (more than 6 hours) and widespread 

injuries to white matter regions (Adams et al., 1989). 

Focal and diffuse injuries can and usually do co-exist within a single individual (McGinn & 

Povlishock, 2016). Neuronal cell death has mostly been studied in focal contusional or 

pericontusional regions whereas axonal injury is considered a consequence of diffuse TBI. 

However, the distinction between focal and diffuse injuries is artificial. A more recent MRI study 

in moderate and severe TBI revealed both focal lesions (contusions or haematomas) and DAI in 

50% of the patients (Skandsen et al., 2010). The coexistence of multiple injury types provides a 

further difficulty and it has been suggested that for effective treatment multi-therapy strategies 

should be applied. 
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3.2.3.2. Pathophysiological mechanisms: Focal Injury. 

3.2.3.2.1. Excitotoxicity. 

In normal conditions, excitatory neurotransmitters are released by the pre-synaptic vesicles 

after depolarization. However, after TBI, the energy transferred towards the brain tissue triggers 

a massive depolarization from the nerve cells which results in their uncontrolled excessive 

release producing excitotoxicity. The main excitatory neurotransmitter released in brain injury 

is glutamate (Fig. I10) (Bullock et al., 1995, 1998). This rapid and transient increase has been 

described within minutes following the brain insult. Its magnitude and duration have been 

correlated with the severity of the injury (Bullock et al., 1995; Faden et al., 1989; Katayama et al., 

1990; Koura et al., 1998; Palmer et al., 1993). 

 Apart from depolarization, the neurotransmitter also leaks through damaged neuronal 

membranes and the supportive astrocytes may not be able to re-uptake it through its ATP-

dependent sodium-cotransport (ATP, adenosine triphosphate) system due its cellular energy 

depletion. Thus, high extracellular glutamate concentrations will initiate a massive influx of both 

Ca2+ and Na+ influx into the neurons and glial cells (Choi, 1987). Glutamate binds the N-methyl-

D-aspartate aspartic acid and alfa-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) 

receptors resulting in an overactivation of the ion channels responsible for Na+ and Ca2+ influxes 

(Faden et al., 1989). This effect provokes a vicious loop in which more Ca2+ is sequentially 

released from intracellular stores like the endoplasmatic reticulum, and therefore intracellular 

Ca2+ levels raise and provoke a depolarization of the neuronal membrane through voltage-

dependent Ca2+ channels (VGCC) which in turn increase cellular Ca2+ influx.  

This cascade initiated with the glutamate secretion has many consequences at different levels. 

The first of them is neuronal swelling as a consequence of passive water movement which comes 

from the Na+/ Ca2+ influx. Mitochondrial function is also affected after this misplacement of ions 

and cell death happens through different mechanisms as we will discuss.  

 

3.2.3.2.2. Mitochondrial dysfunction. 

Mitochondria is the cellular organelle responsible for respiratory chain and ATP energy 

production. Mitochondria also serves (up to some degree) as an organelle to accumulate 

intracellular Ca2+ concentration to preserve cellular homeostasis. Thus, after the injury, the 

raised levels of cytoplasmic Ca2+ result in mitochondrial calcium sequestration. Excessive Ca2+ 

overload directly impairs on its oxidative phosphorylation processes (Xiong et al., 1997) leading 
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to mitochondrial membrane depolarization and the generation of transition pores which 

increase its permeability. Then, passive water entry into the mitochondria results in osmotic 

swelling (Lifshitz et al., 2003; Singh et al., 2006) and the eventual loss of mitochondrial ATP 

production. Since energy demands are high shortly after TBI, the decreased ATP levels are extra 

harmful. 

The increase in glutamate concentration into the extracellular milieu following injury induces a 

marked increase in the use of cerebral glucose and a consequent accumulation of extracellular 

lactate due to the shift to anaerobic metabolism (Fig I10) (Kawamata et al., 1992; Scafidi et al., 

2009). Following this brief period of hyperglycolysis in the acute phase (i.e., first few days 

postinjury in humans), a global reduction in glycolysis occurs, persisting until recovery, which in 

humans can range from weeks to months postinjury. The clinical course of recovery typically 

parallels the restoration of normal brain glucose use (Bergsneider et al., 1997, 2000, 2001; Wu 

et al., 2004). 

 

3.2.3.2.3. Neuroinflammation. 

The inflammatory response of the brain to traumatic insult is multifactorial, encompassing the 

activation of resident CNS immune cells and the infiltration of peripheral immune cells due to 

the break produced in the blood brain barrier (BBB). Both types of cells mediate inflammatory 

processes through a variety of inflammatory cytokines, chemokines, adhesion molecules, 

reactive oxygen and nitrogen species and complement factors, among others (Fig. I10). For 

example, local microglia is activated and in addition to the scavenging and phagocytosis of 

cellular debris, these resident immune cells mediate inflammation through the production of 

several inflammatory cytokines, proteases and reactive free radical species (Fig. I9) (Benveniste, 

1998; Gehrmann et al., 1995; Nakajima & Kohsaka, 2004). 

Recent studies have shown that microglia can maintain a primed or proinflammatory profile for 

weeks to months after the acute effects of injury have disappeared (Fig. I9) (Witcher et al., 

2015). This primed and possible hyperreactive microglial phenotype can potentially set the stage 

for more progressive degenerative change and chronic patient morbidity, along with an 

increased vulnerability to subsequent insult.  

Together with the local microglial inflammatory response, the BBB acquires an increased 

permeability caused by mechanical disruption producing the cerebral infiltration and 

accumulation of peripheral immune cells via their extravasation (Holmin et al., 1998; Royo et al., 
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1999). Neutrophils and machrophages/monocytes mediate early inflammatory events via the 

release of various inflammatory cytokines, proteases, free radicals and other inflammatory 

mediators in addition to phagocytosing cellular and/or axotomy-related debris (Holmin et al., 

1998). 

Although most cytokines have traditionally been associated with neuroinflammatory damage, 

more recent findings suggest that certain factors may also serve neuroprotective and 

neurotrophic roles in the injured brain (Morganti-Kossman et al., 1997). Depending on their 

concentrations and the timing/conditions of their expression following TBI, such factors as 

interleukin-6 and tumour necrosis factor alpha (TNFα) may also serve beneficial roles in the 

injured brain, possible setting the stage for and promoting regenerative and reparative 

processes (Maier et al., 2001). 

Figure I9. Progressive evolution of detrimental effects of TBI pathophysiology over time. (Modified from 

Pavlovic et al., 2019). TBI: Traumatic Brain Injury. 

 

3.2.3.2.4. Cell death. 

Both necrosis and apoptosis simultaneously occur in TBI. Necrosis is due to physical irrevocable 

cell damage, breaking of the plasmatic membrane and the consequently releasing cytoplasm 

from the cell. However, apoptosis (or programmed cell death) can occur through either intrinsic 

or extrinsic caspase activation pathways. For the intrinsic activation, following the mitochondrial 

membrane dysfunction, cytochrome-c is released into the cytoplasm and it binds to the 

apoptosis activating protein-1 (Apaf-1) subsequently activating the caspase cascade form 

caspase-9 to the effector caspase-3 (Clark et al., 2001; Sullivan et al., 2002). Concerning the 

extrinsic activation, this pathway is triggered through specific activation of death receptors like 
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the tumour necrosis factor alfa receptor 1 and caspase-8 present in the cell surface (Ashkenazi 

& Dixit, 1998).  

Figure I10. Pathophysiology of TBI: Main effects of the primary and secondary injury and how they interact 
with each other. An external force produces axonal damage, general depolarization and NTs release. The 
NTs induce a massive influx of Ca2+ which will be sequestrated in mitochondria leading to energy deficits, 
free radical formation like hydroxyl and peroxide and initiation of apoptosis. TBI upregulates many 
transcription factors, inflammatory mediators and neuroprotective genes but downregulates NT 
receptors. Increased expression of detrimental cytokines and chemokines induces BBB damage and cell 
death. The result of these complex cascades is eventually cell damage and death, which causes functional 
deficits. Modified from Capizzi et al., 2020; Xiong et al., 2013. TBI: Traumatic Brain Injury; NTs: 
Neurotransmiters; BBB: Blood Brain Barrier. 

 

3.2.3.3. Pathophysiological mechanisms: Diffuse injury. 

As mentioned above, axonal injury is the most common consequence of diffuse TBI. Axonal 

bulbs, -grossly swollen axons- are a pathological hallmark of DAI. After axonal disconnection, the 

downstream segments of the axons undergo a breakdown of the myelin sheath and the axon 

cylinder known as Wallerian degeneration (Gaudet et al., 2011). The time course of this process 

is highly variable with degeneration initiating as early as 1 to 3 hours after injury but potentially 

extending up to several months after the impact (Kelley et al., 2006; Maxwell et al., 2003). In 
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diffuse brain injury, data on the processes following the deafferentation of target sites, now 

failing to receive input from the detached axon is sparse. The quality of synaptic reorganization 

differs across the spectrum of TBI with maladaptive changes potentially consisting of inapt fibre 

ingrowth or abnormal alterations of the cytoarchitecture (Büki & Povlishock, 2006). Upstream 

axonal disconnection triggers temporary changes within the soma. Interestingly, contrary to 

what occurs in models of primary axotomy produced by transaction of axons, cell-soma 

dysfunction does not necessarily lead to neuronal cell death (Singleton et al., 2002). 

 

3.2.4. Symptomatology. 

The functional and cognitive symptoms after TBI are highly variable. These symptoms may be 

influenced by many factors which comprehend, between others, the area and severity of the 

injury, the delay of medical attention, and the response to treatment, in addition to genetic 

susceptibility or environmental factors affecting also to the TBI outcome. 

3.2.4.1. Implications of acute and chronic TBI. 

After TBI, some symptoms may resolve within two weeks (acute TBI) but some others can be 

persistent (chronic TBI). In acute, both focal and diffuse damage are part of the primary injuries 

taking place in the brain. Primary injury is the result of the immediate mechanical disruption of 

brain tissue that occurs at the time of exposure to the external force and includes contusion, 

damage to blood vessels (haemorrhage) and axonal shearing, in which the axons are stretched 

and torn (Cernak, 2005; Gaetz, 2004). However, in chronic phase there is also the apparition of 

a secondary injury due to systemic complications such as ischemia, brain swelling and other 

complex inflammatory mechanisms that may have severe consequences (Nortje and Menon, 

2004). Secondary injury evolves over minutes to months after the primary injury and is the result 

of cascades of metabolic, cellular and molecular events that ultimately lead to brain cell death, 

tissue damage and atrophy (Bramlett & Dietrich, 2007; Marklund et al., 2006; Thompson et al., 

2005). In this context, the different degree of tissue damage can contribute to the variability of 

both symptoms and TBI outcome, although in general terms, it can be classified as acute (short-

term outcome) or chronic (long-term outcome). 

 

3.2.4.2. TBI, long-term memory and post-traumatic amnesia. 
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The cognitive alteration that patients suffer after TBI, are confusion, spatial and temporal 

disorientation, inability to save and/or retrieve new information and alterations termed as post 

traumatic amnesia (PTA) (Russell & Smith, 1961). The cognitive recovery is usually gradual, 

however, a high percentage of patients (67%) still experiencing long-term memory failures that 

last up to four years after the traumatic event. Long-term memory deficits have also been found 

not only in the ability to recall memories, but also in the ability to mentally travel back through 

subjective time to re-experience the past (autonoetic consciousness) and to perceive oneself as 

a continuous entity across time (self-perspective) (Piolino et al., 2007).  

 

3.2.4.3. Post-traumatic seizures. 

Abnormal excessive or synchronous neuronal activity in the brain leads the apparition of 

seizures. Post-traumatic seizures are a common complication of TBI. Seizures following TBI are 

classified as immediate, early, or late. Focal seizures, formerly known as simple partial (pure 

motor) seizures, are the most common type to occur late in TBI patients, although others 

(complex partial, generalized and so forth) are documented (Berg et al., 2010). More than 80% 

of patients who develop seizure activity will present it in the first two years after injury (Berg 

et al., 2010). 

 

3.2.4.4. Speed of processing and attention. 

Speed of processing is a cognitive capacity that consists of the relationship between the 

response to a cognitive demand and the time invested in that operation. TBI patients still report 

mental slowness and concentration difficulties at a rate of 56.7% as late as four years after the 

injury (Jourdan et al., 2016), becoming one of the most frequent sequel in TBI survivors and 

complaints from their close relatives.  

Attention is a multidimensional concept that can be subdivided into various modules such as 

phasic alertness, sustained attention, focused attention and divided attention. Several studies 

have addressed which one of these components could be the most affected after TBI, however, 

there is a lot of debate in the subject and it is still not clear (Dockree et al., 2006; Ponsford et al., 

2008; Whyte et al., 1995, 2006). 
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3.2.4.5. Mental fatigue. 

Mental fatigue is a very frequent sequel post-TBI, reported by 30-70% of patients (Belmont et al., 

2006; Englander et al., 2010). Regarding the outcome in the long-term TBI, mental fatigue is 

reported to improve during the first year after the injury reaching the plateau during the next 

two years (Bushnik et al., 2008). The mechanism behind this symptom is still under debate. Some 

authors consider that mental fatigue could be the collateral effect of an increased effort in a 

scenario of cognitive deficits and slower processing conditions in an attempt to reach adequate 

levels of performance (Azouvi et al., 2004).  

 

3.2.4.6. Executive function. 

During brain injury, several areas of the brain are more susceptible to damage. The frontal lobes 

and anterior brain networks are specifically vulnerable due to their location. Therefore, it is not 

surprising that patients who suffer in these areas frequently present deficits in executive-

function. Although there are many factors intervening in the capacity of the executive function, 

there are a wide variety of tests (Trail Making Test, Verbal Fluency Test, Clock Drawing Test, 

Wisconsin Card Sorting Test…) and tasks to evaluate the degree of affectation (Stuss, 2011). Only 

a few studies have found differences between patients suffering from TBI and healthy controls 

in some of these tasks (Milner, 1963; Stuss, 2011). For example, Wisconsin Card Sorting Test 

which requires the ability to sort items according to a given category and then to modify the 

sorting criteria when the rule changes and TBI patients exhibit a loss of conceptualization and 

set-shifting ability. (Milner, 1963). 

 

3.2.4.7. Social cognition. 

Social cognition can be defined as the procedure in which people process, remember, and use 

information in social contexts to explain and predict their own behaviour and that of others 

(Bulgarelli & Molina, 2016). Thus, understanding the behaviour of other people and reacting 

accordingly in social situations becomes a complex task for TBI patients. Furthermore, patients 

show impairment in various aspects of social cognition, such as the perception of emotions 

(ability to recognize socially relevant information and/or facial expressions of emotion); 

understanding the internal state of other people and empathy. However, the relationship 

between this decline or impairment in social cognition and more global cognitive deficits are still 

under debate (McDonald, 2013). 
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3.2.4.8. Behavioural changes. 

The recovery of the cognitive and the behavioural characteristics that defines the identity are 

crucial factors for the quality of life of TBI survivors, as it facilitates the reintegration into their 

family, their social and vocational life and in general. After TBI, many behavioural changes have 

been reported such as lack of self-control (disinhibition, impulsivity, irritability, aggressiveness) 

or lack of drive (apathy, reduced initiative, poor motivation). From all these changes, irritability 

is one of the most frequent problems described in 67% of the cases, followed by lack of initiative 

(44% of cases) and socially inappropriate behaviour (26% of cases) (Benedictus et al., 2010; 

Ponsford et al., 2008). Recent studies have proposed new multidimensional approaches to take 

into account the complexity of the underlying psychological, cognitive, social, environmental 

and personal processes, and the dynamic nature of such problematic behaviours (Arnould et al., 

2016; Rochat et al., 2013). 

 

3.2.4.9. Mild TBI, post-concussive syndrome and concussion. 

A high percentage of TBI events end up being diagnosed as mild-TBIs when the initial GCS score 

ranks between 13-15. While the majority of cases out of this mild-TBIs fully recover within a few 

weeks or months, it appears that a significant minority of patients may experience long-lasting 

symptoms (15%) (Tapia & Eapen, 2017). As we mentioned previously, these symptoms include 

headache, dizziness, fatigue, attentional and memory failure, irritability, apathy etc. It is 

important to recall these data since, for a proper diagnose of post-concussion syndrome (PCS) 

also known as persistent post-concussive symptoms, the presence of at least three of these 

symptoms at either 1 or 3 months after injury is required. It is defined as a syndrome that occurs 

when concussion symptoms last beyond the expected recovery period after the initial injury. 

However, PCS has been highly debated and questioned for several reasons including the absence 

of particular symptom specificity, recall bias and the influence of psychosocial factors and/or 

pre-morbidity on outcome. The symptoms are not specific to PCS alone but are present in both 

healthy and TBI affected population (Fear et al., 2009; Greiffenstein & Baker, 2008; Iverson & 

Lange, 2003). 

Concussive injuries are often viewed as mild TBIs without any gross structural damage secondary 

to a nonpenetrating TBI (Kelly & Rosenberg, 1997). Concussion has been used synonymously 

with the term mTBI. Emerging classification mechanisms specific to concussion promote 
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separation of these terms. Mild injuries likely account for more than 80% of all TBI, although the 

true incidence is difficult to ascertain because many patients who sustain these injuries do not 

seek medical attention and therefore, they are not documented or tracked. Most research and 

subsequent assessment tools are focused on sports-related concussion (McCrea et al., 2017). 

 

3.2.4.10. Chronic Traumatic Encephalopathy: dementia pugilistica. 

Repetitive mTBI may lead to a delayed manifestation known as chronic traumatic 

encephalopathy (CTE). This entity gained popular attention in the media as one of the 

unfortunate consequences of CTE are the psychiatric disturbances, ultimately leading to suicidal 

behaviour in a number of high-profile athletes in professional sports. Athletes of combat or 

collision sports have a greater risk of multiple mTBIs than the general population, however, the 

cumulative effects of impacts showed conflicting results in different studies. Indeed, CTE was 

initially designated as dementia pugilistica or punch-drunk disease in boxers in the first half of 

twentieth century. It was described in athletes either in active status or already retired after all 

their professional career exposed to multiple and repetitive high intensity contact, collisions or 

combat sports. 

The initial event that triggers the onset is often a concussion, however, the athletes may return 

to play prematurely and sustain a second concussive event in the middle of the recovery from 

their first injury (Bey & Ostick, 2009). This casuistry is also observed in non-sport related 

scenarios like young active military personnel service and retired veterans (Mckee et al., 2018; 

Tharmaratnam et al., 2018). 
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Figure I11. General characteristics of the dementia pugilistica (DP) in a patient. A. Magnetic resonance 
image showing sidened ventricles and a mild-to-moderate degree of white matter changes. B. Coronal 
section of the brain showing ventricular enlargement, absence of the septum pellucidum, a thinned 
corpus callosum and minimal cortical atrophy. C. Reduction of neuromelanin pigmentation in the SN and 
LC. D. Rarefaction (see arrows) within cortical layer 2 in temporal gyurs. E. Loss of neuromelanin in 
substantia nigra (arrows). F. Apparition of neurofibrillary tangles in the locus ceruleus. D-F images taken 
at 10X. (Source of images: Saing et al., 2012). SN: Substantia nigra; LC: Locus Ceruleus. 

CTE is considered a chronic and progressive neurodegenerative primary tauopathy developed 

after a single, episodic or repetitive head trauma which leads to dementia or depression. Its 

pathophysiological hallmark is characterized by a build-up of hyperphosphorylated tau (p-tau) 

protein (and other pathological proteins, such as amyloid-β, α-synuclein and TDP-43), 

neurofibrillary tangles, abnormal neurites and perivascular astrocyte inclusions.  

The axonal injury resulting from head impact which leads to chronic neuroinflammation and 

decreased neuroregeneration in the context of inadequate recovery from the primary TBI event 

and leading to tau pathology. Tau acetylation is believed to be the initiating event leading to a 

vicious circle of repetitive damage and imperfect repair with tau phosphorylation as the second 

hit resulting in p-tau aggregation and microtubule destabilization (Tharmaratnam et al., 2018; 
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Vile & Atkinson, 2017). There is a latency period in the development of CTE which corresponds 

to tau propagation from focal to widespread areas (Tharmaratnam et al., 2018). 

CTE is expressed as three common syndromes: a behaviour-predominant, mood-predominant 

and parkinsonism (Perry et al., 2016; Tharmaratnam et al., 2018). It usually begins at mid-life 

with some of these different manifestations: dysarthria (a motor speech disorder in which the 

muscles that are used to produce speech are damaged, paralyzed or weakened), intentional 

tremor, pyramidal cerebellar and extrapyramidal signs, epilepsy and parkinsonism, emotional 

and cognitive dysfunctions (Gavett et al., 2011). 

Nevertheless, the notion of CTE as a separate disease from TBI is disputed by some authors (Ziino 

& Ponsford, 2005). Surprisingly, longitudinal long-term studies state that retired professional 

American football players in fact have a lower standard mortality rates and lower risk of suicide 

than general population (Randolph, 2018). Some confounding factors like chronic pain and 

substance abuse also should be considered (Manley et al., 2017; Mckee et al., 2018). In general, 

TBI is seen as an aggravating risk for earlier clinical manifestation of an underlying 

neurodegenerative disease (like AD) due to diminished neurocognitive reserve (Fleminger, 2003; 

LoBue et al., 2018). However, the exact mechanism linking TBI and dementia is not known yet. 

 

3.2.4.11. Post-traumatic stress disorder. 

Post-traumatic stress disorder (PTSD) is an anxiety disorder suffered by patients exposed to a 

threatening event which causes fear, horror or helplessness. Symptoms include intrusive 

memories, nightmares, trauma reliving and psychological distress that often end up in avoidance 

of thoughts, feelings or reminders of trauma, withdrawal from others or emotional numbing 

(Bell, 1994). Several recent studies revealed that post-traumatic stress disorder (PTSD) is 

frequently associated with mild TBI. There is increasing evidence suggesting that mTBI can 

increase the risk for PTSD and that persistent impairment after mTBI is largely related to stress 

reactions (Bryant, 2011). 

 

3.2.5. Modelling TBI. 

TBI is not one single physiological event but it has been described as a cascade of complex 

processes that run in parallel including both focal and diffuse brain damage (Mckee & 

Daneshvar, 2015). As we previously mentioned, brain injuries occurring in human patients 
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present many variations involving different factors such as the severity, the nature of the TBI, 

the location etc. Furthermore, other factors regarding the individual also play a role in the 

development of the damage like the age, the gender, pre-existing pathologies and more. This 

has made the study of TBI at the preclinical level extremely complex. To understand the overall 

context of TBI, it is necessary to establish models that mimic the event under controlled 

conditions (Cernak, 2005). Even though some of these models do not reproduce with fidelity the 

causes of the damage. Nevertheless, modelling TBI allows a reconstruction of some of its aspects 

and can offer specific and important knowledge about the pathophysiology. 

 

3.2.5.1. Mathematical and network models. 

Although its potential is yet to be exploited, mathematical and network models are a powerful 

tool to study the human brain in complex situations. By combining recent developments in non-

invasive neuroimaging technology together with the establishment of known circuits and 

information flows between them, we can infer mental disorders and different pathologies and 

their consequences (Sporns, 2011). The brain’s structural connectivity also known as 

connectome comprises a map of the brain’s hubs or nodes (Sporns, 2013), which support 

integrative processing and adaptative behaviour. It has been predicted that these hubs may 

have a predominant role in pathological brain regions (Crossley et al., 2014). It is known that TBI 

produces damage in the long-distance axonal projections and therefore could disconnect these 

long-range communications between hubs (Crossley et al., 2014). A deeper study from this 

perspective is necessary to get a wholesome view of brain functioning and be able to predict 

specific outcomes depending on the type of injury produced. 

 

3.2.5.2. In vitro models. 

Given the complex nature of TBI and the many factors that take part in it, in vitro models 

constitute an excellent platform to study specific aspects in a way that is easily repeatable, well 

controlled, isolated from the environment, less expensive and with less ethical implications. We 

can take advantage of these models to study pathophysiological cascades without having 

confounders such as inflammation or hypoxia (Kumaria & Tolias, 2008; Morrison et al., 2011). 

Immortalized cell lines, dissociated primary cultures and organotypic cultures all have been used 

to mimic particular aspects of TBI (Adamchik et al., 2000; Kane et al., 2011; Silva et al., 2006). 

Some examples of in vitro TBI models are transection, compression or acceleration/deceleration 
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(Kumaria & Tolias, 2008). In brief, transection consists of the use of a plastic stylet or a rotating 

scribe to damage cells attached to the culture dish. It can simulate different types of TBI such as 

puncture wounds or penetrating skull fracture (Morrison III et al., 1998). Compression can 

simulate focal wounds that cause laceration and it is performed by using a weigh-drop (Church 

& Andrew, 2005; Sieg et al., 1999). Finally, in acceleration/deceleration models, neurons and 

glia are subjected to different types of accelerations while they are adhered to a substrate 

(Morrison et al., 2006).  

 

3.2.5.3. In vivo models. 

3.2.5.3.1. Species. 

A large number of relevant animal models have been developed to gain knowledge of TBI. When 

choosing among the wide variety of in vivo models of TBI, two major factors must be considered: 

the animal species and the type of model to mimic TBI. 

The study of TBI has been vastly extended through the use of a wide variety of animal species 

(Hutchinson et al., 2016; King et al., 2010; Zhang et al., 2015). These species are different to each 

other in terms of anatomy, morphology, metabolism, neurobiology and life-span and it is due to 

these huge inter-species differences that translational research becomes even more 

complicated. For example, differences in the shape of the skull may influence the distribution of 

mechanical force, resulting in discriminative responses to similar level of TBI on different animals 

(Anderson et al., 2003). 

The rodent brain is mostly used in TBI research due to their modest cost, small size and 

standardized outcome measurements. However, brains of larger animals are closer to humans’ 

in terms of size, gyrification, grey and white matter ratio and also developmental patterns or 

degree of myelination, i.e., swine, ferrets and primates (Conrad et al., 2012; Empie et al., 2015; 

Flynn, 1984; Shultz et al., 2017; Zhang et al., 2015). All these factors have profound effects on 

the tolerance of the brain to different injuries. To date, large animal models have been widely 

used for studying TBI in different circumstances: cats (Hayes et al., 1987), rabbits (Wei et al., 

2011; Zhang et al., 2015), dogs (Millen et al., 1985), sheep (Lewis et al., 1996), ferrets (Lighthall, 

1988), swine (Browne et al., 2011) and non-human primates (King et al., 2010). However, these 

species also come with a handful of drawbacks, besides accompanying ethical issues, not 

present in rodents that cannot be ignored. Briefly, they are more difficult to house and handle 

and therefore require more effort regarding their breeding and living conditions. There is also a 
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higher cost derived from adapting specialized TBI-equipment to work with them. The fact that 

there are fewer animal studies on these species comes with a worse characterization compared 

with rodents at many levels (including motor or cognitive characterization, biomarkers or 

inflammatory responses). This deficiency in the species-dependent knowledge together with the 

limited sample size or the lack of transgenic models in larger animals makes it hard to work and 

increases the difficulty to be used in research. 

Leaving aside the more traditional laboratory animals, there are other rare species which 

adapted biologically to extreme environments developing specific protections to avoid or reduce 

brain trauma. Studying these adaptations and whether they indeed result in a successful 

avoidance of brain trauma, would also be interesting and inspiring for the design of similar 

protective mechanisms for humans. Some anecdotical examples are the headbutting of bighorn 

sheep (Ovis canadensis) and other bovids (Drake et al., 2016; Huang et al., 2017; Johnson, 2016), 

the woodpecker’s pecking (Farah et al., 2018; May, 1979) and the whale’s high-pressure deep 

dives as well as their exposure to high-amplitude underwater sounds (DeRuiter et al., 2013; 

Todd et al., 1996). 

 

3.2.5.3.2. TBI models. 

Due to the heterogeneous nature of TBI, it has not been possible to establish a single in vitro or 

in vivo model which recapitulates all of the detailed features of its pathophysiology. Instead, a 

variety of animal models have been developed to study specific aspects of TBI. By controlling 

some variables, a model can offer specific and important knowledge about TBI. Therefore, when 

choosing an animal model of TBI, one must consider what aspect is to be examined and then 

also choose the most suitable species. The development of a model would be therefore always 

linked to the goal of the study: the severity, the anatomical structures which are analysed, the 

physical mechanism causing the damage are all factors that should be taken into account when 

designing a specific project. The most used models are summarized here. 

 

3.2.5.3.3. Fluid Percussion Injury. 

The fluid percussion injury (FPI) is inflicted by administering a rapid saline pressure pulse to the 

exposed dura via a craniotomy, which is made centrally over the sagittal suture (middle FPI) 

(Floyd et al., 2002) or laterally over the parietal cortex (lateral FPI, LFPI). The lesion will be 

achieved by using a pendulum, a piston or a pulse delivered by a fluid (Fig I11A). Currently, the 
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LFPI model is the most extensively used and characterized device of experimental TBI, due to its 

high reproducibility (Alder et al., 2011; Xiong et al., 2013). The percussion produces a brief 

displacement and consequent deformation of the nerve tissue. The animals are previously 

anesthetized and subjected to a craniotomy, taking care that the dura remains intact. The 

severity of the injury can be adjusted by modifying the height of the pendulum which defines 

the strength of the fluid pressure. 

FPI models do not replicate clinical TBI with skull fracture (Thompson et al., 2005). However, this 

is a characteristic that very commonly appears in moderate or severe human TBI. FPI can, 

however, replicate intracranial haemorrhage, brain swelling and progressive grey matter 

damage, which are all pathophysiological hallmarks of human TBI (Graham et al., 2000). 

However, FPI models have high mortality compared with other models, which is probably due 

to the brainstem-compromised prolonged apnoea (Cernak, 2005). 

 

3.2.5.3.4. Controlled cortical impact. 

The controlled cortical impact (CCI) model uses a pneumatic or electromagnetic impact device 

to drive a rigid impactor onto the exposed, intact dura and mimics cortical tissue loss, acute 

subdural haematoma, axonal injury; concussion, blood-brain barrier (BBB) dysfunction and even 

coma (Fig I11B) (Dixon et al., 1991; Kabadi et al., 2010; Lighthall, 1988; Lighthall et al., 1990). 

The impact is delivered to the intact dura through a unilateral craniotomy lying most often 

between bregma and lambda. The damage will be widespread, including acute cortical, 

hippocampal and thalamic degeneration (Hall et al., 2005).  

The most important advantage of this model over other TBI models is the accuracy that can be 

achieved when reproducing it, since almost every variable intervening in the injury can be 

modulated. The time, velocity and depth of the impact can all be adjusted and this makes it 

more useful than the FPI model for biomechanical studies (Albert-Weissenberger & Sirén, 2010; 

Cernak, 2005). An additional strength of this model is the lack of risk of a rebound injury that 

can be seen in gravity-driven devices. 

3.2.5.3.5. Weight-drop model. 

This kind of injury delivers a guided weight to the restrained head using a humane stunner, a 

calibrated pendulum or a dropped weight (Fig I11C) (Anderson et al., 2003; Lewis et al., 1996). 

The severity in this case can be regulated by altering the mass of the weight or the fall distance. 

It was originally developed to reproduce closed-head injury. The falling object usually hits a 
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helmet or other attachment either made of metal or a rigid material placed over the animal’s 

head (Colak et al., 2012; D. dos S. Silva et al., 2012). By using a closed-head injury model, a higher 

similarity to human TBI is achieved, however, the reproducibility between experiments 

decreases importantly. Furthermore, without proper design, this model can cause other injuries, 

such as injury to the cervical region.  

 

3.2.5.3.6. High-speed missile models. 

Several names have been given to this type of model that simulate the impact of a bullet. Also 

referred as penetrating craniocerebral gunshot wounds (PCGWs), they are caused by gun 

projectiles or bomb shrapnel which produces a temporary cavity in the brain (Fig I11E) (Carey 

et al., 1989; Davis et al., 2010). They permit the analysis of morphological alterations such as 

lacerations, haemorrhage, and the dispersion of the injury, which are due to compression by the 

missile, penetration and distortion of the blood vessels and nerve fibres of the brain and tissue 

displacement (Finnie, 1993). Although they rarely occur in civilian practice, the rate of mortality 

after them is still high (Carey et al., 1989; Williams et al., 2007). This high mortality is reproduced 

in the animal models and makes it therefore, very complicated to study these injuries in the 

laboratory. And even when a model with lower mortality is achieved, the large differences in 

brain structure between small animals and humans impede carrying out more profound studies 

in PCGWs. 

 

3.2.5.3.7. Blast injury model. 

In contrast to the effects of gunshot wounds in which nature of bullet-induced brain wounds is 

focal along the bullet trajectory, blast injuries are multi-focal and poly-traumatic, such as 

oedema or vasospasm (de Lanerolle et al., 2011; Rafaels et al., 2011). Blast-induced 

neurotrauma is considered a common wound in military efforts and terrorist activity (Connell 

et al., 2011; Ling & Ecklund, 2011; Warden, 2006). A powerful shock wave emanating from 

explosive device encounters the animal head and the blast wave is successively transmitted 

through the skull, cerebral spinal fluid and brain tissue (Fig I11D). The severity of brain insult in 

this case is associated with the distance and the position of the body relative to the explosive 

device, the power level of the explosion as well as the experimental environment (de Lanerolle 

et al., 2011; Rafaels et al., 2011). 
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Figure I11. Schematic representative images from different TBI mice models. A. Lateral-FPI administering 
a saline pulse to the exposed dura. B. CCI drives a pneumatic or electromagnetic impactor onto the 
exposed dura. C. In the weight-drop model a guided weight is delivered to the restrained head using a 
pendulum or a dropped weight either directly to the dura (with previous craniotomy, C.1) or to the skull 
(no craniotomy, C.2). D. Blast injury produces a shock wave that is transmitted through the skull. E. High-
speed missile models are caused by gun projectiles that produce a temporary cavity in the brain. Modified 
from (Pitt & Leung, 2015). 

 

3.2.6. The hippocampus after TBI. 

The high prevalence of memory deficits after injury point to a relative vulnerability of the 

hippocampus and mesial temporal structures as compared to the rest of the brain (Comper 

et al., 2005; Hamm et al., 1993). Hippocampal atrophy due to cellular and synaptic loss is a well-

known consequence of TBI (Hicks et al., 1993; Kotapka et al., 1991). The atrophy of the 

hippocampus is often not limited to the ipsilateral side, but it also involves the contralateral one 

(Serra-Grabulosa, 2005; Tate & Bigler, 2000; Tomaiuolo, 2004; Tran et al., 2006). Particular areas 

of the hippocampus are more vulnerable than others: dentate hilar neurons, CA2 pyramidal cells 

and newborn neurons in the inner granule layer of the dentate gyrus are selectively lost after 

TBI (Gao et al., 2008a; Grady et al., 2003; Lowenstein et al., 1992; Witgen et al., 2005). It has 

been proved that there is a correlation between the amount of hippocampal atrophy due to 

cellular loss and the degree of hippocampal-dependent learning impairment during CNS injury 

(Tomaiuolo, 2004). However, lesion studies have found that a loss of at least 20-30% of the 

dorsal hippocampus and at least 39-52% of the ventral hippocampus is required to begin to 

observe significant impairments in hippocampal-dependent learning tasks (E. Moser et al., 
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1993). In fact, just 26% of the hippocampus is capable of supporting hippocampal-dependent 

water maze spatial learning after injury (E. Moser et al., 1993). Therefore, functional impairment 

may stem from an alteration in the activity of certain subpopulations of cells within the 

hippocampus. 

Systemic changes after TBI are also well documented. During stress response, glucocorticoids 

(GCs) bind to their receptors and modulate hippocampal function affecting numerous signalling 

and metabolic systems (Gulyaeva, 2015). Different receptors of GCs are extensively expressed 

in the hippocampus and their distribution and properties may underlie the vulnerability of 

hippocampal neurons to different types of damage (Prager & Johnson, 2009). GCs also modulate 

glutamate receptors and may be involved in initial effects of TBI, including exacerbation of 

excitotoxicity (Sorrells et al., 2014). Glutamate is particularly important, as this excitatory 

neurotransmitter is known to play a strong role in secondary injury mechanisms throughout the 

brain (Chamoun et al., 2010; Folkersma et al., 2011). In the hippocampus, glutamate decreases 

following moderate to severe temporal cortex injury (J. L. Harris et al., 2012). Acutely after TBI 

there is a large increase in intracellular calcium in both the cortex and hippocampus (Fineman 

et al., 1993). This global change in calcium signalling through glutamate excitotoxicity and 

potassium depolarization waves stimulates several calcium-dependent cell-signalling pathways. 

Protein kinases CaMKI, II and IV, as well as ERK1/2 and PKC are activated within hours after TBI 

(Atkins et al., 2006; Dash et al., 2002; Hu et al., 2004; Yang et al., 1993). In contrast, cAMP levels 

and PKA activation are decreased for a short period of time (Atkins et al., 2007). 

Another important compound altered in the hippocampus after TBI is the neurotransmitter 

GABA. The expression of various GABA receptor subunits is changed, causing reductions of 

inhibitory postsynaptic currents and increases in excitatory post-synaptic currents after TBI in 

rodents (Almeida-Suhett et al., 2014; Drexel et al., 2015; Hunt et al., 2011).  

Different electrophysiological changes have also been characterized after TBI in the 

hippocampus. It is important to establish how individual neurons and subpopulations of neurons 

contribute to network activity and how these networks respond to injury. In the CA1 area, a 

basal excitatory synaptic transmission depression has been reported by measuring the 

excitatory postsynaptic potential (EPSP) from hours to days after TBI (D’Ambrosio et al., 1998; 

Miyazaki et al., 1992; Norris & Scheff, 2009; Reeves et al., 2000; Witgen et al., 2005). An increase 

in the population spike amplitude and a decrease in the population spike threshold have also 

been reported, suggesting an imbalance between excitation and inhibition (Akasu et al., 2002; 

Miyazaki et al., 1992; Reeves et al., 1997, 2000; Witgen et al., 2005). There is a lack of long-term 
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studies of this matter, so it is still not known if either inhibitory or excitatory basal synaptic 

transmission is altered in the months to years after TBI (Mtchedlishvili et al., 2010). Conversely, 

an enhancement of basal EPSPs has been observed in the perforant path to the DG 

(Santhakumar et al., 2000, 2001; Witgen et al., 2005; B. Zhang et al., 2011) and a depression of 

basal inhibitory postsynaptic currents (Bonislawski et al., 2007; Hunt et al., 2011; Mtchedlishvili 

et al., 2010). 

 

3.2.6.1. AHN after TBI. 

As it has been previously explained in sections 3.1.1. and 3.1.2., AHN is a process which takes 

place in the dentate gyrus of most mammals (Altman, 1962a). As it happens with other areas of 

the hippocampus, the DG and more specifically AHN is affected by TBI. However, the specific 

effect that brain injury produces over neurogenesis is still unclear. Data for elucidating 

neurogenesis after TBI are contradictory. Although most of the studies performed in this matter 

reported an increased (Braun et al., 2002; D. Sun et al., 2005, 2007) or unchanged level of 

neurogenesis after TBI (Chirumamilla et al., 2002; Gao et al., 2009; Gao & Chen, 2013), some of 

them also described a decrease in this process (Rola et al., 2006). In addition to the contradicting 

results regarding the measuring of neurogenesis itself, there is also an important lack of 

knowledge about the maturation and integration of these newborn neurons into the 

hippocampal circuitry. Studies focused in the functional integration of these neurons or even 

their final outcome in hippocampal-related tasks are scarce (Redell et al., 2020; Sun et al., 2007; 

Villasana et al., 2015). 

Both the contradictory results and the lack of more profound studies make it difficult to reach a 

clear conclusion about the role of neurogenesis after TBI. In general, physiological neurogenesis 

is considered a beneficial process with important cognition and mood-related roles, as it has 

been previously discussed. However, different pathologies have been reported to either 

decrease or disturb this process by producing what has been denominated “aberrant” 

neurogenesis (Martín-Suárez et al., 2020; Sierra et al., 2015). A more exhaustive 

characterization of neurogenesis post-TBI is necessary in order to know if it can be targeted and 

used as a potential source of new neurons compensating for the neuronal loss following TBI. 
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4. HYPOTHESES AND OBJECTIVES. 
 

Adult neurogenesis is tightly linked to the level hippocampal circuitry activity. Consequently, 

pathologies interceding in the level of neural activity end up disturbing neurogenesis in different 

ways (Segi-Nishida et al., 2008; Hüttman et al., 2003). For example, both neural hyperexcitability 

and seizure-susceptibility both have been described after TBI (Neuberger et al., 2017; Akasu et 

al., 2002; Reeves et al., 2000).  

Rnd2 is a protein member of the Rho small GTPases family which is known to regulate distinct 

morphological cellular changes and cell migration (Nakamura et al., 2006; Pacary et al., 2011). 

Indeed, Rnd2 is the only member of this family whose expression is selectively enriched in the 

SGZ area, where AHN takes place. In fact, it contributes at tissular level promoting both cell 

survival of newborn neurons and adjusting cellular morphology as well as in a cognitive way, 

controlling anxiety – a function directly related to the development and maturation of newborn 

hippocampal neurons – as previously reported (Kerloch et al., 2021). 

Our general hypothesis is that TBI generates neural hyperexcitation which in turn affects to 

NSCs and the maturation process of newborn neurons, as it happens in other pathologies. Rnd2 

could play a role not only in physiological conditions in AHN but also in some of the newborn 

neuronal alterations observed after TBI. 

Based on these assumptions and previous data, we hypothesize that: 

- TBI produces hyperexcitation, altering NSCs morphology and proliferation. 

- TBI alters the process of neurogenesis changing the properties of newborn neurons and 

therefore producing aberrant neurogenesis. 

- The consequences of TBI over NSCs and neurogenesis are not restricted to the acute 

phase. They could also undermine the long-life neurogenic potential of this population 

and contribute to the chronification of the general pathology. 

- Rnd2 plays a role in the alterations related to the newborn neurons after TBI. 

- In physiological conditions, overexpression of Rnd2 alters newborn neurons’ properties. 

This has an effect in the behavioural and learning functions depending on the proper 

integration of these neurons that will therefore, also be modified. 

Our general objective then is to characterize the alterations caused by TBI into the 

neurogenic cascade and study a model of Rnd2 overexpression in physiological conditions 

together with its effects in behaviour. 



   
 

68 
 

Objective 1. To characterize the CCI model of TBI and its suitability for the study. 

Objective 1.1. To assess the level of neuronal hyperactivation in the DG after TBI. 

Objective 1.2. To characterize macroscopic morphologic alterations after the impact including 

both damage of cortical structures and anatomical changes in the DG. 

Objective 1.3. To determine changes of cellular proliferation in the DG. 

Objective 2. To study the changes of TBI over NSCs in both the acute and the chronic phase 

after the impact. 

Objective 2.1. To assess the level of reactivity acquired by NSCs after TBI. For this purpose, we 

will use a transgenic mouse model in which EGFP is driven by the expression of Nestin. We will 

analyse the Nestin-GFP positive population and their changes in morphology and expression of 

some factors at different time-points. 

Objective 2.2. To characterize the changes in NSC proliferation rate. Taking advantage of 

proliferation markers and the previously mentioned transgenic animals, the proliferation of the 

NSC population will be assessed to investigate possible changes during the time course of the 

pathology. 

Objective 2.3. To study the progression of the NSC pool in the long term. NSCs changes including 

their proliferation may have an impact in the overall niche cell population and its depletion in 

different pathologies. Therefore, an exhaustive analysis of NSCs population is necessary to 

characterize long term changes in neurogenesis after TBI. 

Objective 3. To analyse the population of newborn neurons during their integration into the 

hippocampal circuitry after TBI. 

Objective 3.1. To study the population of adult born neurons after TBI using cellular markers. 

Several characteristics like the fluctuations in terms of cell numbers, migration and morphology 

will be analysed. 

Objective 3.2. To characterize morphological, migration and synaptic changes specifically in 

hippocampal neurons born after TBI. For this purpose, we will use a novel strategy involving the 

development of retroviral-vectors containing a fluorescent protein (Venus) to label newborn 

cells after the impact. 

Objective 4. Correcting the aberrant phenotype in the migration and morphology of newborn 

neurons. Using a combination of two procedures: TBI mouse model and retroviral-vector 



   
 

69 
 

injection which overexpresses Rnd2 together with a fluorescent protein (DsRed), we evaluate 

the protection or reversion of the pathological phenotype observed in newborn neurons. 

Objective 5. To characterize the effects of overexpressing Rnd2 in newborn neurons in 

physiological conditions. 

Objective 5.1. To study the behavioural and memory alterations after Rnd2 overexpression in 

newborn neurons. For this purpose, we will perform a bilateral injection of retroviral-vector 

containing Rnd2 together with DsRed and later proceed to a battery of behavioural and memory 

analysis of tasks that are traditionally influenced by the survival and integration of newborn 

neurons into the hippocampus. 
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5. EXPERIMENTAL PROCEDURES. 
 

5.1. ANIMALS. 

All animals used were on a C57BL/6 background. Mice were housed with ad libitum food and 

water access, in a colony room at a constant temperature (19-22ºC) and humidity (40-50%) on 

a 12:12h light/dark cycle. Both males and females were used and pooled together in all 

experiments except for those including behavioural analyses where only males were used. All 

procedures were approved by the University of the Basque Country EHU/UPV Ethics Committees 

(Leioa, Spain) and Diputación Foral de Bizkaia under protocol M20/2015/236. All procedures 

followed the European directive 2010/63/UE and NIH guidelines. 

The experiments were carried out in either Nestin-GFP+ transgenic mice or C57BL/6 WT mice 

(Nestin-GFP-). Nestin-GFP transgenic mice were generated in the laboratory of Dr. Grigori 

Enikolopov at Cold Spring Harbor Laboratory (Cold Spring Harbor, NY, USA) (Mignone et al., 

2004). The strain was kindly provided by Dr Enikolopov and were crossbred with C57BL/6 mice 

for at least 10 generations. In Nestin-GFP mice, the fluorescent protein is expressed under the 

regulatory elements of the intermediate filament Nestin, expressed in neural stem and 

progenitor cells. Nestin-GFP animals were used for the adult characterization of the DG 

neurogenic niche.  

Behavioural experiments were carried out in the Neurocentre Magendie (Bordeaux). In this case, 

only females C57Bl6/J were used. Mice were housed, bred and treated according to the 

European directive 2010/63/EU and French laws on animal experimentation. All procedures 

involving animal experimentation and experimental protocols were approved by the Animal 

Care Committee of Bordeaux (CEEA50) and the French Ministry of Higher Education, Research 

and Innovation.  

 

5.2. SURGICAL PROCEDURES. 

5.2.1. Traumatic Brain Injury. 

For the Controlled Cortical Impact procedure, mice were anesthetized with 

Ketamine/Medetomidine intraperitoneal mix (75mg/kg, Ketamine, #581140; 1mg/kg 

medetomidine; Sedastart, Pfizer) and received a single subcutaneous dose of analgesic 
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buprenorphine (1mg/kg; Buprecare, Animalcare Lted., #582039). Mice were ensured to be in 

deep anaesthesia by checking for regular, relaxed respiration and the lack of response to tail/toe 

pinch. 

In brief, the hair over the scalp was shaved and 10% povidone iodine was applied to clean and 

disinfect. Also, Vaseline was applied to the eyes of the mouse to prevent drying out during 

surgery. The mice were positioned in the stereotactic apparatus (Kopf model 900), and their 

head was fixed using the ear bars and bite plate (Fig. E1 B). A longitudinal incision was made in 

the skin over the scalp to localize Bregma. Then, the centre of the craniotomy was localized at 

AP -2.5mm and LL +2.5mm and a surrounding 4 mm diameter circle around this point was 

marked. Craniotomy was performed at this area, carefully keeping dura intact, using a 0.6mm 

micromotor high-speed drill. The bone was removed by using forceps and the dura mater was 

exposed. CCI was induced with a 1-mm deformation (5.5m/sec; 600msec dwell) delivered 

directly onto the exposed dura using an electromagnetic impactor with a 3-mm cylindrical tip 

(ImpactOne, Leica Microsystems) (Fig. E1 A-B). Sham mice underwent the same surgery and 

anaesthesia including the craniotomy, but excluding the impact. Control animals did not 

undergo any type of surgery (Fig. E1 C). After CCI or sham treatment, the blood was removed 

carefully using cotton swabs without applying any pressure and the bone was placed back to its 

place and helped to keep its position with a drop of glue. Then, the scalp was closed using suture 

(6/0 BBraun, #C0762067). The mice were placed on a warm pad to maintain body temperature 

while recovering. 
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←Previous page. Figure E1. A. Schematic summary of the variables intervening in the CCI model. B. 

Picture of the impactor device (ImpactOne, Leica Mycrosystems). C. Recapitulation of experimental 

groups for the TBI-characterization experiments. 

 

5.2.2. Intrahippocampal retroviral-vector (RV) injection + TBI. 

Intrahippocampal injections were performed in combination with TBI surgery. For this type of 

procedure two different stereotaxic stations were used: one to locate the area of interest to 

inject the RV and another one to proceed with the TBI impact. 

 

5.2.2.1. First station: RV injection. 

For the intrahippocampal injections, mice were subjected to the same surgical preparation: 

intraperitoneal injection of a mixture of ketamine/medetomidine anaesthetics (75mg/kg, 

Ketamine, #581140; 1mg/kg medetomidine; Sedastart, Pfizer); and a single subcutaneous dose 

of buprenorphine analgesic (1mg/kg; Buprecare, Animalcare Lted., #582039). Once the animal 

was anesthetized, its head was cleaned and shaved for scalp incision, betadine was applied in 

the area and the cornea of the eyes was protected with vaseline to prevent eyes from over-

drying. Briefly, mice were positioned in the stereotaxic apparatus, an incision was made in the 

skin over the scalp to localize bregma. Next, the hippocampal region to inject was localized using 

the coordinates: anteroposterior (AP) -1.8mm, latero-lateral (LL) +1.6mm and dorsoventral (DV) 

-2.1. Then the skull was perforated using a 0.6mm micromotor high-speed drill. 

Depending on the experiment, three different RV were injected: for newborn neurons 

characterization LeGo-SFFV-RV-Venus (spleen-focus forming virus γ-retrovirus), kindly given by 

Diego Gómez-Nicola (University of Southampton) (Gomez-Nicola et al., 2015; Weber et al., 

2012) was used and for migration experiments CAG-i-DsRed (2.1 · 1010 TU/mL) or CAG-i-Rnd2-

DsRed (6.7 · 1010TU/ml). A total volume of 500nL of retroviral solution was delivered using a 

nanoinjector (Nanoinject II, Drummond Scientific, #3-000-205A) attached to a pooled glass 

microcapillar filled with mineral oil as previously described (Sierra et al., 2015). To favour the 

proper distribution of the volume throughout the tissue, the total volume was injected slowly: 

18.4nL/30sec. After injection was finished, the cannula was left for 2 minutes inside the tissue 

to avoid the reflux along the cannula tract and then withdrawn from the tissue. 
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5.2.2.2. Second station: Traumatic Brain Injury 

After finishing the RV injection, the mice were switched from the first stereotactic station to the 

second one, where the impactor would be located, their head was fixed using the ear bars and 

bite plate and then TBI or sham surgery as described above (see 5.2.1 Traumatic Brain Injury) 

would be performed. In this case, control animals would be injected with the corresponding 

retroviral vector and no further surgery. Later, the mice were placed on a warm pad to maintain 

body temperature while recovering. 

 

5.2.3. Bilateral intrahippocampal RV injection. 

For behavioural analyses, 1.5µl the retroviral solution (CAG-i-DsRed (2.1 · 1010 TU/ml); CAG-i-

Rnd2-DsRed (6.7 · 1010 TU/ml) was injected into the DG of 12-week-old male C57BL/6 mice. High-

titers of retroviruses were prepared with a human 293-derived retroviral packaging cell line 

(293GPG) and kindly provided by Dr. Emilie Pacary. Mice were anaesthetized by isoflurane (5% 

for induction and 2% for maintenance) and Vaseline was applied to prevent eyes from over-

drying. A cranial subcutaneous injection of 0.1 µl of lidocaine (20mg/ml; Lurocaïne, Vetoquinol) 

and a dorsal subcutaneous injection of 0.1 µl of meloxicam (0.5mg/ml; Metacam, Boehringer 

Ingelheim) were performed before settling the mouse into the stereotaxic frame. Betadine was 

applied, then the skin was cut and a pulled microcapillary glass tube (1-5 µl, Sigma) was placed 

above bregma. Coordinates of the injection site from bregma were: anteroposterior: -2 mm, 

mediolateral: ±1.8 mm, dorsoventral: -2.2 mm. A small hole was made on each of the 

hemispheres of the skull using a 0.6mm micromotor high-speed drill, the microcapillary was 

loaded with the retroviral solution and introduced within the hole to reach the DG and stayed 

in place for one minute. Then 1 µl of retrovirus was injected at the rate of 0.25µl/minute and 

the microcapillar was kept there for two minutes after the end of infusion to avoid liquid reflux. 

Then, the same protocol was followed to inject the other hemisphere. Finally, the skin was 

stitched using absorbable sutures and the mouse was placed in a recovery chamber (37ºC) until 

it woke up. 

  

5.3. TREATMENTS. 

5.3.1. BrdU (5-bromo-2’-deoxyuridine) administration. 
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BrdU (Sigma, #B5002-1G) was diluted in sterile saline (0.1% NaOH and PBS) and administered 

intraperitoneally at 150mg/kg. Three injections were administered to label the proliferating cells 

following the paradigm: 0h after surgery, +16hours after surgery and +24hours after surgery for 

the neurogenic cascade characterization. For behavioural analyses mice received two injections 

instead: 0h after surgery and 24hours after surgery. 

 

5.4. PERFUSION AND TISSUE COLLETION. 

Animals were deeply anesthetized using 600µL of 2.5% 2,2,2-Tribromoethanol (Avertin; T48402 

Sigma Aldrich). Mice were transcardially perfused with 25mL of PBS 1X followed by 25mL of a 

4% paraformaldehyde (PFA) solution in PBS, pH 7.4. Next, the brains were extracted from the 

skull. In case TBI was performed, special care must be taken with the injured area. Then whole 

brains were post-fixed through immersion at room temperature in the same fixative solution 

(PFA 4%). Afterwards, they were transferred to PBS-0.2% PFA and kept at 4ºC until use. Left 

hemispheres were cut into serial 50 µm-thick sagittal sections using a Leica VT 1200S vibrating 

blade microtome (Leica Microsystems GmbH). Dividing into six series, whole-hemisphere 

representations were obtained in each of the series, since the distance between one slide to the 

next one is approximately 250 µm, corresponding to five sections. 

5.5. IMMUNOFLUORESCENCE. 

For immunofluorescence (IF), one series of free-floating tissue was incubated with blocking and 

permeabilization solution: PBS containing 0.25% Triton-X 100 and 3% bovine serum albumin 

(BSA) for 3 hours at room temperature shaking and then incubated overnight with the primary 

antibodies diluted in the same solution at 4ºC and also shaking. Next, the primary antibody 

solution was removed and the sections were washed three times with PBS for 5 minutes and 

then once with blocking solution again for 15 minutes. Once the sections were properly washed, 

blocking buffer with fluorochrome-conjugated secondary antibody plus DAPI (5mg/ml) was 

added and incubated for 2-3 hours in agitation in the dark at room temperature. Finally, sections 

were washed with PBS three times for 5 minutes and mounted on gelatine coated slides with 

Fluorescent Mounting Medium (DakoCytomation, #S302380).  

For the BrdU analysis, sections were treated with 2M chlorohydric acid (HCl) during 20 minutes 

at 37ºC and immediately incubated with 0.1M tetraborate for 10 minutes at room temperature 

before staining. Afterwards, the sections were washed with PBS and the staining followed as 
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described above. GFP signal from Nestin-GFP transgenic mice, as well as the Venus signal from 

the SFFV-RV, was detected with an antibody against GFP for the enhancement and better 

visualization. Likewise, DsRed signal from the Rnd2-RV was detected with an antibody against 

DsRed for enhancement and visualization. The complete list of primary and secondary 

antibodies is indicated in Table E1 and Table E2. 

 

5.6. IMAGE ANALYSIS.  

Fluorescence immunostaining images were collected using a Leica SP8 laser scanning confocal 

microscope with a 40x or 63X oil-immersion objective and a 0.7 µm z-step. For the quantification 

of total areas of the DG the 20x objective was used to completely visualize the DG in each 

section. For the pictures of whole-hemisphere damage after TBI, the 3DHistech Panoramic 

Digital Slide Scanner was used. The signal from each fluorochrome was collected sequentially 

and brightness, contrast and back ground were adjusted equally for the entire image using the 

software of the confocal microscopy Leica LAS X Life Science or ImageJ. For dendritic spine 

density analysis, images were subjected to a posterior deconvolution process using Huygens 

Professional software. 

 

5.7. QUANTITATIVE ANALYSIS.   

5.7.1. Quantitative analysis of cell populations. 

Quantitative analysis of cell populations in vivo was performed by design-based (assumption 

free, unbiased) stereology using a modified optical fractionator sampling scheme as previously 

described (Encinas et al., 2006, 2011a; Encinas & Enikolopov, 2008). 

For cell densities, quantifications were done maintaining the same z-stack size between 

conditions. The values were normalized to the volume of the SGZ+GCL in the counted area. For 

total numbers, the whole area of the DG was determined for every slice of a single series and 

then multiplied by the thickness of the GCL in each slice. The obtained value was multiplied by 

6 (number of series) to obtain the volume of the whole DG. 

For all the experiments including TBI, the area of analysed tissue is strictly restricted to the 

directly impacted place. This includes the dorsal-septal hippocampus: the dorsal blade of the 

septal dentate gyrus. This is anatomically the most affected area by the injury, including ±1.5 
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mm from the centre of the place of impact, given that the diameter of the impactor is 3 mm 

itself. 

 

5.7.1.1. NSCs population. 

For NSCs population quantification, which lack the expression of one specific marker, several 

criteria were used for their identification. First, expression of the well-described NSC marker 

Nestin-GFP throughout all cell body and GFAP only in cellular projections and presence of a radial 

process extended towards the ML. These criteria were properly described in Encinas & 

Enikolopov, 2008 and Kronenberg et al., 2003. To identify proliferating cells, the marker Ki67 

was used. NSCs which fulfil the requirements for the previous criteria together with the 

expression of this proliferative marker were counted as proliferating NSCs. For image analysis, 

2-3 z-stacks located at random positions in the DG were collected per hippocampal section, and 

4-6 sections per series were analysed, depending on the experiment. Only cells with complete 

soma in each of the axis appearing in the image were counted as positive and those of left-lower 

margin and only one of the z-edges. 

 

5.7.1.2. Immature neurons. 

Same criteria were used for the DCX population analysis. For soma size, the diameter of the cell 

body was measured twice in each cell: once starting from the primary process origin to the basal 

part of the cell and then another one perpendicular to that one. Average from these two 

measurements was considered as the diameter of that specific cell. In migration analysis, the 

GCL was divided into discrete areas (0-30 µm, 30-60 µm, 60-90 µm, 90-120 µm and more than 

120 µm) and the data was expressed as the percentage of DCX-expressing cells in each of the 

areas. 

 

5.7.1.3. Proliferating cells and activation of neurons. 

To quantify total proliferation, immunostaining of total Ki67 and total c-fos was performed and 

positive cell density was quantified using same criteria as previously described and then 

normalising with the total volume of the DG. Only positive cells in the GCL and SGZ were 

counted, whereas cells in the hilus or the molecular layer were excluded.  
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5.7.1.4. RV-infected immature neurons. 

For the experiments using RV infections all infected cells in our area of interest in the DG were 

quantified. Only animals that showed a total of at least 10 infected cells were used for analysis. 

In this case, the cell migration was analysed determining the distance between the beginning of 

the SGZ and the base of the soma of these cells. For changes in soma size, same protocol as for 

DCX-expressing cells was used. 

 

5.7.1.4.1. Dendritic spine density. 

For dendritic spine density analysis only animals with a minimum of 10 infected neurons were 

used for the analysis. For each neuron, ~25µm of total length were counted from 1-4 different 

dendrites located 100-200µm from the soma. 

 

5.7.2. Dorsal Blade (DB) thickness. 

For dorsal blade thickness analysis, DAPI staining was used to identify the SGZ+GCL.  Using 

coordinates and spatial criteria, 6-8 slices were measured in at least 2 different points of their 

GCL: thickest and thinnest.  

 

5.7.3. Area occupied by GFAP. 

To allow comparisons, only images taken under the same conditions and with the same 

properties were used for analysing the area occupied by a fluorescent signal. Individual images 

were imported to ImageJ and specific ROIs including only the GCL+SGZ areas were created. We 

used a macro designed to serially threshold multiple images kindly provided by Dr. Jorge Valero 

Gómez-Lobo to quantify the area occupied by GFAP for each of the images. The results are 

presented as the area fraction (percentage of the area in the image with a specific value in the 

grayscale: 0-255) and the total area under this curve for each of the experimental groups. 

 

5.8. BEHAVIOURAL ANALYSES. 
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A total of 26 male animals altogether were used for these analyses: 14 mice were injected with 

Rnd2-Dsred and 12 with CAG-DsRed. They were immediately separated into individual cages 

after surgery. For all behavioural tests, animals were placed in the test room one hour before 

the beginning of the experiment. All experiments were performed during light-time in the mice 

cycle. For all procedures, experimenters were blind to the virus injected. The behavioural 

sequences correspond to the ones following this order: 

 

5.8.1. Open field test (OF). 

Mice were placed in one corner of a square open field (50cm x 50cm, 200 lux). Exploratory 

behaviour was monitored for 10 minutes. Time spent in the centre (35cm x 35cm) and periphery 

of the arena, together with the distance travelled and the number of entries to the different 

areas were automatically measured by a video-tracking system connected to a camera 

(Videotrack, VieowPoint). Mice were examined during 10 minutes, although results were 

analysed both for the total of 10 minutes and separately in 5+5 minutes to observe differences 

in time. Mice were subjected to the test in rounds of two. 

 

5.8.2. Emergence test (ET). 

Same arena as in the OF was used but with lighter conditions (300 lux in the centre of the centre 

of the arena). Mice were placed in a dark cylinder (10cm x 6.5cm, grey PVC) facing one corner 

of the arena (10cm apart). Their behaviour was monitored for 5 minutes using a video-tracking 

system. Latency to emerge from the cylinder, number of re-entries and time spent inside were 

quantified. Mice were subjected to the test one by one. 

 

5.8.3. Elevated plus maze (EPM). 

We used an elevated cross maze (37cm x 6cm arms) placed 115cm above the ground. Closed 

arms with walls and open arms with no walls. Light conditions for this experiment were 300 lux 

in the centre, 400 lux in the outer part of the open arms and 80 lux in the outer part of the closed 

arms. Mice were placed at the centre of the cross at the beginning, facing one of the open arms 

and behaviour was monitored for 5 minutes. Mice were tested one by one. Time spent in open 

and closed arms and entries between them were quantified using a video-tracking system. 
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5.8.4. Light/Dark test (LD). 

A light/dark chamber was used for this test composed of a strongly illuminated chamber (36cm 

x 36cm, 350lux) and a dark chamber (36 x 23 cm, 10lux) both separated by a wall with a door 

(10cm x 10cm) allowing the animals to travel freely between the two compartments. Mice were 

placed in the lit chamber and left exploring both areas for 5 minutes. Latency to leave the lit 

chamber as well as time spent in it and number of entrances into it were manually measured. 

 

5.8.5. Morris water maze (MWM). 

For this experiment a white circular swimming pool (150cm in diameter and 60cm deep) was 

located in a room with various distal cues (80lux). The pool was filled with water maintained at 

19ºC and made opaque by the addition of a non-toxic white cosmetic adjuvant. The escape 

platform (14cm diameter) was hidden underwater to that its top surface was 0.5-1cm below the 

surface of the water. In this task, mice were required to located the hidden platform using distal 

cues and mice behaviour was monitored using a camera and video-tracking system (Videotrack, 

Viewopoint). The day prior to starting the training, mice were habituated to the pool and trained 

to stay at least 10-15 seconds in the platform before taking them back to their cage. Two 

different training protocols were tested. 

 

5.8.5.1. Variable start. 

For the entire training period, the platform was localised in the same position: mid-centre of the 

north-east (NE) quadrant, and mice were tested from three variable random start positions. 

Mice were trained 3 trials a day, each trial being separated by a 5 minutes interval. A trial was 

terminated when the animals climbed onto the platform and stayed there for at least 10 

seconds. Mice that failed to find the platform within the 60 seconds cut-off time were placed 

onto the platform by the experimenter and had to stay there for 10-15 seconds before being 

placed back in their home cage. The releasing point differed for each trial and different 

sequences of releasing points were used day to day (Fig. E2 A). 

The day after the last training trial, the hidden platform was removed and the memory for the 

platform location was assessed during a probe test. During this test, mice were allowed to freely 
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swim in the water maze for 60 seconds and performances were measured through the time 

spent in the target quadrant where the platform used to be located, the latency to enter the 

area where the platform used to be and the total number of re-entries into this area. 

 

5.8.5.2. Constant start. 

Mice were trained 3 trials a day, each trial being separated by a 5 minutes interval. A trial was 

terminated when the animals climbed onto the platform and stayed there for at least 10 

seconds. Mice that failed to find the platform within the 60 seconds cut-off time were placed 

onto the platform by the experimenter and had to stay there for 10-15 seconds before being 

placed back in their home cage. In this case, the platform was located in the north-west (NW) 

quadrant and kept in the same position every time. The main difference from the variable start 

test is that in this case, mice were always released from the same starting position. 

After training a novel start test was performed. Mice were released from a different position 

and tested to find the platform (which is still in the same position) (Fig. E2 B). The day after the 

novel start test, the hidden platform was removed and the memory for the platform was 

assessed during a probe test. During this test, mice were allowed to freely swim in the water 

maze for 60 seconds and performances were measured through the time spent in the target 

quadrant where the platform used to be located, the latency to enter this platform area and the 

number of re-entries into it. In this probe, the mice were released from the position used as a 

constant start. 
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←Previous page. Figure E2. Schematic representation of the MWM set up in two different conformations. 
The swimming pool is divided in four areas: north-west (NW), north-east (NE), south-west (SW) and south-
east (SE). Visual cues would be located surrounding the whole area. A. For the variable start conformation 
the platform is located in the NE quadrant and the starting positions are randomized throughout the 
days/mice as it is indicated in the picture. B. For the constant start conformation, the platform is located 
in the NW quadrant, mice are always released from the same position for training and then a different 
starting point is tested afterwards (novel start). 

 

5.8.6. Sucrose preference test. 

In the sucrose preference test, mice were exposed in their home cage to two drinking bottles 

during 48 hours. During the first 24 hours, a habituation was performed with the two bottles 

filled with water. Consumed water for both of them was measured afterwards to test possible 

preferences depending on the side. For the test phase, one of the bottles was filled with 30mL 

of 4% sucrose water while the second bottle was filled with water. Half of these bottles were 

placed on the left and half of them in the right. After 24 hours the bottles were weighted. All 

mice were tested for this at the same time. Sucrose preference ratio was calculated as it follows.  

𝑆𝑢𝑐𝑟𝑜𝑠𝑒 𝑝𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 =
∆𝑤𝑒𝑖𝑔ℎ𝑡௦௨௖௥௢௦௘ௗ ௪௔௧௘௥

∆𝑤𝑒𝑖𝑔ℎ𝑡௦௨௖௥௢௦௘ௗ ௪௔௧௘௥ + ∆𝑤𝑒𝑖𝑔ℎ𝑡௪௔௧௘௥
 

 

5.8.7. Forced swim test (FST). 

The FST device consisted of a glass cylinder of 16cm diameter and 25cm height, filled with water 

to a height of 15cm. Water was maintained at 26ºC and light was 75lux. Mice were placed in the 

apparatus and behaviour was monitored for 6 minutes. Mice were tested in pairs. Total 

immobility time, immobility time/minute and total immobility in the last 4 minutes of the test 

were measured. 

 

5.8.8. Criteria of exclusion. 

Most tests used in this study rely on exploration and locomotor activity, therefore total distance 

travelled in these tests was used as an index of locomotor activity. Although no animal was 

excluded on the bases of the total travelled distance, several other criteria were determined to 

exclude mice that did not follow the rules of the designed tests. For example, mice that did not 

swim and instantly started floating during the MWM and the FST would be excluded for the final 

analysis of performances, as well as mice that did not leave the cylinder in the emergence test. 
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In the EPM, mice that stayed 240 seconds in the centre or less than 1 second in open or closed 

arms were excluded from analysis. Only animals that showed a significant number of DsRed 

labelled cells after euthanasia were kept for the analysis.  

 

Table E1. Primary antibodies used in the immunofluorescence. 
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Table E2. Secondary antibodies used in the immunofluorescence. 

 

Antibody Dilution Source Catalog Number 
Alexa Fluor 488 Goat 

Anti-Chicken
1:500

Molecular 
Probes

A11039

Alexa Fluor 488 
Donkey Anti-Rabbit

1:500 Invitrogen A21206

Alexa Fluor 568 
Donkey Anti-Chicken

1:500 Invitrogen A11042

Alexa Fluor 568 
Donkey Anti-Rabbit

1:500 Invitrogen A10042

Alexa Fluor 568 
Donkey Anti-Goat

1:500 Invitrogen A11057

Alexa Fluor 594 Goat 
Anti-Rat

1:500
Molecular 

Probes
112295167

Alexa Fluor 568 
Donkey Anti-Goat

1:500 Invitrogen A11057

Alexa Fluor 
Rhodamine Red X 
Goat Anti-Rabbit 

(RRX)

1:500
Jackson 

Immunology 
Research

111295144

Alexa Fluor 680 Goat 
Anti-Rabbit

1:500
Molecular 

Probes
111605003

Alexa Fluor 680 
Donkey Anti-Goat

1:500 Invitrogen 21084

DAPI 1:1000 Sigma-Aldrich 32670

SECONDARY ANTIBODIES
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6. RESULTS. 
 

6.1. CHARACTERIZATION OF THE CCI MODEL AND ITS 

SUITABILITY FOR THE STUDY OF AHN. 

The goal of the present thesis and doctoral dissertation is to unravel the relationship between 

AHN and TBI. Among the different TBI models (as we mentioned in section 2.5.3 of the 

introduction), we focused on CCI and performed its previous characterization. AHN may be 

affected directly or indirectly by several model-associated alterations so we resorted to assess 

those possible variations beforehand. Such alterations may be: the level of neuronal activity, the 

general anatomy and morphology of the DG and/or the level of cell proliferation in the GCL after 

the injury. 

 

6.1.1. Moderate CCI enhances neuronal activity in the DG. 

Alterations in AHN have been linked to neuronal hyperactivity (Martín-Suárez et al., 2020; Sierra 

et al., 2015). A certain level of neuronal hyperexcitation has been described shortly after TBI in 

different animal models (Villasana et al., 2014; Xu et al., 2018). We used the number of c-fos-

expressing granule neurons in the DG as an indictor of the level of neuronal activity in the area 

three days post-TBI (3dpTBI). As an immediate early gene, c-fos has a quite limited expression 

in a control state (Fig. R1A) but strong expression in hyperactivated neurons. We observed an 

increase in c-fos in 3dpTBI animals compared to both Sham and Control groups (Fig. R1). It is 

known that focal brain injury in mice leads to rapid dramatic increases at the c-fos protein level 

in several brain areas (Dragunow et al., 1990). This increase has been characterized in terms of 

c-fos mRNA as early as 15 minutes after the injury. Here, we demonstrate a change at protein 

level that lasts for at least 3 days after the injury in neuronal activity in the granule neurons of 

the DG (Figure R1 D-E). The distribution of these c-fos positive cells (c-fos+) is uniform 

throughout the GCL corresponding with the distribution of mature neurons in the DG (Fig. R1 A-

C). 

TBI has been linked to several anatomical abnormalities changing the form and size of the 

dentate gyrus between other structures. In order to eliminate possible changes of absolute 

numbers estimation due to the volume of the DG or the dispersion of the GCL observed in other 
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related animal models, we represented the density of the c-fos-expressing cells: positive cells in 

a specific volume in the GCL; (Fig. R1 D) and then normalized the values by the total volume of 

the DG (Fig. R1 E). Both quantifications show an important increase in the c-fos expressing cells 

in the TBI group.  

Figure R1. C-fos-expressing neurons numbers increase after TBI in the DG 3dpTBI. A-C. Representative 
confocal images showing c-fos+ neurons in the GCL in Control (A), Sham (B) and TBI (C) groups. D. 
Quantification of cellular density of c-fos-expressing neurons per mm3. E. Estimation of total c-fos+ 
adjusted to the tissue volume. dpTBI: days post-Traumatic Brain Injury, DG: Dentate Gyrus, GCL: Granule 
Cell Layer. Scale bar 50 µm. *p<0,05; **p<0,01. Kruskal-Wallis followed by all-pairwise multiple 
comparisons (Dunn’s method) in (D). One-way ANOVA followed by all pairwise multiple comparisons by 
Holm-Šídák post hoc test in (E). Bars show mean ± SEM. Dots show individual data. 

 

6.1.2. Moderate CCI produces general anatomical changes in the 

whole ipsilateral hemisphere. 

Animal models representing TBI often involve a plethora of anatomical abnormalities at a 

macroscopic level, for this reason, we sought to perform a general analysis of the complete left 

hemisphere before diving into specifical cellular changes. 
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Firstly, we designed an exhaustive experimental paradigm which involved four different 

timepoints that will be referred during this dissertation. The day of the surgical intervention (in 

case of Sham and TBI animals) was considered as the zero day. Then, a first cohort of animals 

was sacrificed 3 days after (3 days post-TBI, 3dpTBI) for histological evaluation of the most acute 

phase of the injury. Next, the second cohort was sacrificed at 15 days (15 days post-TBI, 15dpTBI) 

to assess AHN changes after TBI. And finally, third and fourth cohort were set to long-term 

timepoints: 60 days (2 months post-TBI, 2mpTBI) and 120 days (4 months post-TBI, 4mpTBI) to 

characterize the implications and timing of chronic consequences of TBI that still remain unclear 

in the literature. Due to the variability of chosen timepoints when making long-term studies 

(Bushnik et al., 2008; Neuberger et al., 2017), we sought to use two different ones (2mpTBI and 

4mpTBI) to get a better understanding of the evolution of the injury (Fig. R2 A).  

As a first approach, we observed the brain at a low magnification (10X) to assess general tissue 

loss and damage at every timepoint (Fig. R2 B-M). From a very early beginning (3dpTBI), Sham 

animals presented a minor cortical deformation with almost no tissue loss although there was 

glial activation and cell death to a smaller extent. However, animals with TBI showed strong 

cortical deformation with obvious cavity formation (Fig. R2 D-M). Although this deformation 

was not present in all of the animals, in general, they showed pycnotic and necrotic nuclei 

highlighting a certain amount of cell death in the cortical area adjacent to the hippocampus. 

Over time, this region will end up creating a glial scar (Fig. R2 M). In general terms, the 

percentage of tissue loss in our model seems to match that of similar severity models, previously 

reported, accounting for 15% tissue loss in moderate TBI(X. Wang et al., 2016). In addition, after 

TBI most animals also showed a deformation of the hippocampus towards the injured area (Fig. 

R2 A’-M’) after TBI. 

Next, we focused more specifically into the DG, as its subgranular region is a key niche in AHN. 

The most noticeable effect was a specific thickening of the Dorsal Blade (DB) of the GCL of the 

DG, not found in the Ventral Blade (VB). DB is the region located closer to the site of the injury. 

The increase of the thickness of the GCL has also been observed in other pathologies such as 

epilepsy (Sierra et al., 2015). However, the aetiology may be different since the increase 

reported in epilepsy is usually related to a dispersion of the cellular nucleus conforming the 

granule layer. Nevertheless, in this case the cellular density remains the same, as it can be 

observed in the images (Fig. R3 A-D).  

Histological observation of the DB at 3dpTBI does not show morphological differences between 

Control, Sham and TBI. However, at 15dpTBI, there is a dramatic difference in DB thickness. TBI 
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animals show an increase of almost 2-fold GCL thickness in DB when compared to both Control 

and Sham animals. This difference is still present at 2mpTBI and 4mpTBI (Fig. R3 E-H). Therefore, 

it is an alteration that appears after the ending of the acute phase of TBI and is part of the chronic 

alterations developed during the pathology (Fig. R3 I). Interestingly, histological observation 

highlights a morphologic misplacement of the tissue that makes the DB acquire a certain 

curvature towards the most injured area of the cortex.  

Figure R2. Anatomical changes in general in the impacted hemisphere and specifically in the DG. A. 
Schematic representation of the time points chosen to study changes in neurogenesis after TBI. B-M. 
Representative images of the anatomical changes produced in TBI, sham or control groups 3dpTBI (B-D), 
15dpTBI (E-G), 2mpTBI (H-J) and 4 mpTBI (K-M). B’-M’ show an amplification of the DG in each group. TBI: 
Traumatic Brain Injury, dpTBI: days post-TBI, DG: Dentate Gyrus. Scale bar is 1000 µm in images B-M and 
300µm in images B-M’. 

 

All the images of different experimental groups and timepoints were taken at a similar number 

of seriated-section corroborated by stereological coordinates of the observed brain regions (as 

it becomes evident by the surrounding anatomical hallmarks) so that there is no interference 

with the latero-lateral intrinsic brain morphology (Fig. R2 B-M). Furthermore, we measured 
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thickness always in a central point of the DB which usually matches the thicker point in the GCL 

and the same number (8) slices in the surrounding area of the impact area were analysed. 

From this point on, we decided to focus in this specific area that seems to be the most affected 

by the impact. All analyses regarding cellular densities and total cell numbers presented from 

now on, only include the DB of the DG (Fig, R3, A-D, white surrounded areas). This specific 

division into DB and VB is only present in the septal hippocampus. 

Figure R3. Evolution of the granule layer thickness 

in the Dorsal Blade (DB) after TBI. A-D. 

Representative confocal images of the thickening of 

the DB of the DG after TBI versus Control and Sham 

animals 3 days, 15 days 2 months and 4 months after 

the surgery. E-H. Quantification of DB thickening for 

each timepoint calculated by measuring the 

thickness of this layer at several different latero-
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lateral coordinates. I. Chronological representation of the changes in the thickness of the DB after TBI. 

The region surrounded by white discontinuous lines comprehends the analysed area of interest. Red lines 

indicate the thickness of the GCL in each of the images. Dotted discontinuous line separates the DB from 

the VB. TBI: Traumatic Brain Injury, DG: Dentate Gyrus; GCL: Granule Cell Layer; DB: Dorsal Blade; VB: 

Ventral Blade. Scale bar 60 µm. *p<0,05; ***p<0,001; (*) indicates TBI vs Control differences and (#) 

indicates TBI vs Sham differences. Bars show mean ± SEM. Kruskal-Wallis followed by all-pairwise multiple 

comparisons (Dunn’s method) in (E) and (F). One-way ANOVA followed by all-pairwise multiple 

comparisons by Holm- Šídák method post hoc test in (G) and (H). Dots show individual data. 

 

6.1.3. Cell proliferation in the GCL of the DB is increased 3dpTBI. 

The observed increase in the GCL thickness could be due to several reasons, however, cell 

dispersion was discarded since the cellular density remained the same. For this reason, we 

hypothesized the related increase of GCL could be due to a more elevated number of cells in the 

area. Thus, we checked cellular proliferation using Ki67 immunolabelling across the GCL 

throughout the different timepoints to get an idea of the progression of the number of cell 

divisions in the area. Ki67 is a nuclear protein associated with cellular proliferation which is often 

used as a biomarker of it (Gerdes et al., 1984). 

Three days after the injury there is a dramatic increase in the cellular density of Ki67+ cells in the 

GCL (Fig. R4 A,E). As it can be observed, this increase was not located in any part of the GCL 

specifically but distributed all across it only after TBI (Fig. R4 A). Control and Sham animals 

showed discrete Ki67+ cells restricted to the SGZ where the neurogenic niche is located. 

Although it is not the main goal of this study, it should be noted an increase of cellular 

proliferation in other surrounding areas such as the hilus and the molecular layer. 

We were interested in assessing whether this increase in the density of proliferative cells was 

only restricted to the acute phase after TBI or could be prolonged over time so we run the same 

analysis in the rest of the timepoints. By 15dpTBI and 2mpTBI, the proliferative cells in the three 

experimental groups were equivalent (Figure R4 B-C and F-G). In this case, the location of the 

proliferating cells in TBI animals was in a way similar to that of Control and Sham. All three 

groups showed proliferation specifically in the neurogenic area while the rest of the GCL, ML 

and Hilus showed no relevant proliferation. It is interesting to note that by 4mpTBI the density 

of Ki67+ cells showed a higher tendency in the Control group than in Sham, however there is no 

statistical difference compared to TBI. Nevertheless, when we check the graph taking into 

account the dots (specific animals in the experiment) we can observe a tendency for Control 
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animals to be also different from TBI. At this later timepoint, the distribution of the proliferative 

cells is similar to that 15dpTBI and 2mpTBI: almost specifically located in the SGZ. Taking this 

into account, it could be deduced and we could hypothesize that this difference in the 

proliferation at least in this timepoint may concern specifically to NSCs and therefore related to 

a loss of the neurogenic potential. 

Figure R4. The density of proliferating cells in the DB of the GCL, represented as Ki67+ cells, increases at 
3dpTBI but then remains unchanged in later timepoints. A-D. Representative confocal images of the 
density of Ki67+ cells in the DB of the DG in Control, Sham and TBI animals 3dpTBI (A), 15dpTBI (B), 2mpTBI 
(C) and 4mpTBI. E-H. Quantification of cellular density of Ki67+ cells in the DB of the DG measured in 
number of cells per mm3 for each timepoint. The number of Ki67+ cells is higher in the TBI group compared 
to both Sham and Control 3dpTBI (E) indicating an increase in the proliferating rate by this time. However, 
the numbers are not significantly different in the three groups by 15dpTBI (F) and 2mpTBI (G). By 4mpTBI 
there is a switch in the numbers and there is actually a lower density of Ki67+ in Sham animals compared 
to Controls, but there is no difference with the TBI group (H). DB: Dorsal Blade, GCL: Granule Cell Layer, 
TBI: Traumatic Brain Injury, dpTBI: days post-TBI, DG: Dentate Gyrus. Scale bar 50 µm. *p<0,05; 
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***p<0,001. One-way ANOVA followed by all-pairwise multiple comparisons by Holm- Šídák method post 
hoc test in (E) and (F). Kruskal-Wallis followed by all-pairwise multiple comparisons (Dunn’s method) in 
(G) and (H). Bars show mean ± SEM. Dots show individual data. 

 

It has been previously demonstrated and also we corroborate that this model of moderate CCI 

induces an increase in the thickness of the GCL, producing changes in the whole volume of the 

DG. In this context, to measure a certain cell population in terms of cellular density (number of 

cells / mm3) could mask relevant information. Indeed, the changes in the GCL thickness are not 

necessarily uniform across animals or even across the latero-lateral axis of each animal, 

producing a certain degree of additional variability to the quantified results. Hence, to solve this 

problem, we resorted to measure the total volume of the DG for each animal and then 

extrapolate the number of cell density into a total number of positive cells per animal. 

Using this methodological approximation, we determined that precise volume estimations did 

not bias the results of Ki67+ cells counts. When changing from cellular density to total numbers, 

the differences remained the same. The total number of Ki67+ cells in the DB of the DG 3dpTBI 

were significantly higher than after Sham or Control treatment (Fig. R5 A). However, by 15dpTBI 

and 2mpTBI, the total number of proliferating cells remained equal in all the groups (Fig. R5 B-

C). By 4mpTBI, there was again a difference only between Control and Sham animals. By this 

time, Control animals have a higher total number of proliferating cells in the GCL than Sham 

animals (Fig. R5 D). The main purpose of using both Control and Sham animals is to be able to 

isolate and determine the effect of the impact itself without the craniotomy. The fact that there 

is a difference with Sham animals but not with TBI could meaning that the craniotomy itself has 

an effect over cell proliferation which is different from the effect the impact could have (as it 

will be discussed later).   

Figure R5. The total number of Ki67+ cells in the analysed area is higher in the TBI animals 3dpTBI but it 
does not change in this group for the rest of the timepoints. A-D. Quantification of total numbers of Ki67+ 
cells in the DB of the DG for each of the timepoints. The results were obtained by multiplying the density 
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of the cells by the total volume of the analysed area. There is a dramatic increase in the total number of 
proliferating cells 3dpTBI (A) in the TBI group compared to both Sham and Control animals. However, the 
numbers remain similar in the rest of the different timepoints of TBI animals (B-C). Noteworthy, fewer 
proliferating cells in Sham animals compared to Controls were observed at 4mpTBI (D). TBI: Traumatic 
Brain Injury, dpTBI: days post-TBI, DG: Dentate Gyrus. *p<0,05; **p<0,01; ***p<0,001. Bars show mean ± 
SEM. One-way ANOVA followed by all-pairwise multiple comparisons by Holm-Šídák method post hoc test 
in (A) and (D). Kruskal-Wallis followed by all-pairwise multiple comparisons (Dunn’s method) in (C) and 
(D). Dots show individual data. 

Despite Ki67 has been used as a marker of cell proliferation as a cell proliferation marker (Gerdes 

et al., 1984), it should be taken into account that it has certain limitations. One of them is that 

we can only get a picture of what is happening in the post-traumatic brain at a certain point 

coinciding with the moment of animal sacrifice. Because we were interested in getting to know 

how the general cell proliferation evolves during the acute phase after the injury (previously to 

the moment of the animal euthanasia), we designed an experimental paradigm injecting 

intraperitoneally several doses of saturating BrdU from the very early beginning after the injury 

until 3dpTBI (Fig. R6 A). This strategy allowed us to identify if certain areas were proliferating 

more than others during these first days by incorporating this analogue of the nucleoside 

thymidine during the S phase. 

The result obtained using BrdU resembled what we previously observed with Ki67. There is an 

increase in terms of cell proliferation all in the Hilus, the ML and the GCL (Fig. R6 B-D). When we 

specifically look at the GCL, the cells that got activated and started proliferating during these 

first 3 days are not specifically located in any area, but dispersed across the GCL (Fig. R6 D-E). 

Figure R6. Cell proliferation increases in general throughout the whole GCL in the first three days after 
TBI. A. Schematic representation of the timeline of the BrdU administration to the animals during the first 
three days after the injury. B-D. Representative confocal images showing BrdU+ cells throughout the DB 
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of the DG in Control (B), Sham (C) and TBI (D) conditions three days after the treatment. E. Quantification 
of total BrdU+ cells in the DB in the three experimental groups. Cell proliferation increases dramatically in 
the TBI group compared to the other two. GCL: Granule Cell Layer, BrdU: Bromodeoxyuridine, DB: Dorsal 
Blade, DG: Dentate Gyrus, TBI: Traumatic Brain Injury. Scale bar 50 µm. ***p<0,001. Kruskal-Wallis 
followed by all-pairwise multiple comparisons (Dunn’s method). Bars show mean ± SEM. Dots show 
individual data. 

 

6.2. EVOLUTION OF THE NSC POPULATION AFTER TBI IN 

TERMS OF REACTIVITY, PROLIFERATION AND POOL 

EXHAUSTION. 

DG has been previously reported to be one of the most affected areas after TBI (Grady et al., 

2003; Kotapka et al., 1991). We demonstrated that cell proliferation is increased all across the 

GCL of the DB during the acute phase of TBI (3dpTBI). NSCs are located in the SGZ and remain 

unresponsive in normal conditions until they get activated and start to proliferate and 

differentiate into mature neurons (Obernier & Alvarez-Buylla, 2019). Our next goal was to 

examine the morphology of these cells and their proliferation to assess the funcitonality of AHN 

after TBI. To do this, we used a transgenic mouse model in which EGFP is driven by the expresion 

of Nestin.  

 

6.2.1. NSCs become reactive shortly after TBI changing their 

morphology and their expression of certain markers. 

NSCs show a chracteristic morphology with a isngle thin radial process emerging from the soma 

located in the SGZ. To measure the level of NSCs reactivity, different parameters can be used: 

(1) the presence of several primary processes that emerge from an enlarged soma; (2) the 

thickening of those primary processes or (3) the increase in the expression of several cell 

markers like Nestin-GFP and GFAP (Sofroniew & Vinters, 2010). In this study, we used the second 

one (thickness of the primary processes) as well as the expression of Nestin-GFP to assess the 

possible reactivity in this population. 

The double labeling of the primary processes with both GFAP (red) and Nestin-GFP (green) 

allowed us to visualize its increase in thickness after TBI (Fig. R7 C-D). The images in Figure R7 

A-C illustrate specifically the effects of this in the acute phase after the injury (3dpTBI). However, 

we also monitored this change for the rest of the experimental timepoints. NSCs reactivity is 
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known to be an, often temporary, consequence of several pathological processes cursing with 

inflammation (Sierra et al., 2015). However, in our case we observed how the increase of the 

primary processess thickness was conserved still 15dpTBI compared to both Control and Sham 

animals. By 2mpTBI the change was only significant when comparing TBI to Controls and by 

4mpTBI there was no statistical difference among the groups (Fig, R7 D-H). The effect of NSC 

reactivity fades over time. It is noticeable, however, that the trend for Control and Sham animals 

is the opposite. As they get older, the thickness of their NSC primary processes increases as an 

effect of aging as it was previously reported (Martín-Suárez et al., 2019b). Our results confirmed 

moreover that NSCs acquire a reactive phenotype after TBI which is preserved long time after 

the injury has occurred. 
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Figure R7. NSCs acquire a reactive phenotype 
3dpTBI by increasing the thickness of their primary 
processes. A-C. Representative confocal images 
showing morphology of NSCs in the DB of the GCL 
3dpTBI in Control (A), Sham (B) and TBI (C) groups. 
Nestin-GFP (in green) and GFAP (in red) are two NSC 
markers that label the whole cell and only its 
processes respectively. Co-labelling of these two 
markers in the primary processes of the cells allows 
us to measure precisely their thickness. D-G. 
Quantification of thickness of the primary 
processes of NSCs 3dpTBI (D), 15dpTBI (E), 2mpTBI 
(F) and 4mpTBI (G). Average thickness is increased in TBI compared to both Control and Sham groups 
3dpTBI. By 15dpTBI the difference is only restricted to the TBI versus Sham and later there are no 
differences among the groups anymore. H. Chronological representation of the changes in the thickness 



   
 

103 
 

of the NSCs primary processes after TBI. NSCs: Neural Stem Cells; dpTBI: days post Traumatic Brain Injury; 
mpTBI: months post-TBI; DB: dorsal blade; GCL: Granule Cell Layer; TBI: Traumatic Brain Injury. Scale bar 
20 µm. **p<0,01; ***p<0,001. One-way ANOVA followed by all pairwise multiple comparisons by Holm- 
Šídák post hoc test was used in (D). A logarithmic transformation was performed in this case in order to 
comply with ANOVA assumptions (normality and homoscedasticity). In (E) and (F) no normality was 
achieved for the data so Kruskal-Wallis followed by all-pairwise comparisons (Dunn’s method) was 
performed. Finally, in (G), One-way ANOVA was performed with no statistical difference. Bars show mean 
± SEM. Dots show individual data. 

 

As a second indicator of NSCs reactivity, we also measured the area occupied by Nestin-GFP in 

the GCL as an indirect measurement of its expression 3dpTBI. By using same-parameterized-

thresholded images (Fig, R8 A-C) we could get to know the area fraction of this marker. When 

we represented this area coverage in the three experimental groups we could see how animals 

with TBI showed a higher percentage of area fraction than Control animals regarding Nestin-GFP 

in the GCL (Fig. R8 E-E’). To quantify this, we calculated the area under the curve which is a 

representation of this area fraction (Fig. R8 D). We can conclude that the expression of Nestin-

GFP is increased in the GCL 3dpTBI compared to Control animals, but not with Sham. By 

observing other reactivity markers like GFAP we can guess that there is also an increment of 

their expression, as it seems in the images (Fig. R7 A-C), however in this case it was not 

quantified, since the labeling is less specific for the pure population of NSCs specially in injuried 

transgenic animals dominating the general astrogliosis. 



   
 

104 
 

←Previous page Figure R8. NSCs acquire a reactive phenotype 3dpTBI by increasing the expression of 
markers such as Nestin-GFP. A-C. Representative confocal images showing the area occupied by the 
marker Nestin-GFP 3dpTBI in Control (A), Sham (B) and TBI (C) groups. Dotted green line encloses the area 
corresponding to the GCL which is the analysed area for the Nestin-GFP labelling. Scale bar is 20 µm. D. 
Quantification of the area under the curve measured using the area fraction. In TBI animals the area 
occupied by Nestin-GFP in the GCL is higher than in Control animals, however there is no difference when 
comparing to Sham. E. Curve representing the area fraction labelled by Nestin-GFP depending on the 
threshold (0-255) in Control (blue), Sham (yellow) and TBI (red) animals. E’) Amplification of the slope 
from the graph in (E). NSCs: Neural Stem Cells; dpTBI: days post Traumatic Brain Injury; GCL: Granule Cell 
Layer; TBI: Traumatic Brain Injury. *p<0,05. One-way ANOVA followed by all pairwise multiple 
comparisons by Holm-Šídák post hoc test was used in (D). Bars show mean ± SEM. Dots show individual 
data. 

 

6.2.2. NSCs get activated and increase their proliferation in the 

acute phase after TBI.  

Together with the changes in cell morphology and markers expression, the activation of NSCs 

comes with an increase in their proliferation rate which might end up generation several cell 

types (Encinas et al., 2011a). To test this level of proliferation we administered four saturating 

doses of intraperitoneal BrdU throughout the first two days of the acute phase at +16 hours, 

+22hours, +38hours +44hours into Nestin-GFP transgenic animals and then sacrifice them at 

3dpTBI (Fig. R9 A). By testing the colocalization of BrdU together with both Nestin-GFP and GFAP 

we were able to identify specifically the NSCs that were activated shortly after the impact and 

started proliferating during the window of time of BrdU administration (Fig. 9 B-D). Our results 

show that NSCs in both Control and Sham animals remained at a division rate matching that of 

physiological conditions (3-4% of BrdU+ NSCs). However, NSC in TBI animals boosted their 

proliferation reaching almost a two-fold change (7-8% of BrdU+ NSCs). In light of the results, we 
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concluded that at least part of the increase in BrdU+ labelling previously mentioned (Fig. R6) is 

due to an activation of NSCs. 

Figure R9. The increase of NSC proliferation takes place during at least the first three days after the 
injury. A. Schematic representation of the timeline of the BrdU administration to the animals during the 
first 3dpTBI. B-D. Representative confocal images showing NSCs in Nestin-GFP transgenic animals by the 
co-expression of Nestin (green) together with GFAP (red). BrdU+ labelling of these cells (pink) shows the 
proliferating cells in the area. E. Quantification of percentage of proliferating NSCs calculated by dividing 
the BrdU+ NSCs over the total NSCs. After TBI, NSCs increase their rate of proliferation compared to both 
Sham and Control. NSCs: Neural Stem Cells; BrdU: Bromodeoxyuridine; TBI: Traumatic Brain Injury. Scale 
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bar 10 µm. **p<0,01; ***p<0,001. One-way ANOVA followed by all pairwise multiple comparisons by 
Holm-Šídák post hoc test. Bars show mean ± SEM. Dots show individual data. 

 

Apart from NSCs, there are other cell types (astrocytes, ANPs, blood vessels, etc) that could be 

also contributing to this boost of general proliferation. As a matter of fact, we could observe 

great accumulation of BrdU in the SGZ surrounding NSCs suggesting an activation of other cell 

types, like ANPs, residing in this are (Fig. R9 D). In fact, ANPs have also been reported to increase 

their division under similar pathologic conditions (Sierra et al., 2015). Nevertheless, in this study 

we are only focusing in the contribution of NSCs to AHN after TBI. 

 

6.2.3. The proliferation of NSCs decreases with time. 

Reactivity and proliferation are two consequences of acute TBI. However, there is still a lack of 

studies regarding the long-term effects of TBI over NSCs, in both their morphology and 

activation/division. We previously described how the reactive state of these cells in terms of 

thickness of their primary processes decreases over time reaching normal levels by 4mpTBI. 

Then, we next asked how does the proliferation of this cell type evolve in time after TBI. To 

achieve this, we identified NSCs in Nestin-GFP using Ki67 co-immunolabelling since it labels all 

the phases of cell cycle except quiescent G0. Once again, we performed the experiment for all 

the previously described timepoints. We evaluated the dividing NSCs and assessed this 

population in three different terms: their density in the GCL, their total numbers (taking into 

account the changes in volume of the DG) and the total proliferating ratio (proliferating NSCs / 

total NSCs). In general, similar results were obtained for the three different approaches but we 

will comment on them separately. 

The density of Ki67+ dividing NSCs in the DB of the DG at 3dpTBI corroborated the previous 

results of BrdU. Indeed, we determined a higher density of dividing NSCs per mm3 during acute 

TBI (Fig. R10 A-C, M) compared to Control and Sham animals. However, one of the most striking 

results in this study was finding out that this enhancement is still maintained at 15dpTBI (Fig. 

R10 D-F, N). NSCs activation has been described mostly as a temporary acute event but the long-

term activation of these cells is rarely reported. Furthermore, in both of these timepoints, there 

was also labelling of Ki67 in the surrounding areas of NSCs suggesting an activation and division 

of ANPs too. Nevertheless, by 2mpTBI, the density of dividing NSCs in the DG is equal among all 

experimental groups. At this timepoint, the level of dividing NSCs dropped in the TBI animals 

(Fig. R10 G-I, O). However, by 4mpTBI there is a decrease in the density of dividing NSCs 
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compared only to controls in this case. This decrease is also present, surprisingly, when we 

compared Sham to Control animals (Fig. R10 J-L, P). 
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Figure R10. NSCs proliferation increases at 3dpTBI and 15dpTBI, drops to normal levels by 2mpTBI and 
reduces by 4mpTBI respect to Control animals. A-D. Representative confocal images of the density of 
Ki67+ NSCs (labelled as Nestin-GFP+ and GFAP+) in the DB of the DG in Control, Sham and TBI animals 
3dpTBI (A-C), 15dpTBI (D-F), 2mpTBI (G-I) and 4mpTBI (J-L). E-H. Quantification of proliferative NSCs 
density in the DB of the DG measured in number of Ki67+ NSCs per mm3 for each timepoint. I. 
Chronological representation of the changes the density of proliferative NSCs after TBI. NSCs: Neural Stem 
Cells; dpTBI: days post-Traumatic Brain Injury; mpTBI: months post-TBI; DB: Dorsal Blade; DG: Dentate 
Gyrus; mm: millimetre. Scale bar 10 µm. *p<0,05; (*) indicates TBI vs Control differences; (#) indicates TBI 
vs Sham differences and ($) indicates Sham vs Control differences. One-way ANOVA followed by all 
pairwise multiple comparisons by Holm-Šídák post hoc test in (M) and (N). One-way ANOVA with no 
statistical differences in (O). Kruskal-Wallis followed by all-pairwise comparisons (Dunn’s method) in (P). 
Bars show mean ± SEM. Dots show individual data. 

 

At this point, we speculated that several changes are taking place in the DG after TBI that could 

be affecting these numbers. It is difficult to interpret changes in cellular densities when we know 

that the volume of DG itself is being affected too. So all analyses were repeated taking into 

account these volume changes to study the total number of the NSC population in the DB of the 

DG (Fig. R11). When we counted the total number of dividing (as Ki67+ cells) NSCs in the analysed 

area, we obtained the same results. At 3dpTBI there is an enhancement in the proliferating NSCs 

that is maintained at least until 15dpTBI and then reduced by 2mpTBI (Fig. R11 A-C, E). This 

change is inverted when we get to 4mpTBI when TBI animals, as well as Sham, show a lower 

number of total dividing NSCs than Control animals (Fig. R11 D-E). 
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Figure R11. The total number of proliferating NSCs in the analysed area is higher after injury both 3dpTBI 
and 15dpTBI, then normalizes by 2mpTBI and is lower than in Control animals by 4mpTBI. A-D. 
Quantification of total numbers of proliferating NSCs measured using Ki67 expression in the DB of the DG 
for each of the timepoints. The results were obtained by multiplying the density of the cells by the total 
volume of the analysed area. Proliferating NSCs increase after TBI in the short-time after the impact (3 
days and 15 days), then become normal 2mpTBI and finally are fewer than in Controls 4mpTBI. E. 
Chronological representation of the changes in the total number of proliferating NSCs after TBI 
throughout time. NSCs: Neural Stem Cells; dpTBI: days post-Traumatic Brain Injury; mpTBI: months post-
Traumatic Brain Injury; DB: Dorsal Blade; DG: Dentate Gyrus. *p<0.05. (*) indicates TBI vs Control 
differences, (#) indicates TBI vs Sham differences and ($) indicates Sham vs Control differences. One-way 
ANOVA followed by all pairwise multiple comparisons by Holm-Šídák post hoc test in (A) and (B). One-way 
ANOVA with no statistical differences in (C). Kruskal-
Wallis followed by all-pairwise comparisons (Dunn’s 
method) in (D). Bars show mean ± SEM. Dots show 
individual data. 

 

The NSC population changes throughout the life 

of an animal (Encinas et al., 2011a). The adult 

NSC pool is established during development and 

from a certain age it starts to decrease through 

aging (Martín-Suárez et al., 2019b). Despite the 

changes in the total numbers of NSCs in the DG, their rate of activation and proliferation remains 

at a constant level under physiological conditions around 4-5% (Encinas et al., 2011a). Therefore, 

this percentage of dividing NSCs is a useful indicator independent of the size of the pool, or the 

total number of NSCs at one certain timepoint. Hence, we sought to calculate this index by 

dividing Ki67+ NSCs (proliferating NSCs) by the total number of NSCs (proliferating and non-

proliferating) in order to get an independent value from the pool size (Fig. R12). Another 

advantage is that this result mainly reproduces those from the density and total numbers of 

active NSCs throughout the experimental timeline. Thus, we estimated that the proliferating 

index was drastically increased at 3dpTBI reaching around a 16% of NSCs activation (Fig. R12 A). 

This percentage was even higher than the one obtained from the BrdU+ NSCs (7%) (Fig. R9E). 

These observed differences may have several different explanations as we will discuss later. In 

conclusion, there is an enhancement of NSC proliferation after TBI but not in Sham or Control 

conditions. 

The proliferating index at 15dpTBI did not show a significant difference among TBI, Sham and 

Control groups. However, a tendency of increase can be observed for TBI animals still at this 

timepoint (Fig. R12 B). Hence, in general terms, we conclude that the NSCs percentage of 

proliferation is only enhanced for a shorter period of time than 15 days. Next timepoint, 2mpTBI, 
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showed no difference in terms of NSC activation or proliferation index confirming our previous 

results (Fig. R12 C). Finally, at 4mpTBI, we determined a reduction of the proliferative index in 

both TBI and Sham compared to Controls. Considering the age of the animals at this point, 

Control condition had a similar rate of proliferation as they did for their entire lifespan (around 

5%). However, most of the animals in Sham and specifically TBI treatment showed an even lower 

percentage (about 1%) of activated NSCs (Fig. R12 D). 

Putting all these results together we may conclude that NSCs get activated in the acute phase 

after TBI boosting their proliferation for at least 3 days. Later, this proliferation level will 

decrease in time (15dpTBI and 2mpTBI) until the point where it will become lower in TBI than in 

Control animals (4mpTBI). 

 

Figure R12. NSCs activation and proliferation 
properties changes respect the elapsed time post-
TBI. A-D. Quantification of the percentage of Ki67+ 
proliferating NSCs respect to total NSCs population in 
the DB of the DG for each timepoint. E. 
Representation of the changes in the percentage of 
proliferating NSCs after TBI throughout time. NSCs: 
Neural Stem Cells; dpTBI: days post-Traumatic Brain 
Injury; mpTBI: months post-Traumatic Brain Injury; 
DB: Dorsal Blade; DG: Dentate Gyrus. *p<0,05. (*) 
indicates TBI vs Control differences and (#) indicates 
Sham vs Control differences. One-way ANOVA 
followed by all pairwise multiple comparisons by 
Holm-Šídák post hoc test in (A). Kruskal-Wallis with 
no statistical differences in (B). One-way ANOVA with no statistical differences in (C). Kruskal-Wallis 
followed by all-pairwise comparisons (Dunn’s method) in (D). Bars show mean ± SEM. Dots show 
individual data. 
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6.2.4. The activation of NSCs after TBI does not involve a faster 

depletion of the pool. 

As we mentioned before, NSCs are a limited source in the adult brain of mice. Their activation 

in physiological conditions comes with a form of asymmetric division which generates two 

different daughter cells, one ANP and one NSC (Encinas et al., 2011a). This form of division, 

however, is the most common one but is not unique. Once we described an increase in the 

proliferation of NSCs after TBI, we sought to investigate how this enhancement affected the 

general pool of NSCs in terms of total numbers. To do this, we examined the density of this 

population and their total number through the complete extent of the experiment. The decrease 

of this population in physiological conditions is characterized by a steep slope in young adults 

that becomes lighter with age (Encinas et al., 2011a).  

In our study, all experimental groups (Control, Sham and TBI) replicated this decrease from an 

early age both in terms of cellular density (Fig. R13) and total number (Fig. R14). The fact that 

the percentage of active NSCs is usually maintained constant along the age of the animals makes 

the depletion of the NSC pool a progressive process that becomes slower with time: as the pool 

size grows smaller, the total number of proliferating cells will be lower in time since the 

percentage is unchanged. 

Hence, it can be deduced that a dramatic activation of NSCs proliferation would end up in a 

faster depletion of the pool, since they are non-renewable. Unexpectedly, this is evolution 

changes after TBI. Even though we described in the previous sections a short activation of NSCs 

in the acute phase, the whole population seems to follow the normal trend of depletion. The 

density and total numbers of NSCs in the longest timepoints (2mpTBI and 4mpTBI) are 

comparable in TBI with both Control and Sham animals (Fig. R13 and Fig. R14). It should be 

considered that the way of division could change temporarily after the injury and during the 

healing process. However, then NSCs must divide in a symmetric manner giving rise to two NSCs 

and therefore amplifying the pool more than if they generated just one NSC and one ANP. 

Nevertheless, this would mean that in the short-term timepoints, the numbers of NSCs should 

be higher after TBI, which does not happen (Fig. R13 and Fig. R14). Other explanations should 

also be examined. For example, the fact that the proliferative rate becomes lower at 4mpTBI 

could be considered as a mechanism for slowing down the depletion progress in TBI animals and 

keeping the size of the population. Another factor that is to be taken into account is that the 

level of activation of NSCs necessary to see an impact in the total of the pool could be higher 

than the one that takes place after TBI. This would make it harder to see a difference in the pool 
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under these conditions. A deeper insight into all these possibilities will be argued in the 

discussion section. 

In general, we can conclude that the NSC pool remains unchanged after TBI even in the chronic 

stages both in terms of cellular density and total numbers. NSCs, despite proliferating more than 

in the control condition, follow a normal trend of depletion after the injury.  
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Figure R13. NSCs density remains unchanged 
after TBI. A-D. Representative confocal images of 
the density of NSCs in the DB of the DG in Control, 
Sham and TBI animals 3dpTBI (A), 15dpTBI (B), 
2mpTBI (C) and 4mpTBI (D). E-H. Quantification of 
NSCs density in the DB of the DG measured in 
number of cells per mm3 for each of the 
timepoints. I. Chronological representation of the 
changes in NSCs density after TBI. NSCs: Neural 
Stem Cells; TBI: Traumatic Brain Injury; DB: Dorsal 
Blade; DG: Dentate Gyrus; dpTBI: days post-
Traumatic Brain Injury; mm: millimeter. Scale bar 50 µm. One-way ANOVA. No statistical differences were 
found in these results. Bars show mean ± SEM. Dots show individual data. 
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Figure R14. The total number of NSCs remains 
unchanged after TBI. A-D. Quantification of total 
numbers of NSCs in the DB of the DG for each of the 
timepoints. The results were obtained by multiplying 
the density of the cells by the total volume of the area 
analysed. E. Representation of the reduction of the 
total number of NSCs after TBI throughout time. Note 
that there are no significant differences among the 
three experimental groups. NSCs: Neural Stem Cells; 
TBI: Traumatic Brain Injury; DB: Dorsal Blade; DG: 
Dentate Gyrus. One-way ANOVA. No statistical differences were found in these results. Bars show mean 
± SEM. Dots show individual data. 

 

6.3. IMMATURE NEURONS GENERATION AFTER TBI: 

EVOLUTION OF THE POPULATION, MORPHOLOGY, 

MIGRATION AND SPINE DENSITY. 

After characterizing the increase of NSCs cell division conserving its same total numbers after 

TBI, we wanted to unravel what kind of cells were being produced. Previous data describing 

physiological conditions state that NSCs divide asymmetrically generating two daughter cells, 

one NSC and one ANP (Encinas et al., 2011a). These ANPs will later divide again eventually giving 

rise to new adult-born immature neurons (Kempermann et al., 2004). Nevertheless, it is still 

unclear whether TBI could be altering these conditions in a way that the neurogenic cascade 

would switch. Therefore, we resorted to perform an exhaustive study of the immature neuronal 

population in the DB of the DG after TBI. By taking advantage of doublecortin (DCX), marker that 

identifies developing newborn neurons, we were able to examine, not just the potential increase 

or decrease of this population but also several features which are determining in their 

development and integration into the hippocampal circuitry. 
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6.3.1. The immature neurons population becomes expanded after 

TBI but its density decreases in the chronic phase. 

DCX is a microtubule-associated protein related to neuronal differentiation which is expressed 

during the developing process of ANPs into mature neurons (Francis et al., 1999). Its expression 

will start increasing as soon as ANPs loose their ability to divide and become neuroblasts. Then, 

it will be kept high during approximately 21 days until their expression of more mature neuronal 

markers starts (Merz & Lie, 2013). This lapse of time involves many cellular changes at different 

levels: from ANPs to neuroblasts to mature neurons, but at this point, the cellular fate of these 

cells is already determined and therefore, they can all be considered as immature neurons (IN), 

the term that we will use from this point on to describe the population labelled by this marker. 

Again, since volumetric changes are taking place in the DB of the DG, all measurements were 

made in terms of cellular density and then extrapolated to the total number of cells in the 

analysed area. 

The number of DCX+ cells 3dpTBI is no different to the one in Sham or Control animals (Fig. R15 

A, E). This timepoint gives us information about possible alterations in the expression of the 

marker itself, but not about the generation of new neurons. As it was mentioned before, NSCs 

or ANPs proliferation together with the maturating process of neuroblasts takes a few days until 

DCX starts to be expressed. Therefore, we would need to wait a bit longer to see changes in 

neurogenesis after TBI. An important read out from this result is that there is no major effect on 

cellular death of the DCX+ population specifically after the injury, since all three groups have 

similar number of densities. 

By 15dpTBI, there is an increase in immature neuron density (Fig. R15 B, F) in TBI animals but 

only compared to Controls. In this case, the Sham group shows an intermediate degree of 

enhancement in neurogenesis that seems to be somewhere in between the other two groups 

(Fig. R15, F). We must state that the NSC population that was dividing during the acute phase 

after TBI, at this temporal point, had enough time to undergo the proliferative and developing 

process to reach the immature neuronal phenotype. Hence, it would be an appropriate 

timepoint to examine the newborn neuron population. However it should be noted that there 

is also a high variability in terms of acquired data specifically in the TBI group: some of the 

animals show a level of immature neuron density of 3-fold the one from the Controls while 

others look very similar to them. Despite being an appropriate timepoint to study acute 

neurogenesis after TBI, 15dpTBI is also an intermediate moment with overlapping molecular and 

cellular events (not considered acute neither chronic phase). 
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Figure R15. The density of newborn 
neurons increases 15dpTBI and 2mpTBI 
however it is drastically reduced by 
4mpTBI. A-D. Representative confocal 
images of the density of DCX-expressing 
cells in the DB of the DG in Control, Sham 
and TBI animals 3dpTBI (A), 15dpTBI (B), 
2mpTBI (C) and 4mpTBI (D). E-H. 
Quantification of cellular density of DCX-
expressing cells in the DB of the DG 
measured in number of cells per mm3 

for 
each of the timepoints. I. Representation 
of the changes in immature neuron 
density after TBI throughout time. TBI: Traumatic Brain Injury; dpTBI: days post-TBI; DG: Dentate Gyrus. 
Scale bar 50 µm. *p<0,05; **p<0,01; (*) indicates TBI vs Control differences and (#) indicates TBI vs Sham 
differences. One-way ANOVA followed by all pairwise multiple comparisons by Holm-Šídák post hoc test 
in E-I. Bars show mean ± SEM. Dots show individual data. 
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Focusing at 2mpTBI we can observe a higher density of immature neurons in TBI compared to 

both Sham and Controls in this case (Fig. R15 C, G). These neurons were actually born long time 

-about 4 to 6 weeks- after the impact. This could mean that there is still a high level of 

progenitors’ proliferation at that point, developing a higher number of neurons. However, 

another possibility could be that the percentage of surviving neurons to the two critical periods 

during their development was enhanced, therefore allowing a bigger amount of these cells to 

remain in the GCL. Also, we cannot rule out possible alterations relating TBI directly to DCX 

expression (as we deduced from data from 3dpTBI). Indeed, changes regarding the development 

of these immature neurons specially during the lasts steps of maturation may also be considered 

as a cause of accumulation of newborn neurons after TBI. All these different possibilities will be 

later expanded in the discussion section. 

Finally, at 4mpTBI, the TBI animals show a decreased immature neuron density in the analysed 

area (Fig. R15 D, H). This result would correlate with the fact that at this time NSCs show a lower 

proliferation rate (Fig. R12, D). A decreased level of proliferation by NSCs in the chronic phase 

would end up producing a lower number of immature neurons generated.  

When we consider the overall changes in the immature neuron population after TBI along the 

experimental timeline we can see that there are no changes in DCX-expressing cells in the acute 

phase, however, there is an increase in their cellular density 15dpTBI which lasts until at least 

2mpTBI. By 4mpTBI there is a lower density of these cells in the analysed area (Fig. R15 I). 

Taking into account the volumetric changes in the DG, when we extrapolate the result to get an 

idea of the total number of this population after the injury, we observe a slightly different 

picture. At 3dpTBi, 15dpTBI and 2mpTBI, the results are basically the same. At first immature 

neurons do not seem to be affected and then the population increases at least until the two 

months timepoint (Fig. R16 A-C). However, the numbers are even by 4mpTBI. The difference in 

the cellular density at this point is not reflected in the total number of the population (Fig. R16 

D). This could be due to a dilution of the effect. The specific area where the main alterations 

take place is quite reduced compared to the totality of the DB of the DG. It could also happen 

that the effect of the decrease in the cell density was compensated by the increase in the total 

volume of the DG, resulting in an equal number of the total population overall (Fig. R16 E). 
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Figure R16. The total number of newborn 
neurons increases at 15dpTBI and 2mpTBI 
but is restored by 4mpTBI. A-D. 
Quantification of total numbers of DCX-
expressing cells in the DB of the DG for each 
of the timepoints. The total number does 
not change by 3dpTBI (A), but it is 
dramatically increased by 15dpTBI (B) and 
2mpTBI (C). By 4 months after the injury, the 
number is restored to Control and Sham 
levels (D). E. Representation of the changes 
in the total number of immature neurons 
after TBI throughout time. TBI: Traumatic 
Brain Injury; dpTBI: days post-TBI; DG: Dentate Gyrus. *p<0,05; **p<0,01; ***p<0,001; (*) indicates TBI 
vs Control differences and (#) indicates TBI vs Sham differences. One-way ANOVA followed by all pairwise 
multiple comparisons by Holm-Šídák post hoc test in E-I. Bars show mean ± SEM. For the analysis of the 
15dpTBI data, a logarithmic transformation was performed in order to comply with ANOVA assumptions 
(normality and homoscedasticity). Dots show individual data. 

 

6.3.1.1. he population of immature neurons born up to 2mpTBI shows an 

increase in soma size.  

During their maturating process, adult-born neurons undergo many morphological changes until 

they can be considered mature fully integrated neurons. Any altered conditions in the 

neurogenic niche may affect this journey by changing the properties of these neurons. 

Furthermore, the changes that happen in this process could take a toll both in their functionality 

during integration, which is crucial for the hippocampal circuitry and afterwards, once they are 

already mature (X. Jin, 2016; C. Zhao, 2006). For all these reasons, we decided to perform an 

exhaustive histological analysis. We wondered whether these new DCX+ neurons could be 

participating in the increased thickness of the GCL in their soma size. By calculating the soma 

diameter of these DCX+ cells we got an idea of their cell body size at the different timepoints 

(Fig R17). Briefly, we averaged the measurements from the base of the soma to the primary 
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process origin and the diameter perpendicular to the primary process, as it is represented in Fig. 

R17. We observed that immature neurons display an expanded soma diameter than both 

Control and Sham at 3dpTBI (Fig. R17 A, E). DCX-labelled cells at this timepoint are actually 

immature neurons that were generated before the injury. Therefore, we deduce that this 

morphologic alteration affects at least cells that were in the developmental process when the 

injury took place. In the longer timepoints, (15dpTBI and 2mpTBI), immature neurons also 

showed an increased diameter of the cell soma compared to Control animals without significant 

differences respect to the Sham group (Fig. R17, B-C, F-G). Indeed, the Sham group showed an 

intermediate phenotype between Control and TBI. Interestingly, this point evidences a transient 

alteration of their soma generated after the impact since at 4mpTBI all three experimental 

groups show equivalent soma sizes (Fig. R17 D, H). However, it is interesting to note that the 

degree of cell maturity during the neuronal differentiation also could affect to the soma size as 

we will discuss later. 

In conclusion, the population of adult-born immature neurons either suffering the impact or 

becoming generated in the following weeks after, showed increased soma size, only becoming 

restored by 4mpTBI when this effect completely disappears (Fig. R17, I). 
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Figure R17. The soma size of newborn neurons 
after TBI transiently increased at 3dpTBI, 
15dpTBI and 2mpTBI becomes restored by 
4mpTBI. A-D. Representative confocal images 
of the cell body from DCX-expressing neurons 
located in the dorsal blade of the DG in Control, 
Sham and TBI animals 3dpTBI (A), 15dpTBI (B), 
2mpTBI (C) and 4mpTBI (D). White lines and 
numbers indicating soma diameter from 
analysed cells. E-H. Quantification of soma 
diameter at the different time points. I. 
Representation of the soma diameter changes 
after TBI throughout time. TBI: Traumatic Brain 
Injury; dpTBI: days post-TBI; DG: Dentate Gyrus. Scale bar 10 µm. *p<0,05; **p<0,01; ***p<0,001; (*) 
indicates TBI vs Control differences and (#) indicates TBI vs Sham differences. One-way ANOVA followed 
by all pairwise multiple comparisons by Holm-Šídák post hoc test in E-I. Bars show mean ± SEM. Dots show 
individual data. 
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6.3.1.2. The population of immature neurons born up to 2mpTBI exhibits 

an abnormal pattern migration in the GCL. 

The migration of newborn neurons across the GCL in the DG is also crucial for their development. 

Immature neurons need to move through the DG parenchyma to participate in the hippocampal 

circuitry properly they usually remain close to the SGZ and do not enter very deeply into the GCL 

(G. J. Sun et al., 2015; C. Zhao, 2006). However, having determined already previous alterations 

in the morphology of DCX+ cells, we hypothesized that their migration capabilities could also be 

affected. To get an idea of the location of these cells in the GCL we quantified their migrated 

distance from the SGZ and grouped them into different clusters: (1) DCX+ cells that migrated less 

than 30 microns, which is where adult born neurons usually remain (white to blue dotted lines 

in the pictures, Fig. R18, A-D); (2) DCX+ cells that migrated 30 to 60 microns (blue to green dotted 

line); (3) DCX+ cells that migrated 60 to 90 microns (green to red dotted line); and (4) DCX+ cells 

that migrated more than 90 microns (red to green dotted line and beyond). The total number of 

these cells conform the 100% of the immature neurons in the DB of the GCL and the result was 

expressed as a percentage of the total in each of the subdividing areas (Fig. R18, E-H). 

At 3dpTBI, the distribution of the DCX+ cells in TBI animals is equivalent to that in Control and 

Shams. The vast majority of the cells (96-98%) remain closer to the SGZ (Fig. R18 A, E). Unlike it 

happens with the soma size, TBI does not seem to have any type of effect over the migration 

pattern of the developing neurons at this short time after the injury. 

Interestingly, by 15dpTBI, with the increased number of immature neurons, we determined that 

around 15% of DCX+ cells were found located in the 30-60 microns area from the SGZ. We also 

observed that even some of the cells moved further and were positioned in the area from 60 to 

90 microns or even more than 90 microns away from the SGZ. This means that the percentage 

of these DCX+ cells that remain properly located close to the GCL, is reduced (80%) compared to 

the Control group (Fig. R18 B, F). It should also be noticed that without the change in the 

thickness of the GCL, these distances in normal physiological conditions would correspond to 

the outer area of the GCL o even into the ML. 

At 2mpTBI the previously observed pattern is still present (Fig. R18 C, G). The percentage of DCX+ 

cells located closer to the SGZ is reduced while there are more of them specially in the 30 to 60 

microns area. Since DCX is expressed only in cells of about 7 to 21 days old, this would mean 

that even cells that were born weeks after the impact show an altered pattern of migration. 

However, by 4mpTBI, immature neurons have already recovered their normal distance of cell 

migration and most of them remain close to the SGZ (Fig. R18 D, H). 
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In conclusion, TBI alters the migration of new neurons that are generated after the injury, but it 

does not affect those that were developing during the injury. This alteration is temporary and it 

involves neurons that are born during, at least, the two first months after the insult, but not 

those that are born four months after, as this effect completely disappears. 
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← Previous page. Figure R18. Aberrant migration of immature neurons located in the DB of the DG is 
observed as early as 15dpTBI and is still present 2mpTBI. A-D. Representative confocal images of DCX+ 
neurons in the DB of the DG 3dpTBI (A), 15dpTBI (B), 2mpTBI (C) and 4mpTBI (D) and their location 
throughout the GCL. Dotted lines in the GCL indicate the separation of the following interval distances 
(white line sets the lower limit of the GCL); white-to-blue space 0-30µm; blue-to-green space 30-60µm, 
green-to-red 60-90µm and red-to-grey >90µm in the GCL. White arrows indicate further migrated 
immature neurons. E-H. Quantification of migrated distance of DCX+ neurons along the GCL in the 
analysed area expressed as percentage of DCX+ cells that fall into each of the previously mentioned 
ranges. DB: Dorsal Blade; DG: Dentate Gyrus; dpTBI: days post-TBI; GCL: Granule Cell Layer; SGZ: 
Subgranular Zone. Scale bar 50 µm. *p<0,05; **p<0,01. One-way ANOVA followed by all pairwise multiple 
comparisons by Holm-Šídák post hoc test in (G – 30 to 60µm). Kruskal-Wallis followed by all-pairwise 
comparisons (Dunn’s method) in (F – less than 30µm and 30 to 60µm; and G – less than 30µm). One-way 
ANOVA without statistical differences in the rest of the analyses. Bars show mean ± SEM. Dots show 
individual data. 

 

6.3.2. The alterations in immature neurons after TBI can be 

reproduced in a model with retroviral infection. 

Using cell markers like DCX has both advantages and disadvantages when interpreting these 

results. Being able to identify the whole population gives us an idea of how variable this 

population is and it allows us to have a bigger picture of adult neurogenesis. However, since DCX 

is expressed during several weeks in immature neurons, it becomes difficult to discern apart 

neurons that were born before and after the injury, which makes a major difference in this 

model. 

To characterize alterations in new neurons that were specifically born during or after TBI, we 

resorted to use a technology that allowed us to label only cells that had been born in a very 

specific narrow window of time. Prior to TBI surgery (and also to Sham and Control conditions), 

we administered one single intrahippocampal injection of a retroviral vector (RV) containing the 

sequence of a fluorescent (Venus) protein which would specifically infect dividing cells. Taking 

together the short lifespan of the viral particles and the short elapsed time (around 10 minutes) 

between stereotaxic injection and TBI insult (or Sham operation), we can assume that the 

infected cells will specifically be those that were dividing during TBI and in the first few hours 

afterwards. 

Therefore, by combining the labelling with RV-Venus together with the localization, morphology 

and colocalization with other neuronal markers, we can identify specifically neurons that were 

born in this very narrow period of time. 
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Since the main objective of this study is to characterize the alterations during the development 

of these new neurons, the animals in this experiment were sacrificed 3 weeks (21 days) after the 

injection and surgery (Fig. R20 D). This is a crucial timepoint during neuronal development when 

newborn neurons have already extended processes through the GCL and into the ML and started 

making synaptic connexions inside the hippocampal circuitry (R. L. Faulkner et al., 2008; X. Jin, 

2016). We proceeded then to characterize the soma size and migration alterations, adding a 

synaptic density study in our Venus-labelled newborn neurons. 

 

6.3.2.1. Immature neurons born specifically during a TBI event display an 

enlarged soma diameter. 

Using the same quantifying technique as in previous experiments, we analysed the diameter of 

the infected cells 3 weeks post-TBI (3wpTBI), Sham or Control conditions. We observed again 

the increased soma diameter after TBI when comparing only to Controls, while Sham animals 

show an intermediate phenotype, in line with the phenotype previously described in immature 

DCX+ neurons (Fig. R19). Thus, we can conclude that the effect of TBI over soma size is not only 

restricted to neurons that were born previously to the impact (as previously shown at 3dpTBI), 

but it also involves neurons born during and after the insult. 

Figure R19. Neurons born shortly after TBI show a bigger soma size than those in Control animals. A-C. 
Representative confocal images show RV-Venus infected somata of neurons in the GCL in Control (A), 
Sham (B) and TBI (C) animals. White lines and numbers indicating soma diameter from analysed cells. D. 
Quantification of soma diameter (as previously done in Fig. R17). TBI: Traumatic Brain Injury; GCL: Granule 
Cell Layer; RV: Retrovirus. Scale bar 10 µm. *p<0,05. One-way ANOVA followed by all pairwise multiple 
comparisons by Holm-Šídák post hoc test. Bars show mean ± SEM. Dots show individual data. 
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6.3.2.2. Immature neurons born specifically during a TBI event show an 

aberrant pattern of migration through the GCL. 

Next, we characterized the distance of cell migration for the Venus-labelled neurons. It should 

be noted that other cell types that were in the process of division after TBI could also be infected. 

Therefore, in all cases for this and the previous experiment, we checked that the analysed cells 

were also positive for cell makers of immature neurons (DCX) (Fig. R20, red). 

In this case, instead of measuring the different range of distances (0-30 microns, 30 to 60 

microns, etc) through the GCL, the specific travelled distance was measured for each cell starting 

from the SGZ baseline, obtaining a cell-individualized result (Fig. R20 E).  

We observed that 3wpTBI Venus neurons showed an aberrant pattern of migration through the 

GCL compared to both Sham and Controls (Fig. R20 A-C). We determined that actually, many of 

these neurons migrate a distance that is close to the 30 microns, what was previously described 

in the DCX experiments (Fig. R18 F-G). Using the combination of this technical and 

methodological application, we conclude that neurons born specifically after TBI migrate further 

than those of Sham and Control animals. 

Figure R20. Neurons born shortly after TBI migrate further in the GCL than those in Controls and Shams. 
A-C. Representative confocal images show RV-Venus infected cells after Control (A), Sham (B) or TBI (C) 
conditions after the combined surgery 3wpTBI colocalizing with the marker for immature neurons DCX. 
D. Schematic representation of the combined surgery of retroviral injection followed by TBI, Control or 
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Sham conditions and the timeline followed in the experiment. E. Quantification of the total distance of 
migration of RV-Venus infected neurons across the GCL. TBI: Traumatic Brain Injury; GCL: Granule Cell 
Layer, RV: Retrovirus. Scale bar 50 µm. **p<0,01. One-way ANOVA followed by all pairwise multiple 
comparisons by Holm-Šídák post hoc test. Bars show mean ± SEM. Dots show individual data. 

 

6.3.2.3. Immature neurons born specifically during a TBI event show no 

alterations in their dendritic spine density. 

Another advantage offered by the use of retroviral vectors is the high resolution of the complete 

cell body we can get, including its projections. A very precise tracing of the extending processes 

and even the synaptic buttons can be depicted. It is known that newborn neurons of three weeks 

of age are at a critical point in terms of circuit integration and synaptic establishment (R. L. 

Faulkner et al., 2008). We hence used the resolution offered by the viral infection to identify and 

quantify dendritic spines of at this timepoint in our model (Fig. R21). Neurons generated post-

TBI showed no differences in terms of synaptic density compared to neither Sham nor Controls. 

Therefore, we conclude that synaptic density in the neurons born during the acute phase of TBI 

is not affected by the injury. 

Figure R21. Neurons born shortly after TBI show no differences in spine density compared to Shams or 
Controls. A-C. Representative confocal images show dendrites of RV-Venus infected neurons in Control 
(A), Sham (B) and TBI (C) animals 3 weeks post-infection. D. Quantification of dendritic spine density in 
the three experimental groups. TBI: Traumatic Brain Injury; RV: Retrovirus. Scale bar 5 µm. One-way 
ANOVA. These results showed no statistical differences. Bars show mean ± SEM. Dots show individual 
data. 
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6.4. RND2 IS A CANDIDATE FOR CORRECTING THE 

ABERRANT PHENOTYPE SHOWN BY NEWBORN NEURONS 

AFTER TBI.  

Rnd2 is a small GTPase highly enriched in the adult SGZ that acts as a key regulator of cell 

cytoskeleton and migration. The deletion of Rnd2 in adult newborn neurons has been shown to 

increase cell body area and neuronal migration in the adult DG (Kerloch et al., 2021; Pacary et al., 

2011). The similarity of this altered phenotype with our TBI phenotype led us to hypothesize 

whether an alteration affecting Rnd2 could underlie our model, opening the door for a possible 

molecular reestablishment towards a healthy neuronal phenotype.  

Next, we resorted to use a similar strategy using viral infection to correct the morphological and 

migratory defects in our newborn neurons after TBI. We took advantage of a RV-vector that held 

both a DsRed fluorescent protein and the sequence for the Rnd2 gene to induce its expression. 

Here, we needed two different RV constructs. 

- Rnd2-DsRed: The neurons infected by the RV containing this construct overexpress Rnd2 

in addition to their endogenous Rnd2 levels and  are labelled thanks to the fluorescent 

protein DsRed. 

- DsRed: Control condition in which the infected neurons are labelled with fluorescent 

protein DsRed and only express the endogenous levels of Rnd2 expression. 

Both are pieced together with our previous three experimental groups obtaining the following 

combinations: 

 Control + DsRed. 

 Control + Rnd2-DsRed. 

 Sham + DsRed. 

 Sham + Rnd2-DsRed. 

 TBI + DsRed. 

 TBI + Rnd2-DsRed. 

Our experimental paradigm allows us to specifically identify the effects of, not only Rnd2 and 

TBI, but the combination of the overexpression and each of the experimental groups in any of 

the cases.  
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Taking into account the results of both the migration and soma size 3 weeks after the RV-Venus 

infection and TBI, we decided to repeat the same experimental approach for the RV-Rnd2 

experiments (Fig. R23 G). 

 

6.4.1. Rnd2 overexpression is not enough to correct the soma size 

enlargement in new neurons after TBI. 

We previously demonstrated an increase of cell soma size after TBI and we wanted to unravel if 

Rnd2 overexpression could affect to this alteration. None of the experimental groups with RV-

infected newborn neurons showed a significant difference in their soma size compared among 

them (Fig. R22). In general, all the groups infected in the control RV (RV-DsRed) seem to display 

a slightly bigger soma size than the groups that were infected by the RV expressing Rnd2 (RV-

Rnd2-DsRed). However, there are no differences depending on the TBI, Sham or Control group. 

It should be noted that when infecting with this specific retrovirus, the alterations in the soma 

in general were not reproduced as in previous experiments. When we compared separately the 

groups that were infected by the RV-DsRed among them: Control + DsRed, Sham + DsRed and 

TBI + DsRed; or Control + Rnd2-DsRed, Sham + Rnd2-DsRed and TBI + Rnd2-DsRed, we could 

observe that there was not an enlargement of TBI somata versus the rest of the conditions as it 

would be expected. These unexpected results of reproducibility make it impossible for us to 

correct the aberrant phenotype. 

We know that in physiological (equivalent to Control conditions in this case), lack of Rnd2 is 

translated into bigger soma size. However, there is no data on whether the overexpression could 

actually act in a mirroring way. The data presented here suggest that regardless of the Control, 

Sham or TBI treatment, in all conditions there is a tendency for the overexpression of Rnd2 to 

reduce the area of the RV-infected somata (Fig. R22 G). 
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Figure R22. Overexpression of Rnd2 in 
neurons born shortly after TBI does not affect 
changes in their soma size. A-F. Representative 
confocal images of RV-DsRed or RV-Rnd2-
DsRed infected neurons showing their somata 
and processes in the GCL in Control (A & D), 
Sham (B & E) and TBI (C & F) animals. White 
lines and numbers indicate soma diameter 
from analysed cells. Tissue was obtained 3 
weeks post-infection. G. Quantification of 
soma diameter calculated measuring as it was 
described in Fig. R17. TBI: Traumatic Brain 
Injury; GCL: Granule Cell Layer; RV: Retrovirus. 
Scale bar 10 µm. One-way ANOVA. No 
statistical differences were found in these 
results. Bars show mean ± SEM. Dots show 
individual data. 
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6.4.2. Rnd2 overexpression is able to correct the aberrant neuronal 

migration after TBI. 

Neuronal migration is known to be regulated by several members of the Rho GTPase family 

during development and also in adult stages (Ridley, 2001b). Rnd2 is the only protein in this 

family enriched specifically in the adult SGZ (Miller et al., 2013). To test the hypothesis whether 

Rnd2 plays a role in promoting migration of immature precursors we overexpressed the protein 

using the RV as previously described. Animals received an intrahippocampal injection of a 

solution containing the vector and were sacrificed 3 weeks post infection to analyse the tissue 

(Fig. R23 G). We assured that the analysis was made only in immature neurons by colocalizing 

the DsRed+ cells with DCX (Fig. R23 A-F). 

We were successful at replicating this experiment with this specific RV. Animals that were all 

injected with the “control” RV showed the migration difference we had previously described 

with DCX+ cells and Venus+ cells (Fig. R18 and Fig. R20). Neurons infected by RV-DsRed in TBI 

animals migrate further than RV-DsRed in Sham or in Control animals (Fig. R23). Furthermore, 

the approximated distance of migration was similar to the one previously determined in the RV-

Venus experiment. 

Interestingly, when we overexpressed Rnd2 in TBI animals, their neurons did not migrate as long 

as in the RV-DsRed + TBI. We observed that the migration in Rnd2-DsRed + TBI animals was 

equivalent to that of Control animals. Thus, the overexpression of Rnd2 after TBI in newborn 

neurons is therefore sufficient to recover the normal migration phenotype (Fig. R23 E-F). 

Moreover, we could also observe a reduction in the migration between DsRed + Sham and Rnd2-

DsRed + Sham. These groups have shown an intermediate level of migration. By overexpressing 

Rnd2 we are able to reduce the distance of migration of newborn neurons to the level of Control 

animals. When comparing TBI, Sham and Control regardless of the injected RV, we could 

appreciate the general trend in the same direction as observed in our previous experiments: TBI 

is the condition that most boosts neuronal migration. Also, the fact that Rnd2 seems to be 

reducing neuronal migration in Control and Sham animals too, suggests that the overexpression 

of this protein in physiological conditions could have the opposite role from its deletion. 
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Figure R23. Overexpression of Rnd2 is able to correct the aberrant migration phenotype in neurons born 
shortly after TBI. A-F. Representative confocal images show RV-DsRed or RV-Rnd2-DsRed infected cells 
after Control (A-B), Sham (C-D) or TBI (E-F) treatment colocalizing with the marker for immature neurons 
DCX. Tissue was obtained 3 weeks after the combined surgery of retroviral injection followed by TBI, Sham 
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or Control treatment. G. Schematic representation of the experimental paradigm and the timeline 
followed in the experiment. H. Quantification of the total migrated distance travelled by RV-DsRed or RV-
Rnd2-DsRed infected neurons across the GCL. TBI: Traumatic Brain Injury; GCL: Granule Cell Layer; RV: 
Retrovirus. Scale bar 50 µm. *p<0,05; **p<0,01; ***p<0,00. One-way ANOVA followed by all pairwise 
multiple comparisons by Fisher-LSD post hoc test. Bars show mean ± SEM. Dots show individual data. 

 

6.5. RND2 IS A POTENTIAL CANDIDATE FOR REDUCING 

ANXIETY-LIKE BEHAVIOUR AND IMPROVING SPATIAL 

LEARNING AND MEMORY IN PHYSIOLOGICAL 

CONDITIONS. 

Prior to investigating the role of Rnd2 in a pathologic context, it is necessary to know how it 

works in physiological conditions. A recent study describes the effects of removing Rnd2 from 

newborn neurons of the adult hippocampus (Kerloch et al., 2021), reporting among other 

effects, a decrease in neuronal survival, and an increase in both cell migration and cell body area. 

It is noteworthy to mention that these alterations at a cellular level also had functional 

repercussions, animals with a deletion of Rnd2 in adult-born neurons showed an increased 

anxiety-like behaviour in tests such as the Elevated Plus Maze (EPM) and Light/Dark Test (LT). 

Hence, we hypothesised that Rnd2 overexpression could act in the opposite way by increasing 

neuronal survival, migration and cell body area and also functionally by decreasing anxiety-like 

behaviour and changing other cognitive tasks highly depending on AHN, such as the spatial 

learning and/or memory and depressive-like behaviour. 

Next set of experiments was performed in collaboration with Dr. Emilie Pacary during a stay at 

the laboratory of Neurogenesis and Neuropathology in the Neurocentre Magendie. 

Unfortunately, the results regarding the histological study are not yet available so we will only 

focus in the results concerning the functional and behavioural experiments. 

To generate animals which overexpressed Rnd2 in newborn neurons, we used a total of 26 male 

animals altogether were used for these analyses. They were separated into two cohorts and 

injected randomly with either one of two RV: RV-DsRed (12 mice) or RV-Rnd2-DsRed (14 mice). 

In this case, the vector was injected bilaterally (2 injections per mouse) using specific coordinates 

to target the DG. To analyse neuronal survival, two doses of intraperitoneal BrdU were 

administered on Day 0 and Day 1 after the intrahippocampal injections (Fig. R24 A). Animals 

were let to habituation and recovery after the surgery for 4 weeks in individual cages before 
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starting the analyses. A complete battery of tests was designed in order to characterize the 

exploratory, anxiety, depression, learning and memory tasks of the animals. The tests were 

performed in the specified sequence of the scheme (Fig. R24 A). In the first week after 

habituation, we performed the exploratory and anxiety testing in the following order: Open Field 

Test (OF), Emergence Test (ET), Elevated Plus Maze (EPM) and Light/Dark Test (LD). The next 

four weeks were exclusively dedicated to spatial learning and memory testing: first a Variable 

Start (VS) version of the Morris Water Maze (MWM) and then a Constant Start (CS) version. 

Finally, the nineth week we focused in the depression testing: Sucrose Preference Test (ST) and 

Forced Swim Test (FST). Afterwards, the animals were sacrificed for histopathological analysis 

the day after the last cognitive test. We analysed the tissue in order to quantify the total number 

of infected cells per animal (Fig. R24 B). Animals that showed no infected cells or that had a low 

number of infected cells (not enough to produce a functional change) were discarded for all the 

analyses (Figure R24 B). 

Figure R24. Experimental design to assess Rnd2 role in animal behaviour 
and efficiency of the viral infection. A. Schematic representation of 
experimental design to unravel behavioural abnormalities due to Rnd2 
overexpression. BrdU was injected IP the same day of RV-injection and 
after 24 hours. After 4 weeks behavioural analyses started in the specific 
order shown in the panel A. Perfusion was performed 24 hours after the 
last test was finished. B. After perfusion, histological sections were used to 
assess the number of infected cells in each of the animals for both 
experimental groups. Animals with a low number of infected cells were 
discarded for the analyses. BrdU: Bromodeoxyuridine; IP: intraperitoneal, 
RV: retrovirus. Student’s t-test. *p<0,05. Bars show mean ± SEM. Dots 
show individual data. 

 

6.5.1. Rnd2 overexpression does not alter exploratory behaviour in 

mice during Open Field test. 

We studied the behaviour of both experimental groups (RV-DsRed and RV-Rnd2-DsRed-injected) 

during the Open Field (OF) test prior to testing for more specific hippocampal-related functions. 
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The OF arena is a white square surrounded with walls in which the centre has brighter conditions 

(200 lux) than the periphery. The field was divided into sub-areas that were used as a 

measurement to trace the mice tracks during the test (Fig. R25 A). We tested two animals at the 

same time in adjacent arenas for a total period of 10 minutes (Fig. R25 B). We monitored the 

movement of the animals through the arena using a video-tracking system in order to study 

velocity, placement preferences and travelled distance both in general and in each specific sub-

area. Figure R25 C shows an example of specific path followed by one animal in each group. 

Two parameters were used to study the suitability of the animals for this test: the total travelled 

distance and the walking velocity throughout the totality of the time tested in the whole arena. 

The potential identification of animals that refused to participate or showed any type of inability 

to walk and explore the environment is important for the rest of the tests. However, all animals 

in both groups walked a similar total distance at similar velocity (Fig. R25 D-E), so any of them 

got discarded. In specific occasions, mice may show different behaviour along the time of the 

experiment. To solve that, we performed first of all a general data collection from 10 minutes of 

recordings and later we compared with separated data from the first and last 5 minutes of the 

test. No differences were found either (data not shown). 

The luminous difference between the “artificial” compartments in the OF arena is sometimes 

used as a general measurement for anxiety-like behaviour. In normal conditions, mice tend to 

spend more time in the periphery of the area and less in the centre. We measured this with 

three different parameters: not just the travelled distance in the centre but also the time spent 

there and the number of entries towards this area. In all cases, the parameters were not 

significantly different between the two groups (Fig. R25 F-H). Control mice and Rnd2-

overexpressing mice both prefer to spend more time near the periphery than in the centre of 

the arena. We can therefore conclude that Rnd2 overexpression in hippocampal adult-born 

neurons does not affect mice exploratory behaviour or cause gross locomotor abnormalities 

during OF test. 
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Figure R25. Rnd2 overexpression in adult-generated neurons does not affect the animals’ exploratory 
behaviour during OF testing. A. Schematic representation of the experimental arena used during OF test 
and the areas characterized as periphery (red) or centre (blue) used in the analyses. B. Image representing 
the experimental set up used during OF testing. Two animals were tested at the same time in two adjacent 
arenas. A video-tracking system was used to both record and analyse the results. C. Representative 
exploratory paths followed by a Ds-Red (top) or a Rnd2-DsRed (bottom) injected mouse. D. Total distance 
travelled by each of the animals during the 10 minute-test in both experimental groups. E. Walking 
velocity of the animals during the test. F. Total travelled distance in the centre of the arena in both of the 
experimental groups. G. Total time spent in the centre of the arena by both DsRed and Rnd2-DsRed 
injected animals. H. Total number of entries into the central part of the arena during the test in both 
experimental groups. Student’s t-test. No statistical differences were found in any of the tests to assess 
the performance of both groups during the OF task. OF: Open Field. Bars show mean ± SEM. Dots show 
individual data. 
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6.5.2. Rnd2 overexpression in adult-born neurons does not affect 

anxiety-like behaviour during the Emergence Test. 

Emergence Test (ET) is a preliminary test often used to identify changes in anxiety-like 

behaviour. The arena in this case is the same as in the OF, however, in ET the animals are firstly 

placed into a dark cylinder which is then positioned inside the arena near one of the walls (Fig. 

R26 A-B) and 5 minutes of time are allowed to the animals to explore the arena. Mice tend to 

avoid luminous conditions in open spaces during what is considered as anxiety-like behaviour. 

Thus, the measurement of the latency until they first emerge from the tube, the total time they 

spend inside it and the number or re-entries inside the tube are considered as parameters for 

quantifying anxiety-like behaviour in ET (Fig. R26 A-B).  

The total travelled distance through the arena was taken as a basal line reference for the 

exploratory behaviour of the mice (Fig. R26 C). In this case, one subject was removed for the 

analysis due to the excessive time it took to emerge from the tube. 

In general, no differences were found between the two groups in ET for the parameters of: 

latency to emerge, time inside the tube of re-entries to the tube (Fig. R26 D-F). However, the 

suitability of this test for these kind of experiments is questionable for several reasons. There is 

a thin line separating anxious behaviour from exploratory behaviour towards a new object in 

this case. This will be later commented in the discussion. 

We may conclude that Rnd2 overexpression does not produce alterations in anxiety-like 

behaviour detectable using ET. 
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Figure R26. Rnd2 overexpression in adult-generated neurons does not affect anxiety-like behaviour 
during ET. A. Image representing the experimental set up used during ET. Animals were placed in a small 
dark cylinder (marked in blue in the scheme) and introduced into the arena. B. Schematic representation 
of the experimental arena used during ET. The cylinder containing the animal was placed near one of the 
corners of the arena and latency to first emerge from the cylinder was quantified together with other 
parameters like the number of entries back inside the tube. C. Total distance travelled in the arena by the 
animals in both experimental groups during the five minutes of the testing. D. Time to first emerge from 
the cylinder once the animals were placed inside the arena. E. Total time spent inside the tube during the 
whole span of the test. It includes the time of the latency together with the time spent during the re-
entries. F. Number of re-entries back inside the tube during the experiment. Student’s t-test. No statistical 
differences were found in any of the tests to assess the performance of both groups during the ET task. 
ET: Emergence Test. Bars show mean ± SEM. Dots show individual data. 

 

6.5.3. Rnd2 overexpression in adult-born neurons does not affect 

anxiety-like behaviour during Elevated Plus Maze. 

A more sensible and specific test for anxiety-like behaviours is using the Elevated Plus Maze 

(EPM). In this maze, animals tend to spend more time in the closed arms (CA) which have walls 

and provide a darker more protected environment for them (Fig. R27 A). In terms of both time 

and travelled distance, in control conditions, mice tend to spend a lower amount of time and 

walk a shorter distance in the OA compared to the CA. Fig. R27 B shows an example path of a 
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random video-tracked animal. The path is shown in red. Walked distance in the CA (black) is 

significantly larger than walked distance in the OA (red).  

As a reference, the total walked distance during the 5 minutes of the testing was similar between 

the two experimental groups (Fig. R27 C). When we specifically studied the anxiety-behaviour 

we could see how both groups spent more time and walked a longer distance in the CA 

compared to the OA (Fig. R27 D, F). Only about the 30% of the time is spent in OA and about 

20% of their walked distance. However, there are no significant differences in these terms 

between the DsRed and Rnd2-DsRed groups. We also checked the number of re-entries into the 

OA to evaluate their exploration activity and no differences were identified here neither (Fig. 

R27 E). In conclusion, Rnd2 overexpression in hippocampal adult-born neurons does not 

produce any type of detectable alterations in anxiety-like behaviours evaluated with the EPM 

test.  

Figure R27. Rnd2 overexpression in adult-generated neurons does not affect anxiety-like behaviour in 
EPM test. A. Image representing the experimental set up used during EPM. Animals were placed in the 
centre of the crossed arms and left to explore for a total time of five minutes. OA (with no walls) are 
labelled in red and CA (with walls) are labelled in black. B. Schematic representation of the experimental 
maze used during EPM. Representative exploratory path followed by a Rnd2-DsRed injected mouse. C. 
Total distance travelled in the arms by the animals in both experimental groups during the five minutes 
of the testing. D. Percentage of distance travelled in the OA out of the total travelled distance during the 
experiment in both groups. E. Number of entries into the OA area out of the total number of entries during 
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the whole experiment. F. Time spent inside the OA out of the total time of the experiment. Student’s t-
test. No statistical differences were found in any of the tests to assess the performance of both groups 
during the EPM test. EPM: Elevated Plus Maze; OA: Open Arms; CA: Closed Arms. Bars show mean ± SEM. 
Dots show individual data. 

 

6.5.4. Rnd2 overexpression in adult-born neurons decreases 

anxiety-like behaviour during the light/dark test. 

One of the most specific behavioural tests designed to identify changes in anxiety-like behaviour 

is the light/dark (LD) test. Here, an animal is placed in a light big chamber with a very high 

luminous condition (350 lux). This chamber communicates with a smaller darker chamber (10 

lux) (Fig. R28 A-B). Mice are left free to travel from one chamber to the other for 5 minutes and 

several parameters are taken as anxiety-indicators: (1) the latency to first escape from the light 

room, (2) the total time spent in the light room throughout the experiment and (3) the number 

of re-entries back into the light room (Fig. R28 C-E). We performed this test in our groups of 

mice and analysed the results separately. 

The time to first escape from the light room is not significantly different between boths groups 

(Fig. R27 C). As it happens with the ET, movement response to new stimuli is usually very fast in 

mice so it makes it hard to see differences in tests like this that are consistent in just a few 

seconds. Although none of the groups tend to escape faster from the light room, Rnd2-

overexpressing animals ended up spending more time in total through the experiment in this 

room (Fig. R27 D). The increased latency of the animal in a brighter environment, that should 

be perceived as dangerous, is usually associated to a decrease in anxiety. It is also important to 

discern animals that could be spending more time in the light room during paralyzing behaviour 

by fear. To discard this ambiguity, we measured the number of re-entries inside the light room. 

We found that Rnd2 overexpressing animals entered back into the light room more often 

indicating two things: first, they were moving and exploring (not paralized by fear) so therefore 

the whole time that they spent in the light room formed part of the exploratory behaviour, and 

second, they tended to come back to an environment which therefore was not perceived as 

scary (Fig. R27 E). 

Hence, we can conclude that Rnd2 overexpression in adult-born hippocampal neurons reduces 

anxiety-behaviour during the LD test. 



   
 

141 
 

Figure R28. Rnd2 overexpression in adult-generated neurons decreases anxiety-like behaviour during 
LD test. A. Image representing the experimental set up used during LD test. Animals were placed in a light 
chamber (in red) that was communicated with a dark chamber (in black). They were left there to explore 
for a total of five minutes. B. Schematic representation of the experimental arena used during LD. The 
light chamber/room is placed to the left with high light conditions (350 lux) and it is connected with a dark 
chamber or room to the right very dim twilight (10 lux). C. Time until first escape from the light room. D. 
Total time spent in the light room during the whole experiment showed that Rnd2-DsRed injected mice 
spend significantly more time in the light room than the DsRed-injected ones. E. Number of entries into 
the light room. Rnd2-DsRed-injected animals entered more often back into the light room than the group 
of DsRed-injected ones. LD: Light/Dark. Student’s t-test. *p<0,05; **p<0,01. Bars show mean ± SEM. Dots 
show individual data. 

 

6.5.5. Rnd2 overexpression in adult-born hippocampal neurons 

does not affect depressive-like behaviour reflected in the 

Sucrose Preference test. 

Sucrose Preference Test (ST) detects anhedonia-like behaviour. This mood disturbance is often 

a comorbid symptom linked with depression as well as other mental health disorders. Indeed, 

anhedonia is defined as the lack of ability to feel pleasure. To assign a value to this test, the 

animal is exposed to a pleasant stimulus, usually a sweet solution of 4% sucrose in water. Control 

stimulus is a basic stimulus of non-sweet water. Healthy animals tend to choose the pleasant 
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stimulus while depressive animals after developing anhedonia do not display any preference. 

Thus, the experimental paradigm was designed to exclude environmental factors from the main 

result. First of all, animals were habituated to the presence of two bottles in their cage for 24 

hours. Initially, these two bottles contained only water. Both bottles were weighted before and 

after their placement to calculate the total consumption of water during 24 hours (Fig. R29 A). 

Then, we changed the solution in one of the bottles for 4% sucrose in water. The position of the 

bottles was randomised in a way that assured that half of them had their sucrose on the left and 

the other half on the right to avoid preferences over one specific drinking spot. Finally, after 

another 24-hour period the bottles were taken out and weighted again (Fig. R29 A). It is 

noteworthy to mention that one of the animals was removed from the analyses since one of the 

bottles in its cage was empty after the first 24 hours indicating a fluid leakage. 

The total liquid consumption of mice in both groups was not significantly different during the 

duration of the test (Fig. R29 B). When we specifically focused at the ingested volumed of water 

with sucrose, we could determine again similar values in both groups (Fig. R29 C). The sucrose 

preference ratio is calculated by dividing the consumed volume of 4% sucrose water into the 

total consumed liquid. Both groups showed a high preference for sucrose (around 80%), so 

neither of them manifested anhedonia (Fig. R29 D). In conclusion, Rnd2 overexpression in 

hippocampal adult-born neurons does not produce anhedonia, therefore there are no proves 

that it triggers this type of depression-like behaviour. 

Figure R29. Rnd2 overexpression in adult-generated neurons does not have an effect over depression-
like behaviour during ST. A. Schematic representation of the ST experimental design. Mice of both 
experimental groups (DsRed and Rnd2-DsRed injected animals) were exposed to two bottles of water for 
24 hours of habituation. After that, one of the bottle’s solution was switched for 4% sucrose. Half the 
bottles were positioned in the right side and the other half on the left side in both experimental groups. 
After 24 hours, both bottles were weighted to calculate the volume of liquid consumed in each of them. 
B. Total liquid consumption when the animals were already exposed to the 4% sucrose bottle. C. Total 
sucrose consumption in both DsRed and Rnd2-Dsred injected animals during the day of exposure to the 
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4% sucrose solution. D. Sucrose preference is calculated by dividing the consumed volume of 4% sucrose 
in the total consumed liquid (water + 4% sucrose). Student’s t-test. No statistical differences were found 
in any of the tests to assess the performance of both groups during the ST task.  ST: Sucrose Test.  Bars 
show mean ± SEM. Dots show individual data. 

 

6.5.6. Rnd2 overexpression in adult-born hippocampal neurons 

does not induce depression-like behaviour during Forced Swim 

Test. 

Another alternative and complementary test to assess depression-like behaviours is by using the 

Forced Swim Test (FST). Here, mice are exposed to a stressing inescapable situation by placing 

them inside a small glass cylinder filled with warm water (26ºC) and their mobility is monitored 

for a total of 6 minutes. 

Two animals were evaluated at the same time during this test (Fig. R30 A). Several parameters 

are useful to analyse the resilience of the animals in this context. Among them, the most 

common ones are: the latency to immobility (how much time it takes them to show immobility 

for the first time) and the total immobility time in the last 4 minutes of the test. Both 

experimental groups showed a similar result in these parameters (Fig. R30 B-C). It took them 

around 70 seconds to trigger the immobility behaviour and spent a total of about 100-110 

seconds immobile in the last 4 minutes. The result suggests that there is not a significative 

difference in the depressive-like behaviour between control and Rnd2-injected animals. 

However, when we assess the immobility time per minute of the test, we can observed that 

during the second minute, DsRed-injected animals spend a higher amount of time immobile than 

Rnd2-DsRed-injected animals (Fig. R30 D). Therefore, although there is not a major difference 

in the overall depressive behaviour, animals overexpressing Rnd2 in their adult-born neurons 

display a slightly slower trigger to the immobility response. 
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Figure R30. Rnd2 overexpression in 
adult-generated neurons does not have 
an effect over depression-like 
behaviour during FST. A. Image 
representing the experimental set up 
used during FST. Two animals were 
tested at the same time during 6 
minutes in adjacent compartments 
(white circles). The water was kept at 
26ºC using heaters (black bars). B. Time 
spent by the mice swimming until first 
period of immobility. C. Total immobility 
time in the last 4 minutes of the test by both experimental groups. D. Immobility time of each group per 
minute of the test. DsRed-injected mice show increased time of immobility than Rnd2-DsRed-injected 
mice only in the second minute of the test. U-Mann-Whitney analysis. *p<0,05. (*) indicates differences 
between DsRed and Rnd2-DsRed. No statistical differences were found in the rest of the analyses for the 
FST evaluation. FST: Forced Swim Test.  Bars show mean ± SEM. Dots show individual data. 

 

6.5.7. Spatial learning and memory assessing after Rnd2 

overexpression in newborn neurons. 

The presence of new neurons in the hippocampus influences, not just the mentioned mood-

related tasks but also spatial navigation (Dupret et al., 2008; Jessberger et al., 2009). The most 

common strategy to study spatial learning is by using the Morris Water Maze (MWM), in which 

animals learn the location of a hidden platform by using distal visual cues. 

The animals reach the hidden platform using multiple strategies in parallel, which require the 

integrity of the hippocampus at different levels. Depending on the type of memory that we want 

to assess, we will use one variation of training (hippocampal-dependent) or the other 

(hippocampal independent). Therefore, the strategies that the animals will develop depend on 

the type of training that is used (Eichenbaum et al., 1990; Morris et al., 1982). In this study we 
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decided to evaluate both of them: hippocampal dependent and independent memory. In our 

hypothesis, the alteration of Rnd2 expression in newborn neurons would only affect the 

hippocampal-dependent learning and memory. However, by evaluating also the independent 

one we can get a more complete overview of other possible alterations that could take place at 

a higher network level. 

 

6.5.7.1. Rnd2 overexpression in newborn neurons does not alter spatial 

learning during a spatial navigation hippocampal-dependent task 

but it slightly impairs memory recall. 

To detect hippocampal-dependent procedures, the experimental design at the beginning of the 

training phase requires that the underwater platform is maintained hidden and the releasing 

point for the animals is changed at each of the three daily trials (Fig. R31 A). This is known as a 

Variable Start training (VS). Thus, in order to find the hidden platform, mice will have to use an 

allocentric mental mapping strategy that consists of the learning of all the positional 

relationships among multiple independent environmental cues (spatial relational memory). This 

relational representation is needed to support the flexible use of learned discriminative cues in 

novel situations (i.e., changing starting position), and it is consequently necessary to solve the 

task. This cognitive ability is one of the most well-studied hippocampus-dependent abilities, 

since this task cannot be learned if the hippocampus is impaired (Eichenbaum et al., 1990). 

Therefore, to train mice in this hippocampal-dependent task we designed a specific maze layout 

(Fig. R31 A) and a specific learning protocol. Mice were trained 3 times a day for 12 days until it 

was considered they learned the position of the platform (it took them to get there around 10 

seconds or less). Fig. R31 B shows an example of the path followed by a specific mouse injected 

with the Rnd2-DsRed vector in one of the trials during 3 days of learning (Day 1, Day 4 and Day 

12). 

Two parameters were used to assess their hippocampal-dependent learning capacity: the 

distance they swam from the releasing point into the platform and the elapsed time until 

completion of the task. Both of the experimental groups followed a similar learning pattern 

throughout the experiment by progressively improving their performance (Fig. R31 C, E). As a 

measure for their correct involvement in the task, we also calculated the velocity for each of 

them to rule out non-participating mice. All animals seemed to be interested in learning the task 

and did not show any evidence of thigmotaxic behaviour (the tendency to remain close to the 
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walls) so none of them had to be discarded (Fig. R31 D). In general, there are no alteration 

caused by the overexpression of Rnd2 in newborn neurons in the spatial learning assessed 

during a VS strategy in MWM. 

To test memory recall, we perform what is defined as a Probe after the training. For this 

experimental design, the platform is removed and we measure several indicators of memory: 

(1) the latency for the animals to reach the place where the platform used to be; (2) number of 

re-entries into the (non-existing) platform area and (2) total time spent in the quadrant where 

the platform used to be located (in our case North-East, NE situation). 

In terms of the latency to reach the platform we did not find differences between the two 

experimental groups (Fig. R31 F). However, after careful examination of the data represented in 

the graph, a tendency for Rnd2-DsRed-injected mice to increase the elapsed time needed to 

reach the platform is observed. This is more evident if we compare two example tracks of one 

of the animals in each of the groups (Fig. R31 H). However, the number of re-entries inside the 

platform area is not significantly different (Fig. R31 G). Finally, when they were tested for the 

percentage of the time spent in the target quadrant, we could see that Rnd2-DsRed injected 

animals spent less time there (Fig. R31 I). This value is illustrative for the persistence in the 

memory of these animals: whether they remain in the area they know is correct or switch rapidly 

to a different quadrant. This is also reflected in the example track shown in Fig. R31 H. 

Thus, we conclude that Rnd2 overexpression in adult-hippocampal newborn neurons does not 

alter spatial learning in a VS approach of MWM but it slightly impairs memory recall. 

Hippocampal-dependent learning remains intact while memory recall is altered. 
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←Previous page Figure R31. Rnd2 overexpression in adult-generated neurons does not affect spatial 
memory during MWM in VS training. However, a deficit is observed in the probe test showing 
abnormalities in memory retention and recall. A. Schematic representation of the experimental arena 
used during MWM with variable start test. The pool is divided in four quadrants: NW, NE, SW and SE. The 
target platform is always located in the NE quadrant. Mice starting points are randomized throughout the 
process. B. Representative exploratory paths followed by Rnd2-DsRed-injected animals during different 
days throughout the learning process. C. Total distance the animals of each experimental group swim each 
day of the learning process to get to the platform. D. Swimming velocity of the animals per day. E. Time 
to get to the platform during the probe in both of the experimental groups. F. Number of entries inside 
the platform area during the probe. G. Latency to get to the platform during the training days and also 
during the probe in both of the experimental groups. H. Representative exploratory paths followed by a 
DsRed (top) or a Rnd2-DsRed (bottom) injected mouse during the Probe. I. Percentage of time spent in 
each of the four quadrants during the Probe. Discontinuous line shows the chance level of spending time 
in a random quadrant. DsRed injected animals spend longer time in the target quadrant (NE) than Rnd2-
DsRed-injected animals. Two-way ANOVA followed by all pairwise comparisons by Holm-Šídák post-hoc 
test. *p<0.05. No statistical differences were found in the rest of the analyses. MWM: Morris Water Maze; 
VS: Variable Start; NW: North West; NE: North East; SW; South West; SE: South East. Bars show mean ± 
SEM. Dots show individual data. 

 

6.5.7.2. Rnd2 overexpression in newborn neurons does not alter spatial 

navigation in a hippocampal-independent task. 

To assess hippocampal-independent memory we a different variable of MWM: the Constant 

Start procedure (CS). In this design, we also hid the platform from the beginning of the training 

but the starting point was maintained constant for all trials (Fig. R32 A). In this case, although 

the development of an allocentric mapping strategy is not prevented, the animal can also learn 

the position of the platform using egocentric strategies consisting of, for example, an association 

of an invariant configuration of spatial cues to the escape platform (place learning). Egocentric 

strategies are known to be hippocampal-independent and thus, if the starting point is 

maintained constant, animals can solve the water maze task even after a complete impairment 

of the hippocampus (Eichenbaum et al., 1990). Here, after nine days of training sessions, two 

tests were performed to assessed two types of memory. Firstly, mice were released just once 

from a Novel Start position (NS) to test for flexibility and assess whether they also established 

an allocentric strategy. Then, we removed the platform and performed a second Probe to test 

for memory recall. 

The parameters used to evaluate the performance during the learning process are the same as 

in the previous strategy: latency to teach the platform and swam distance. Both groups showed 

a similar, although irregular curve of learning (Fig. R32 D, F) as we will later discuss. Their 
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swimming speed remained normal throughout the process (Fig. R32 E). Both groups exhibited 

an efficient performance and found the platform properly even in NS conditions. In conclusion, 

there were no significant differences in their latency to reach the platform during the NS (Fig. 

R32 G). 

We obtained the same result later with the Probe. Both groups spent a similar amount of time 

reaching the area where the platform used to be (Fig. R32 B) and tried to re-enter this area 

several times (Fig. R32 C). Also, the time tend to spent consistently more time in the quadrant 

where the platform used to be located (Fig. R32 H). No differences were found between the 

groups in any of the parameters regarding the Probe. In conclusion, Rnd2 overexpression in 

hippocampal adult-born neurons does not alter hippocampal-independent memory, as it is 

demonstrated by the CS variation of MWM. 
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Figure R32. Rnd2 overexpression in adult-generated neurons does not affect spatial memory during 
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MWM in CS training. A. Schematic representation of the experimental arena used during MWM with CS. 
The pool is divided in four quadrants: NW, NE, SW and SE. The target platform is always located in the NW 
quadrant. There is only one point of release for mice during training labelled as CS. Later, a novel start will 
be used when the training is done. B. Time to get to the platform during the probe in both of the 
experimental groups. C. Number of entries inside the platform area during the Probe. D. Total distance 
the animals of each experimental group swim each day of the learning process to reach the platform. E. 
Swimming velocity of the animals per day. F. Latency to reach the platform during the training days and 
also during the probe and the NS in both of the experimental groups. G. Time elapsed to reach the 
platform during the NS in both of the experimental groups. H. Percentage of time spent in each of the 
four quadrants during the Probe. Discontinuous line shows the chance level of spending time in a random 
quadrant. Two-Way ANOVA. No statistical differences were found in any of the tests. MWM: Morris Water 
Maze; CS: Constant Start; NW: North West; NE: North East; SW; South West; SE: South East; NS: Novel 
Start. Bars show mean ± SEM. Dots show individual data. 
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7. DISCUSSION. 
 

7.1. CCI AS AN APPROPIATE MODEL OF TBI. 

The efficacy of modelling TBI has been questioned on multiple occasions generating an intense 

debate. The heterogeneous nature of this pathology together with the extensive list of factors 

that may interfere during its development create a highly complicated scenario to replicate 

(Mckee & Daneshvar, 2015). 

Instead of paralyzing in front of the magnitude of this problem, the scientific community has 

responded by creating a myriad of solutions adapted to each of the situations. Starting with in 

vitro models, we can try to simplify the most complex issue to the minimum unit. For example, 

studying the effect of compression over one specific cell type (Kane et al., 2011; R. F. M. Silva 

et al., 2006). By adding levels of complexity to this specific issue we can keep piling on useful 

information that helps us to build the bigger picture: what would happen in the same scenario 

to organotypic cultures? Or in living animals? What specific areas are the most affected ones? 

What are the different consequences over more severe or milder forms of injury?  

In this same line, the Controlled-Cortical Impact model, which is the chosen one in the present 

study, is a smart solution that allows us to set specific boundaries in an animal model that can 

be customized at convenience. By choosing the area that will be injured, the depth and the 

velocity of the impact, and its dwelling time, we can very much model the severity of any TBI 

and replicate it under controlled conditions (Albert-Weissenberger & Sirén, 2010). 

Another characteristic of TBI that has been found to be decisive for the progression of the 

pathology is the presence or absence of skull break. Apart from determining the previously 

mentioned parameters, the fact that the skull may crack during an injury adds another level of 

complexity to the issue. This is the reason why many studies resolve to use a Sham group as a 

control (Almeida-Suhett et al., 2014; Hall et al., 2005). Sham animals are subjected to a 

craniotomy. During this surgery, the part of the skull that is located right above the coordinates 

where the injury will take place is removed carefully without damaging the dura and later 

replaced back on (Romine et al., 2014). On the other hand, the animals named as Control in this 

study do not undergo any type of surgical procedure. By using a combination of both of these 

groups, we are able to extract more useful information. Not only can we determine the 

consequences of TBI over AHN, but we can also observe how much the craniotomy contributes 
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to those consequences. The level of inflammation and damage produced by the craniotomy has 

been very often underestimated since most studies only take the Sham group as a baseline and 

discard Control animals. By comparing all of these three groups, we can determine the 

repercussion and contribution of skull break into TBI to the whole aftermath of the injury. 

 

7.2. NEURONAL ACTIVITY AFTER TBI: CONSEQUENCES ON 

THE HIPPOCAMPAL CIRCUITRY.  

Hippocampal vulnerability towards TBI has been consistently reported (Gao et al., 2008b; Grady 

et al., 2003; Lowenstein et al., 1992; Witgen et al., 2005). Between the many effects of TBI in the 

hippocampus, a common one comprehends hilar neurons loss (Lowenstein et al., 1992). 

Although they comprise a small percentage of the whole hippocampal neurons, hilar neurons 

are an important component of the local inhibitory circuitry that modulates dentate granule cell 

excitability (Grady et al., 2003). Decreased hilar inhibitory neuron number may lead to increased 

DG net synaptic efficacy (Witgen et al., 2005). In this context, adult-born neurons play an 

important role in modulating activity at the circuitry level. For example, adult-born neurons 

innervate tens of basket interneurons which in turn inhibit hundreds of mature granule cells 

(Fig. D1) (Freund & Buzsáki, 1998). Newborn neurons are also known to innervate hilar mossy 

cells, which also activate many mature granule cells contralaterally. There are many published 

studies supporting a role of adult-born neurons in inhibiting recurrent network activity in the 

DG, likely through regulation of interneurons (Lacefield et al., 2012; Song et al., 2012). 
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Figure D1. Diagram representing the trisynaptic circuitry in a transversal section of the hippocampus. 
Mature and newborn granule cells (pink and green respectively) are located in the GCL of the DG where 
they receive their major synaptic input from the Medial and Lateral Perforant Path (MPP and LPP) that 
originates from the Entorhinal Cortex (EC). These GC send their axons (mossy fibers) to the CA3 pyramidal 
cells which in turn send their axons to CA1 pyramidal cells. These CA1 pyramidal cells finally project back 
to the EC. Inhibitory interneurons (such as basket cells) provide a dense network of GABergic synaptic 
boutons within the GCL and SGZ, innervating both mature and newborn GCs.  

In our study, we validate an increase in mature granule cells activity demonstrated by the 

enhancement in the c-fos expression in this population. In light of the above mentioned 

information, we can assume that this change in neuronal activity may have a variety of both 

causes and repercussions inside the hippocampal circuitry. Although we cannot make any claims 

on how this could affect the pre-existing population of adult-born neurons in the DG, we know 

that through the innervation of basket interneurons and hilar mossy cells, adult-born neurons 

are communicating with mature granule cells (Fig. D1) (Song et al., 2012). It is clear that the 

boost in neuronal activity could be altering the whole functioning of the hippocampal circuitry, 

including its effects in the adult-born neuronal population. 

 

7.3. CORTICAL INJURY CONTRIBUTES TO THE 

PATHOLOGICAL TBI OUTCOME. 

We consider important to include the conclusions of the present work in the context of an 

injured brain with multiple affected areas (either directly or indirectly). TBI produces an 
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immediate cell death due to mechanical forces. Furthermore, the progressive atrophy of 

surviving cells and/or white matter degeneration will later exacerbate the tissue loss (Gale et al., 

1993, 1995; Lifshitz et al., 2007). To compensate this, the absent parenchyma is replaced with 

cerebrospinal fluid filling the generated cavity. This produces a hydrocephalia ex vacuo, but TBI 

may also lead to increased ventricular volume caused by what is known as compensatory 

atrophy. To facilitate comparisons among different degrees of lesions, the amount of tissue loss 

is often used as an objective assessment of injury severity (X. Wang et al., 2016). The lost volume 

is estimated by measuring its area in the brain sections together with the distance between 

them (Cavalieri Principle) (Henery & Mayhew, 1989; Michel & Cruz-Orive, 1988).  

In our study, we establish the severity of the injury prior to the surgery instead of doing it post 

hoc. By adjusting the depth of the impact (1mm), its velocity (5m/s) and dwell time (600ms) we 

reproduce a moderate form of CCI. Cavity volume is not specifically measured, however, we 

could observe that it was concordant to other published models with similar severity (Villasana 

et al., 2015; X. Wang et al., 2016). In human patients, anatomical and response-dependent 

scales are used as a method to quantify severity after TBI (see 3.2.2. Severity Measurement). 

However, there is no such a thing for animal models. Severity, in this case, is set depending on 

the parameters of the model and later double-checked with the level of damage to the tissue. 

It should be noted when interpreting the neurobehavioural outcome of these studies that the 

cortex is another vulnerable area for TBI. It modulates executive functions such as working 

memory, decision making, problem solving and mental flexibility (McAllister, 2011). 

Nevertheless, depending on the impacted area, the affected functions may change drastically. 

For example, injuries in the occipital cranial region can lead to long-lasting visual impairments 

after impairment of the occipital cortex (Frankowski et al., 2021). On the other hand, impact on 

the parietal region damaging the somatosensory cortex could lead to motor and sensory deficits 

(Carron et al., 2016). 

 

7.4. THE INCREASE IN THE DB THICKNESS AS A CENTRAL 

FACTOR OF THE INJURY. 

The vast majority of the GCL neurons are born after birth (Angevine, 1965; Bayer, 1980; Bayer 

& Altman, 1974). Postnatal neurogenesis follows a sharp peak early after birth and then it drops 

off later by the second week (Bayer & Altman, 1974). Once developmental neurogenesis is over, 

only adult neurogenesis remains active in the mouse hippocampus. The number of neurons that 
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are being added continuously to the brain due to this adult neurogenesis sharpy decreases in 

the first few weeks in young adults. As well as the number of added neurons, the occupied space 

by these neurons is also rapidly reduced and they hardly contribute to an increase in the total 

volume of the DG. 

In our TBI model, we describe a progressive increase in the thickness of the DB of the GCL which 

becomes evident at 15 days post-injury and that remains present for 4 months. The timing of 

this event suggests that the observed variation could be due to the generation and integration 

of new neurons into the DG. On the other hand, the fact that the alteration is still present long-

time after the injury suggests that a high percentage of these new neurons could be surviving 

and integrating into the circuitry after the initial period of cell death. We may also expect that 

the enlargement of the soma size observed in new neurons could also contribute to the DB 

thickness increase. However, the definitive cause for this increase in the thickness of the GCL is 

still not clear and we consider it could be the consequence of multiple factors converging after 

the injury. 

It is important to take into account two characteristics of the CCI model when evaluating the 

changes in the DB thickness. First of all, the depth of the impact is set at 1mm from dura. This 

means that the directly impacted area is restricted to several cortical layers. Therefore, any 

alterations observed in the hippocampus will always be an indirect consequence of the 

mechanical forces. And second, the diameter of the impactor is set to 3mm. The area located 

just under this 3mm diameter will be the most affected one, placed immediately at the centre 

of the injury. We characterized the effects at close neuroanatomical level and we found a 

progressive trend in which the maximum damage was located in the area closest to the impact, 

decreasing progressively as we get further from the impacted area. (Fig. D2). This is the main 

reason why we limited a very specific region where all studies were performed. The main effect 

of TBI over the DG is locally reduced to the impacted area and close surroundings.  

The fact that the experimental group of animals with TBI shows an increased thickness of the 

DB (even though the affected area was a very limited one), could eventually lead to an increase 

in the total volume of the GCL. Therefore, we decided to reflect every result in terms of both 

cellular densities and total numbers in the analysed area in order to take into account the 

possible changes in volume of the DG (Fig. D2). In general, changes in any population in terms 

of cellular density are correlated with changes in the total number of that population in the DG. 

The fact that the DB thickness is increased is not enough to alter the total number of the NSC or 

the immature neuron population in most of the cases. The only result in which DB thickness 
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seems to have an effect on is the total number of immature neurons 4mpTBI. In this case, there 

is a decrease in cellular density which is not reflected in total numbers: the total population of 

DCX+ at this point is not significantly different among the three experimental groups (Fig. R15 

and Fig. R16). At this point the change in the DB thickness is enough to compensate for the 

decrease in immature neurons after TBI and therefore, the total number of the population is 

unaltered.  

Figure D2. Illustration of a serial cut reconstruction of a 4mpTBI lesion in an injured brain. Left 
hemisphere is cut sagittally into 50µm thick slices and divided into six series. The image shows 6 slices of 
one series. (*) labels the mainly affected slices by the TBI, which comprehend the analysed area for the 
cellular studies. Scale bar is 3000µm. D: Dorsal, V: Ventral, P: Posterior, A: Anterior. 

 

7.5. GLIAL CONTRIBUTION TO CELL PROLIFERATION 

AFTER TBI.  

Proliferation in the hippocampus is executed by several different cell types: microglia, 

astrocytes, blood vessels and others. All of these cell types have been reported to activate and 

enter into cell division after injury (R. G. Mira et al., 2021). In our model, cell division is activated 

in the GCL in the acute phase after TBI persisting over time until 15dpTBI and then fading away.  

We demonstrate the presence of proliferating cells after TBI by immunofluorescence against 

both Ki67 and BrdU, observing proliferating cells distributed throughout the whole GCL (both 
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Dorsal and Ventral Blades) and the SGZ. We also observe more proliferating cells in the Hilus 

and the ML. By 4mpTBI, cell proliferation is clearly higher in Control animals than in Sham but 

there is no difference with TBI. This suggests a possible effect of the surgical craniotomy over 

cell proliferation irrespective of the impact itself. Now, we will comment briefly on several 

events of different cell types that may lead to the general cell proliferation increase in the DG. 

Astrocytes are a type of cell glia that produces astrogliosis during an injury. Astrogliosis is a 

process that has been widely documented after TBI of different severities (Chen et al., 2014; Luo 

et al., 2014; Mouzon et al., 2014). The formation of an astroglial scar is a protective mechanism 

to avoid spreading of secondary damage to other brain regions (J. R. Faulkner, 2004). The 

formation of this scar gives important inflammatory mediators to remove damaged tissue 

(Sofroniew, 2005). However, they could also exacerbate negative outcomes, for example 

contributing to excitotoxicity, spreading the damage to distal sites of the lesion, 

neuroinflammation and oedema. 

Microglia are the resident macrophages of the central nervous system (CNS). Activated microglia 

release cytokines and other factors that may promote inflammation resulting also in further 

tissue damage (Bodnar et al., 2018). Microglia response can be observed chronically by weeks 

or months after brain injury (Henry et al., 2020). Furthermore, both glial responses to TBI are 

not isolated, but probably integrated and with each other. This issue has been barely studied 

but it would be interesting to know how astrocytes and microglia coordinate during injury 

response. 

Another cell type present in the CNS are oligodendrocytes, which act as myelin producers, 

promoting axonal support. TBI produces oligodendrocyte apoptosis for up to 5 weeks after TBI 

(Dent et al., 2015) promoting demyelination and oligodendrocyte loss (Lotocki et al., 2011). 

Polydendrocyte (oligodendrocyte precursor cells, NG2+ cells) proliferation has also been 

characterized after TBI (Kim et al., 2012; Mierzwa et al., 2015). 

 

7.6. NSCs AFTER TBI.  

Adult hippocampal neurogenesis is a process highly sensitive to different experiences like 

physical exercise, environmental enrichment or stress (Cope & Gould, 2019; Kempermann et al., 

1998; Yun et al., 2016). Therefore, it represents an adaptive mechanism which responds to 

demands of the external environment. Neurogenesis and NSCs also respond to internal stimuli 

such as pathological conditions adapting and changing several of their intrinsic characteristics 
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like their expression markers, their morphology, their type of cell division and eventually even 

their pool size and their subsequent progeny. For all these reasons, it is fundamental to consider 

NSCs as an important part of the whole adult neurogenic process. 

 

7.6.1. NSCs reactivity as a chronic trait of TBI. 

NSCs conform a very heterogeneous population. This heterogeneity is reflected in different 

traits like their proliferating rate, markers expression, morphology and others (Ibrayeva et al., 

2021). It should be considered, therefore, that TBI could modify differently the NSCs 

subpopulations depending on their vulnerability level, altering the dynamic of the whole pool 

and also their progeny. 

The intrinsic changes of NSCs morphology and function after the exposure to pathological 

conditions lead to NSC reactivity in a similar manner to astrocytic reactivity. Astrocytes have also 

been described to respond to TBI by proliferating but also increasing their size. The hypertrophy 

in these cells has been related to aberrant neurogenesis in the hippocampus including ectopic 

growth and migration of newborn neurons (Robinson et al., 2016). When we measure the area 

occupied by GFAP in the GCL, we cannot discard that part of this increase may be due to 

astrocytes residing in this area together with the NSCs 

We assessed the level of NSCs reactivity after TBI using two different parameters. The first one 

is the thickness of their primary processes. These processes show an increment in their thickness 

as early as 3dpTBI and it is conserved until at least 2mpTBI. By 4mpTBI, however, there are no 

significant differences between the experimental groups. The second parameter consists is the 

area occupied in the DG by GFAP which is significantly higher at least 3dpTBI compared to both 

Control and Sham animals. 

NSCs become reactive in the acute phase after TBI (Fig. D3) and they remain in a reactive state 

for a very long time (2mpTBI), although seems to fade away with time (4mpTBI). It is important 

to notice that the level of reactivity measured by thickness of the primary processes also 

increases in Control and Sham animals, specifically in the last checked timepoint (4mpTBI) (Fig. 

R7 H). The NSC pool is very dynamic and it changes throughout the lifespan of mice. A switch in 

this population in aged animals has already been described (Martín-Suárez et al., 2019a). The 

remaining NSCs in aged brains in Nestin-GFP mice show a more complex morphology correlating 

with the increase in NSC reactivity observed in the Control group (6 months old animals) and 

therefore, masking the persistence of reactivity after TBI. It should be noted that NSCs reactivity 
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is not just an effect taking place during the acute phase after TBI, but it also seems to be, at least 

to some degree, a chronic transformation. In other pathological conditions, such as epilepsy, 

once NSCs become reactive and start to divide, their daughter cell conserves the reactive 

phenotype (Sierra et al., 2015).   

 

Figure D3. Diagram summarizing the described effects of TBI over NSCs during the acute phase. NSCs 
display an increased proliferative rate and reactivity 3dpTBI. This reactive state is manifested in the form 
of thicker primary processes and increased expression of GFAP in the GCL. 

 

7.6.2. NSCs acute proliferation after TBI depends on multiple 

factors. 

NSCs enhance their proliferation in the acute phase after TBI (3dpTBI), as we demonstrate using 

BrdU as a marker for cell division (Fig.D3). Regarding previous publications there is a lot on 

controversy on whether TBI increases, decreases or does not affect NSC proliferation. In a 

publication in 2016, Wang and colleagues examine the effects on neurogenesis of three different 

models of CCI -mild, moderate and severe- by increasing the depth of the impact (Fig. D4). They 

conclude that while mild TBI does not affect neurogenesis, moderate TBI promotes NSC 

proliferation but without increasing neurogenesis. Finally, only the severe model of TBI is able 

to enhance NSC proliferation, immature neuron number and mature neuron generation (X. 
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Wang et al., 2016). Therefore, severity seems to be directly related to the level of activation of 

the neurogenic cascade (the higher the damage, the more likely it is for neurogenesis to take 

place) (Fig. D4). Another study carried out by using a Fluid Percussion Injury (FPI) model in rats 

focuses in the acute effect of the injury and the proliferative activity in the hippocampus in the 

first 48 h. They found in this interval of time a mainly gliogenic response. Using BrdU to label 

proliferation after injury and trace their cellular fate, they unravel that the predominant cell 

types making up for this proliferative response are microglia/macrophages and astrocytes 

(Chirumamilla et al., 2002). In a similar study, Gao and Chen, using a moderate CCI model in mice 

they find out that NSC proliferation is transiently increased shortly after the injury (48-72 hours) 

and the majority of the surviving progeny analysed at 5 weeks are astrocytes coming from NSCs. 

Thus, they conclude that this moderate CCI model enhanced proliferation of NSCs without 

significantly increasing neurogenesis in the adult hippocampus, suggesting the possibility of 

selective susceptibility of immature newborn neurons (Gao & Chen, 2013). 

 

Figure D4. Different TBI severities from a CCI model varying injury depth shown by Nissl staining 48 hours 
after the impact. Serial coronal sections from mild (A) moderate (B) and severe (C) and TBI. Increasing 
levels of cortical disruption and cavity formation are obvious. Modified from (X. Wang et al., 2016). 

The hypothesis behind the activation and proliferation of NSCs after TBI is related to the neural 

death that takes place in the hippocampus after the injury. Mossy cells, which reside in the hilar 

region of the hippocampus are glutamatergic and are known to form synapses with hilar 

inhibitory interneurons (Scharfman & Myers, 2013). Chemo-genetic activation of mossy cells 

causes GABA release (via stimulation of inhibitory neurons) onto NSCs, promoting a quiescent 

state. In contrast, mossy cell inhibition facilitates proliferation by reducing GABA release onto 

stem cells (Yeh et al., 2018). TBI is known to produce death of hilar GABAergic neurons 

(Lowenstein et al., 1992; Santhakumar et al., 2000; J. Zhao et al., 2018). Therefore, the loss of 

these inhibitory neurons is likely to remove the inhibitory constraint over NSCs and facilitate 

their proliferation after injury. 
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In conclusion, although many publications agree on an increase in AHN after TBI, which involves 

an activation of NSCs, there is still no consensus on this issue. What is clear is that there are 

many factors (i.e., the severity, the used model, the brain areas which area affected, the ratio of 

primary/secondary injury produced, etc) which could have an impact on the level of cell number 

driven by the neurogenesis after injury (Fig. D5). In our hands, NSC proliferation boosts in the 

acute phase after the injury. 

Figure D5. Table summarizing the variability of the results of previous works of TBI over neurogenesis. 
Data illustrates the TBI and the animal model and the time after the impact when the histopathological 
characterization was performed (data from Bielefeld et al., 2019). 

 

7.6.3. NSCs proliferation throughout time. 

In our study, apart from characterizing the initial enhancement of NSC division and cell 

proliferation in the acute phase, we also check long-term effects after the injury. Quantifying 

the cellular density and total number of dividing NSCs (counted as Ki67+ NSCs), we observe an 

increase at 15dpTBI. This result would suggest a persisting activation of NSCs after the injury. 

However, calculating the proliferation index by dividing the proliferating NSCs by the total 

population of NSCs, we obtain a more precise idea of cell activation, and we can see how the 

previous differences vanish becoming just a trend (Fig. R11-R13). Therefore, even if the total 
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NSC pool at this timepoint is slightly bigger in TBI animals, the proportion of the activated NSCs 

is the same as in Control and Sham conditions. By 2mpTBI there are no differences at all between 

the groups in terms of NSC proliferation and finally, by 4mpTBI there is a decreased density, total 

number and proliferative index of NSCs. Interestingly, at 4mpTBI, sham animals display a lower 

NSC proliferation. This decrease could be due to a long-lasting effect to the craniotomy which 

could be related to a certain amount of inflammation. Thus, NSCs proliferative potential could 

be impaired in the chronic stages. An increase in NSC proliferation could be followed by an early 

decrease and loss of the neurogenic capacity. The plastic heterogeneity of NSCs tends to 

contribute to their preservation during aging. Previous research show how after several cycles 

of cell activation, active NSCs disappear with age and are substituted by a more quiescent NSCs 

population (L. Harris et al., 2021; Ibrayeva et al., 2021). In agreement with these observations, 

in our laboratory, we previously found different ways of NSCs division over aging depending on 

the implicated subpopulation of NSCs (Martín-Suárez et al., 2019a). Extrapolating this to our 

results, we might think that TBI could also selectively impair specific NSCs subpopulations. What 

we can conclude at this point is that different subpopulations of NSCs in the hippocampus can, 

not only behave differently, but also change their dynamics with time accordingly to previous 

published data (Ibrayeva et al., 2021). 

 

7.6.4. Progression of NSCs population throughout time after TBI. 

Neurogenesis may be enhanced at different levels from the neurogenic cascade. Knowing that 

NSC proliferation is altered in our TBI model, we hypothesized that the NSC population could be 

exhausted over time due to its increase of proliferation leading to its depletion (Encinas et al., 

2011a). Unexpectedly, we do not observe any changes in the size of the NSC pool throughout 

the studied timepoints. However, we observe a similar progression of the population in all of 

the groups: the age-related decrease. In conclusion, at the observed time points, TBI does not 

produce an early exhaustion of the NSC pool. 

A possible explanation could be that the increase in NSC proliferation is only moderate and not 

high enough to produce a massive early exhaustion of the NSC pool. In other pathological 

models, NSC proliferative boost has already been characterized. For example, in a Mesial 

Temporal Lobe Epilepsy model (MTLE), using a similar methodological approach of 

intraperitoneal BrdU similar to the one used in this study,  NSC proliferation raises to 15% 

compared to the basal level of 3-4% determined in Control animals (Sierra et al., 2015). In our 



   
 

168 
 

case, after TBI, NSC proliferation increases to a 7-8%. This means that we would need to analyse 

at a longer timepoint post-injury to be able to observe similar effects, if there were any. 

Another explanation related to this issue is that TBI could have an effect over the NSC type of 

cell division. In the previously mentioned publication with the MTLE model, the depletion of the 

NSC pool is mainly caused by an increase in the percentage of symmetric division of NSCs which 

leads to the production of reactive astrocytes instead of neurons (Sierra et al., 2015). To 

characterize way may happen in this TBI model, we should check the number of generated 

neurons, reactive astrocytes and proportion of symmetric/asymmetric divisions in NSCs after 

TBI. 

Other cell types that could be also contributing to the general boost of cell proliferation are the 

intermediate progenitors (ANPs). A study led by Neuberger and collaborators characterized the 

population of ANPs (as Tbr2+ cells) and NSCs (as Sox2+/GFAP+ cells) at 3 days and 90 days after 

an injury. They found that the proliferation rate and the total population of ANPs increased by 

3 days and then dropped by 90 days in the injured group. They observe similar effects for DCX+ 

immature neurons. However, no changes are observed in the NSC population: the proliferation 

index is not measured and the only reduction in the population is due to the age difference 

between the two timepoints and therefore unrelated to the Sham/TBI groups (Neuberger et al., 

2017). In this case, the neurogenic burst taking place shortly after the impact is considered as a 

negative consequence since it impairs the long-term neurogenic capacity by ablating dividing 

ANPs. In order to try to correct these changes they attempt to reduce this neurogenic burst and 

return it to physiological levels instead of completely ablating neurogenesis as it was 

traditionally done. By using a vascular endothelial growth factor receptor 2 (VEGFR2) antagonist, 

they are able to reduce this abrupt increase in neurogenesis and conserve the dividing 

population of ANPs for a longer time (Neuberger et al., 2017). The effects of VEGFR2 suppression 

are not only restricted to the level of neurogenesis, but they also reduce seizure susceptibility 

detected in the animals (Neuberger et al., 2017), although this has not been necessarily linked 

directly to newborn neurons.  

In our TBI model, NSC preservation seems to be prioritized allowing early proliferation without 

producing a depletion of the pool.  

 

7.7. PROGRESSION OF THE NEWLY GENERATED NEURONS 

THROUGHOUT TIME AFTER TBI.  
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The increase in NSC proliferation (and maybe also ANPs) translates in a higher cellular density 

of DCX-expressing immature neurons 15dpTBI (Fig. D6). Previously, at 3dpTBI no changes in this 

population were observed, suggesting that the present population of developing neurons in the 

DG at the moment of the injury was not significantly damaged. The increase in immature 

neurons is maintained at least 2mpTBI, pointing to a sustained in time potentiation of 

neurogenesis. However, by 4 months, the density of developing neurons in the DB of the DG is 

actually lower in TBI animals compared to both Sham and Controls, coinciding with the decrease 

in the NSC proliferating index (Fig. D6). When we normalise these results by the total volume of 

the DG, the decrease of the number of DCX-expressing cells at 4mpTBI is no longer observed. 

Due to the increase in the total volume of the DG, even though the cellular density decreases, 

the total number of these cells is not significantly different respect to Sham or Control animals. 

Therefore, in our hands, neurogenesis is boosted after TBI for several weeks until at least 

2mpTBI. By 4 months, both NSC proliferation and density of immature neurons in the DG 

decrease, but not in total numbers. 
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Figure D6. Diagram summarizing the described effects of TBI over adult-generated newborn neurons. In the 
short-terms after the injury, neurogenesis is increased in numbers and new neurons show an aberrant 
migration and bigger soma size. Rnd2 overexpression in these neurons is able to correct the aberrant migration. 
However, the increased soma size phenotype is not replicated under these conditions. Long time after the 
injury, the number of newly-born neurons is decreased but their migration and cell body size is normal. 
Throughout all the timepoints, the dendritic spine density remains unaltered. 

As it was mentioned previously, published results regarding neurogenesis after TBI are 

contradictory. For example, Rola et al. described in a study a loss of SGZ precursor cells which 

translates into a later decrease in new neuron production in a moderate model of CCI. In this 

case, the decrease is attributed to a higher sensitivity of these cells to the injury (Rola et al., 

2006). In other works, like the one from Ga & Chen, instead of pointing to the high sensitivity of 

precursor cells, they present newborn neurons as the main vulnerable population (Gao & Chen, 

2013). In the scenario they present, in order to successfully repair damage to the brain caused 
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by TBI, additional events would be required to increase not only proliferation of NSCs, but also 

to prevent newborn neurons from dying. Other studies claim that this difference on the 

production of new neurons after injury may be related to the type of damage produced. By using 

a mild model of TBI, which is focused in producing specifically axonal injury (Traumatic Axonal 

Injury, TAI), Bye and colleagues propose that despite inducing a robust stimulation of cell 

proliferation in the neurogenic regions, TAI does not result in an ultimate increase in the number 

of new granule neurons (Bye et al., 2011) unlike it would happen in other focal TBI models (Sun 

et al., 2005, 2007; Yu et al., 2008). Now, in the opposite direction, several studies provide 

evidence of an increase of adult hippocampal neurogenesis after TBI. Braun and collaborators 

were one of the first ones to report this in 2002 using βIII-Tubulin expression as a marker for 

newborn neurons. Newly-generated neurons in the DG contain high amounts of βIII-Tubulin in 

their microtubules which plays a major role in the polymerization and depolymerization of the 

intracellular cytoskeleton, key for cell migration in neuroblasts (Braun et al., 2002; Moskowitz & 

Oblinger, 1995). Further maturation into differentiated neurons is accompanied with a sharp 

decline of βIII-Tubulin expression. In this study, they describe particularly numerous neurogenic 

cells in the dentate gyrus which localization coincides with the areas of the tissue that show a 

better recovery (Braun et al., 2002). 

It could be argued, however, that the study does not follow these newborn cells throughout 

their maturation process and is only focused in the increase in neuroblasts. Nevertheless, there 

are other studies which use the expression of the neuronal nuclear protein (NeuN) together with 

the incorporation of BrdU to investigate the actual production of mature neurons that get 

incorporated into the hippocampal circuitry (Sun et al., 2005). For example, Sun et al., 2005 

investigate age-related differences in the cell proliferative response of the rat brain following 

TBI, determining that the production of neurons is two times higher in the juveniles compared 

to adults. Interestingly, the increase of neuronal differentiation is linked to a larger pool of 

proliferative cells consequence of the injury (Sun et al., 2005). The period of neuronal formation 

and integration would strongly correlate with the data of Prins and Hovda obtained with the 

Morris Water Maze demonstrating that juvenile rats experience fewer cognitive deficits and 

have a higher index of recovery than adult rats (Prins & Hovda, 1998). Integrating the results of 

both works, we may deduce that injury-induced neurogenesis may try to replace the damaged 

neurons in an attempt to the repair of damaged neuronal circuits. 

Most of these published works take advantage of the use of different cellular markers that are 

associated to diverse maturing neuronal states (βIII-Tubulin, DCX…) (Braun et al., 2002; Ibrahim 

et al., 2016). However, these limitations have perpetuated the doubt on whether the changes 
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on the level of neurogenesis after injury are real or they could be misread with changes in 

neuronal maturation that may delay or shorten the neurogenic process. To tackle this issue, Yu 

and colleagues designed a strategy where they used a Nestin-delta-HSV-TK transgenic mice 

together with a ganciclovir treatment (Yu et al., 2008). Specifically, NSCs proliferation was 

ablated during 4 weeks before the injury (the necessary time for the DCX-expressing immature 

neurons present in the DG to maturate and stop expressing DCX). The end of ganciclovir 

treatment was followed by CCI and seven days later, more DCX-expressing cells were observed 

in the SGZ and the GCL in injured brains compared to uninjured controls. These results suggest 

that injury enhances neurogenesis by stimulating proliferation of NSCs, but it does not 

accelerate neuronal maturation (Yu et al., 2008). 

 

7.8. ADULT-BORN NEURONS PLAY AN IMPORTANT ROLE 

IN THE HIPPOCAMPAL CIRCUITRY DURING THEIR 

DEVELOPMENT. 

Adult-born neurons up to 7 weeks after generation have different electrophysiological 

properties than their developmentally-born partners in the DG. The newly generated neurons 

predominately activate inhibitory neurons that regulate the activity of mature granule neurons 

within the DG (Drew et al., 2016). However, once they reach their full maturation, these cells 

are no longer distinguishable from the other resident granule neurons. It has been proposed 

that their differential maturating properties, may play a role in how they participate or regulate 

specific behaviours (Gage, 2000). Most of the changes reported after TBI produced in these 

newborn neurons coincide with that critical period of maturation and therefore they could have 

consequences at the future function. 

 

7.8.1. Adult-generated neurons display morphological alterations 

after TBI. 

During neurogenesis, an extensive and dynamic remodelling of the cell cytoskeleton is 

promoted, especially during the development and maturation of neuroblasts. When studying 

possible morphological changes in newborn neurons after TBI we found an important increase 

in the cell body size. 
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The area of the cell body in developing neurons of the hippocampus increases after TBI as early 

as 3dpTBI (Fig. D6). By this time, the DCX-expressing cells present in the DG are cells that were 

generated previously to the injury. Therefore, TBI causes alterations not just in neurons that 

would be born after the injury but also in the ones that were maturating at the time of the 

damage. The vulnerability of developing neurons to injury has been repeatedly demonstrated 

(Grady et al., 2003; Kotapka et al., 1991; Witgen et al., 2005). However, the increase in the soma 

size is still present 15dpTBI and even 2mpTBI. The DCX-expressing cells at these times were 

certainly born after the impact. However, neurons that are developing 4mpTBI show average 

cell body area compared to Controls and Shams (Fig. D6). In order to make sure whether new 

neurons born after TBI were affected by this alteration we sought to use RV-labelling for these 

cells. Using this tool, we observed that neurons born at the moment of the injury showed an 

increased cell body diameter 3 weeks after the impact compared to Control animals. 

The increase in the cell body size could be due to a general enlargement of the soma or to a 

more specific expansion of the nucleus. To determine a potential enlargement of the nucleus, a 

specific marker for it should be measured. With our data, we cannot make any claims about the 

main reason of this alteration. If the increase was specifically due to the soma, an osmotic 

imbalance could be favouring the entrance of extracellular liquid, therefore producing an 

increase of the volume occupied by the cytoplasm. However, if the change was due to an 

enlargement of the nucleus, as the images of DCX+ cells suggest, more specific mechanisms 

regarding the compaction of the DNA or structural changes in the intermediate filaments should 

be considered. 

The alteration of morphological development of newborn neurons has been previously 

described after injury. Some studies report a selective increase in the number of branches close 

to the soma, more dendritic branches and increased total dendritic length (Villasana et al., 

2015). However, others studies using a similar methodology show a decrease in dendritic 

complexity (Ibrahim et al., 2016). Thus, there is contradictory data describing the cellular 

alterations produced after TBI and more studies are necessary to complete this cellular 

characterization. 

 

7.8.2. Alterations in migration of adult-generated neurons may 

alter the overall hippocampal circuitry. 
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Another alteration that has been often reported in different models of TBI is a misplacement of 

newborn neurons along the GCL (Ibrahim et al., 2016; Shapiro, 2017; Villasana et al., 2015). A 

number of these neurons born after TBI often appear placed at the outer GCL when they are 

physiologically always located in the inner-third of the GCL (Sun et al., 2015b). This indicates an 

aberrant cell migration. In our model, we reproduced it at 15dpTBI and even 2mpTBI suggesting 

that the changes that cause this phenotype prevail in the DG for, at least, 6-8 weeks, impairing 

therefore an important amount of newly-generated neurons (Fig. D6). To corroborate the 

aberrant migration, we used a RV-vector to infect and label proliferating cells at the time of the 

impact. The NSCs or ANPs that were activated during the impact and started proliferating would 

likely become reactive as it was previously demonstrated in this study and later end up giving 

rise to aberrantly migrating RV-labelled neurons.  

How adult-born neurons reach their final destinations in the DG in a question still unanswered. 

It is known, however, that the radial glial scaffold forming the DG plays an important role during 

granule neuron migration. Studies in mutants with defects in reelin signalling cascade provide 

evidence for a role of this radial glial scaffold in the proper migration of granule cells. In these 

mutants, the radial glial scaffold is altered to a varying extent and this is accompanied by 

migration defects of GCs (Förster et al., 2002, 2006; K. H. Weiss et al., 2003). Another factor 

which has been reported to be required for relaying positional signals is Disrupted-In-

Schizophrenia 1 (Disc1). However, its participation is related to a general aspect in maturation 

and it does not intervein directly in neuronal migration (Duan et al., 2007). Other centrosome-

associated proteins such as PCM-1 and the length of cilia have been reported to affect indirectly 

to the migration of subventricular DCX+ cells (Pineda et al., 2013). However, if DCX+ cellular 

primary cilia or subgranular DCX+ cell migration could be affected remains to be elucidated. 

There are a bunch of processes and specific properties of neurons which are directly linked to 

their proper regulated migration: arrangement of axon projections in layers, orientation, target 

connection, neuronal subtype specification or activity-dependent refinement are some 

examples (Hatten, 1999, 2002). Bringing cells into appropriate spatial relationships and 

establishing the bases for the subsequent wiring of neural circuitries is fundamental. As a 

consequence, wrong cellular positioning could end up producing inappropriate connections with 

nearby targets in the pre-existing neural networks and performing inappropriate functions. 

Thus, aberrant migration has been shown to cause certain disorders such as epilepsy, dyslexia 

and schizophrenia (Marín & Rubenstein, 2003). 
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Moreover, the organization of granule neurons into laminae in the DG allows them to receive 

different neural input from different regions of the brain (Hatten, 2002). The 

commissural/associational fibres, which originate from the mossy cells in the contralateral and 

ipsilateral hilar region, terminate in the inner Molecular Layer (iML), whereas entorhinal fibres, 

which originate from projection neurons in the superficial layers of the entorhinal cortex, 

terminate in the outer Molecular Layer (oML) (99, 100). This lamina-specific termination of fibre 

projections results in a subcellular specificity of afferent input (Fig. D7). This way, 

commissural/associational fibres contact only proximal dendritic segments, whereas entorhinal 

fibres make synaptic contacts with only the distal dendritic segments of the same target cells 

(Fig. D7 B). Following this trend, the dendrites of granule neurons located at the first inner third 

of the GCL mainly distribute at the ML immediately adjacent to the GCL (iML). They form 

synapses with and receive input from ipsilateral and contralateral hippocampal commissural and 

associational fibres. While the dendrites of granule neurons located in the outer two-thirds of 

the GCL mainly distribute at the oML and form synapses with fibres from the enthorhinal cortex 

(Fig. D7 C) (Blackstad, 1956; Förster et al., 2006; Zimmer, 1971). Putting together this 

information with our results, we hypothesize that, while in healthy conditions newly born 

neurons are located near the SGZ and receive input from hippocampal commissural and 

associational fibers, after TBI, these same neurons would be more likely to receive input from 

the entorhinal cortex instead. Improper integration of these neurons could lead into functional 

impairment of learning and memory, one common complaint from patients who have suffered 

TBI (Piolino et al., 2007; Russell & Smith, 1961). 
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Figure D7. Afferent fibre projections terminate in distinct hippocampal layers which depend directly on 
its proper lamina-specific organization. A. The architecture of the hippocampus is organized in a layer-
specific manner. The DG includes a compact GCL containing the cell bodies of mature and immature GCs 
and the ML is mainly formed by the projection of these and other cell types being innervated by the fibres 
arising from distant locations. This ML can be divided into an inner (iML) and an outer (oML) region. B. 
The different subcellular compartments of the GCs are innervated by fibres coming from distinct sources 
depending on their location on the ML. The proximal segment of the GC is mainly in contact with 
commissural/associational fibres while the more distant segment communicates with entorhinal afferent 
fibres. C. The specific location of the GCs through the GCL may alter the specificity in the innervation of 
different fibres to distinct subcellular compartments. Modified from (Förster et al., 2006). iML: inner 
Molecular Layer; oML: outer Molecular Layer; GCL: Granule Cell Layer; DG: Dentate Gyrus; GC: Granule 
Cell. 

 

7.8.3. Dendritic spine density is not altered in neurons born during 

TBI. 

Alterations in neuronal maturation could also impair the process of integration into the 

hippocampal network. A fundamental step within this process is the establishment of dendritic 

spines. Because dendritic spines are the major post-synaptic sites of granule neurons to receive 

glutamatergic inputs, the timing of spine formation may reflect one of the important 

physiological transitions during their maturation. Thus, the number and shape of these dendritic 
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spines are indicative of the connectivity of these cells. Spine growth starts around 16 days after 

birth in adult-born neurons and it continues to increase for weeks (Denoth-Lippuner & 

Jessberger, 2021; Zhao, 2006). By the time neurons are three weeks old, they already show a 

dendritic density of around 1 spine/µm in physiological conditions. Therefore, analysing 

dendritic spine density at 3wpTBI (equivalent to 21 days), gives us very precise information 

about their degree of integration into the hippocampal circuitry: a delay in maturation would be 

shown by an absence of dendritic spines while a quicker integration would be evidenced by a 

higher dendritic spine density. With our model, neurons born during the impact showed no 

alteration of dendritic spine density at this point, indicating that there is not an alteration of the 

timing of integration of these neurons in the circuitry at 3wpTBI (Fig. D6). This results are in 

correlation with the few previous studies on dendritic spine density after TBI, which does not 

seem to be affected (Villasana et al., 2015). 

Electrophysiological properties of these neurons and their integration into the hippocampal 

circuitry have been previously discussed. Synaptic innervation and proper balance between 

excitatory and inhibitory synaptic activity has been reported (Villasana et al., 2015). Still, the fact 

that there could be an increase in the number of new neurons being incorporated in a short time 

to the hippocampal circuitry could be having long term effects, even if these cells integrate 

properly. Brain injury leads to loss of hilar inhibitory and excitatory neurons but not granule cells 

(Santhakumar et al., 2000; Toth et al., 1997). Since newborn neurons are mainly excitatory, they 

are unlikely to compensate for the loss of hilar inhibitory regulation after TBI. Instead, they are 

adding more excitatory neurons to a network that has already been challenged by a massive 

neuronal death and are therefore likely to contribute to an increased dentate excitability (Gupta 

et al., 2012; Neuberger et al., 2017). 

 

7.9. HIPPOCAMPAL-RELATED FUNCTIONAL 

CONSEQUENCES OF TBI. 

Some studies have also addressed the functional consequences of either impairing or promoting 

neurogenesis in the injured brain. Enhancing neurogenesis through the dispensation of different 

pro-neurogenic compounds: administration of nitric oxide donor DETA/NONOate (Lu et al., 

2003); infusion of S100B (Kleindienst et al., 2005) or administration of erythropoietin, 

antidepressants, statins or others (Blaya et al., 2014; Han et al., 2011; Lu et al., 2005; Yoshimura 

et al., 2003) is generally associated with improved neurological outcome (improved 
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performance in Morris Water Maze and other tests). Of course, the possibility that these 

treatments have effects in other cell types cannot be ruled out and therefore the improvement 

would not be necessarily directly related to neurogenesis. On the other hand, disruption of 

neurogenesis after TBI results in exacerbated hippocampus-dependent tasks dysfunction (Blaiss 

et al., 2011; Sun et al., 2015a). 

In our study we present the possibility of aberrant neurogenesis being the cause for some of the 

detrimental alterations in the hippocampus after TBI. Therefore, enhancing or ablating 

neurogenesis as a tool to restore the neurogenic potential in the adult mice brain would be a 

too simplistic solution to a very much complex issue. Instead, we lean towards the hypothesis 

that promoting physiologically-like neurogenesis in order to generate healthy neurons would be 

a much appropriate solution to try to prevent hippocampal damage. We, therefore, went deep 

into the study of a molecular candidate for the previously characterized alterations to try to 

prevent aberrant migration and increased soma size in newborn neurons after TBI. 

 

7.10. RND2 AS A CANDIDATE TO RESTORE 

PHYSIOLOGICALLY-LIKE NEUROGENESIS AFTER TBI. 

Cell migration requires a dynamic plasma membrane remodelling (Keren, 2011). Furthermore, 

the soma size and the translocation of neuronal nucleus after neurogenesis require dynamic 

changes of the cell cytoskeleton (Taverna & Huttner, 2010). The Rho family of small GTPases are 

an extensive family of key regulators of cell cytoskeleton in various cell types, including neurons, 

(Ridley, 2001a). For this reason, we considered them as good candidates that could regulate the 

altered properties of new neurons after TBI. We focused specifically in Rnd2 since, out of the 

many members of this family, only this one is selectively enriched in the adult SGZ (Miller et al., 

2013). 

Rnd2 expression is mainly found in endosomes (Fujita et al., 2002; Tanaka et al., 2002; Wakita 

et al., 2011) and endosomal signalling has been strongly associated to cell migration 

(Schiefermeier et al., 2011). Its cellular distribution makes it difficult to detect it at a protein level 

using commercial antibodies. Measuring its mRNA levels could be an indirect approximation to 

identify changes over its expression. Unfortunately, we lacked transgenic animals that allowed 

us to identify and isolate newly-generated neurons specifically, to study the expression of Rnd2. 

Even if mRNA levels remained unchanged, post-transcriptional modifications and interaction 

with other molecules could be the reason of possible unexpected alterations, which again would 
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not be reflected in the level of expression. Therefore, the main objective in this study is not to 

determine whether Rnd2 is responsible for the alterations in newborn neurons in the 

hippocampus after TBI. Instead, our interest is getting to know whether, regardless of being the 

main cause or not, Rnd2 may play a role by increasing its levels and could revert the aberrant 

phenotype of newborn immature neurons after TBI. 

Under physiological conditions, Rnd2 is cell-intrinsically required for the survival and maturation 

(migration, neurite outgrowth) of adult-born neurons (Kerloch et al., 2021). We will now discuss 

these functions separately. 

 

7.10.1. Potential role of Rnd2 in cell soma size. 

Previous studies reported, an increase of cell body size in absence of Rnd2, specifically in 

newborn neurons (Kerloch et al., 2021). Because a similar phenotype is observed after TBI, we 

hypothesize that increasing the expression of Rnd2 in neurons born during TBI, could revert the 

phenotype. Unexpectedly, the soma size increase -which was previously described using DCX as 

a maker and then reproduced with RV-Venus infection- was not then replicated with the RV-

(Rnd2)-DsRed construction. Control animals injected with the RV-DsRed showed a similar soma 

size when compared to Sham and TBI injected with the same RV. Future insight into the 

repercussion of this specific RV in cell dynamics would be necessary to identify the cause of the 

absence of the increased-soma phenotype in this case.  

Nevertheless, when we compare DsRed-injected (control RV) with the Rnd2-DsRed injected 

(Rnd2 overexpressing) groups in general, we can observe a tendency. However, Rnd2 

overexpression in these cells does not translate into a significant decrease in their cell body area 

at 15 days post-infection. It is important to note that the increment in the cell body size after 

the deletion of Rnd2 in physiological conditions has only been detected in 21 days old neurons, 

suggesting that maybe the absence of this protein is required for a longer time to provoke 

measurable change over time. 

 

7.10.2. Rnd2 expression is sufficient to correct the aberrant 

migration of newborn neurons after TBI. 

On the other hand, the alteration of cell migration after TBI is correctly reproduced using the 

RV-(Rnd2)-DsRed injection strategy. DsRed-injected animals in combination with TBI showed an 
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abnormal migration through the GCL, higher than DsRed + Sham and DsRed + Control conditions. 

Labelling the specific cell population to track is an elegant and precise approximation to study 

the alteration in cell migration. When Rnd2 is overexpressed in cells after TBI, the excessive cell 

migration is reduced to an equivalent level observed in Control animals (Fig. D6). Moreover, all 

the other animal groups also show a decrease of migration when Rnd2 overexpression is 

compared within the same groups (Control + DsRed vs Control + Rnd2-DsRed and Sham + DsRed 

vs Sham + Rnd2-DsRed). All these results suggest that the role of Rnd2 in controlling neuronal 

migration in physiological conditions is related directly to its expression. In the opposite, the lack 

of Rnd2 provokes an excessive migration (Kerloch et al., 2021). 

At intracellular signalling level, Rnd2 promotes migration partially through the inhibition of 

RhoA. However, the RhoA inhibition does not seem to be involved in Rnd2-mediated neuronal 

survival (Kerloch et al., 2021; Pacary et al., 2011). On the other hand, Rnd2 produces an 

accumulation of F-actin in neuronal processes as well as in the cell body. Actin dynamics also 

have been reported to be important for cell migration (Schaks et al., 2019). It is possible that the 

accumulation of F-actin upon Rnd2 knock down (Pacary et al., 2013) together with the plasma 

membrane trafficking could impair normal cell migration. This suggests that different roles of 

Rnd2 could converge in the observed phenotype, although intracellular signalling pathways 

mediating Rnd2 action, which are poorly understood, may vary (Azzarelli et al., 2015). 

In physiological conditions, AHN is considered beneficial for the individual and so are the stimuli 

that enhance it. Promoting neurogenesis results in an improvement of functional hippocampal-

related tasks, as it happens with physical exercise or environmental enrichment (Hodge et al., 

2008; Lee et al., 2000; Nilsson et al., 1999). These external stimuli promote neurogenesis 

without altering any of the properties of the generated neurons. However, whether enhancing 

AHN in pathological conditions is beneficial or detrimental is still unknown. While some consider 

that it could work as a mechanism of brain repair and regeneration, others doubt of the ability 

of the new neurons developing under altered conditions to properly integrate and accomplish 

their function (Yu et al., 2016). 

In this study we propose that the level of neurogenesis and the quality of the newly-generated 

neurons are two separated matters. Not every stimulus promoting neurogenesis is able to 

provide functional new neurons, and therefore the enhancement of neurogenesis should not 

always be considered as beneficial. We present here an approach to maintain the potentiation 

of neurogenesis after TBI but correcting the alterations of the neurons generated after the 
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injury. Instead of focusing in the increase of neurogenesis after the impact, we aim to assure a 

proper development and integration of the new neurons. 

 

7.11. EFFECTS OF RND2 OVEREXPRESSION IN ADULT-

GENERATED NEURONS IN ANIMAL BEHAVIOUR.  

Rnd2 role is not limited to survival and maturation of adult-born neurons. It is also critical for 

the control of anxiety-like behaviour (Kerloch et al., 2021). The deletion of Rnd2 in adult 

newborn neurons impacts anxiety-like behaviour while depression-like behaviour is not 

affected. Neither are the reference memory and behavioural pattern separation. It still remains 

to be unravelled whether the key reason for this behaviour abnormalities is due to the death of 

newborn neurons, their mispositioning, their abnormal morphology or all of these traits 

together. 

In our study we next focus in the behavioural effects of overexpressing Rnd2 in physiological 

conditions. By increasing the level of this protein in a significant number of newly generated 

neurons, we aim to assess if there are any behavioural changes on hippocampal-related tasks. 

It is important to remark that only animals that showed a level of infection that was considered 

enough to produce a functional change in hippocampal tasks that involved newly generated 

neurons were considered for the experiments. Those showing little to no cells infected were 

discarded. When quantifying the number of labelled neurons, we could observe that the animals 

injected with Rnd2-DsRed displayed an increase number of infected neurons in general. This 

result would correlate with the hypothesis that Rnd2 overexpression promotes neuronal survival 

as opposite to what happened with Rnd2 depletion, where neurons died in higher numbers 

during their development (Kerloch et al., 2021). Nevertheless, the title of these two viral 

solutions were not equivalent complicating the estimation of the precise absolute quantification 

of infected cells. New experiments would be necessary to determine if this increase in infected 

cells in the Rnd2 groups is due to the higher viral title or an increase in neuronal survival directly 

produced by the protein. 

 

7.11.1. Rnd2 overexpression in adult-generated neurons does 

not affect exploratory behaviour. 
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The most widely accepted behavioural test to determine exploratory alterations is the OF test. 

As it was expected, no major differences were found between DsRed and Rnd2-DsRed-injected 

mice. In previous studies, it was demonstrated that specific ablation of adult-born hippocampal 

neurons does not affect the simplest forms of spatial knowledge (Gray & McNaughton, 1983; 

O’Keefe & Nadel, 1978) and the habituation to novel environments is neither impaired after 

neurogenesis inhibition (Dupret et al., 2008).  

 

7.11.2. Rnd2 overexpression in adult-generated neurons 

decreases anxiety-like behaviour only in very specific 

conditions. 

Next, we moved to the anxiety-like tests. The ET has been used to identify increases in anxiety-

like behaviour (Whitney, 1970). The main parameter to measure this behaviour is the latency to 

first emerge from the tube. Considering that animals with an increased fear of exposed bright 

environments would take longer time to leave from the tube than Control healthy animals, our 

hypothesis is that animals with an overexpression of Rnd2 in their adult-born hippocampal 

neurons would display a decreased anxiety-like behaviour, contrary to what occurs when Rnd2 

is deleted. Detecting a decrease in anxiety would mean identifying animals that leave the 

protective environment faster than controls (usually less than five seconds of time). Considering 

the narrow window of time, measuring a potential reduction is complicated. We conclude that 

this test is not the optimal to identify subtle decreases in anxiety-like behaviours. Furthermore, 

the other parameters measured during the test like the total time inside the tube and the 

number of re-entries may be confusing to interpret since they can either be read as anxiety 

(going back into the tube) or exploratory behaviours (investigating the only new object present 

in the arena). For all these reasons, we complemented the analysis using other complementary 

and more specific tests. 

One of the most commonly used tests is the EPM, widely used to characterize the increase in 

anxiety-like behaviour in mice (Kerloch et al., 2021). In our case, no differences were found when 

overexpressing Rnd2 in the EPM. However, it should be considered, due to the characteristics 

of the maze, switching to a different type to identify milder differences. For example, in our 

maze the open arms had no walls and the closed arms had walls that were transparent. This trait 

influences the result in two different ways. First of all, it is harder for mice to identify the fact 

that there are walls, so the environment could still be perceived as dangerous, just like in the 
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open arms, therefore minimizing the difference. And second, the light condition that is used in 

this test is usually very high in the open arms and then darker in the closed arms. Dark walls help 

this by creating shadow in the closed arms. That is not the case in our experiments where open 

arms are just as bright as the closed ones and then again, perceived like just as dangerous. 

Finally, we conclude that EPM does not show any differences in anxiety-like behaviour in animals 

overexpressing Rnd2 in newborn neurons. However, it should be considered to repeat this 

experiment particularly using a different type of maze that increases the differences between 

closed and open arms. 

Finally, another test considered the most specific one to identify anxiety-like behaviour is the 

light/dark test. In this case, mice overexpressing Rnd2 bilaterally in adult-generated 

hippocampal neurons shows a decreased anxiety-like behaviour by spending a bigger amount of 

time in the big bright room and re-entering more often than DsRed injected animals (Fig. D8). 

However, no difference is found in the latency to first escape from the bright room. The 

difference between what is characterized as a dangerous and protective environment is very 

polarized so that even if the differences between the groups are subtle, they can still be 

identified. 

In previous studies, when neurogenesis was specifically inhibited by ablating hippocampal NSCs, 

anxiety was impaired, as demonstrated by bad performances in all of the above mentioned 

tests: ET, EPM and LD (Revest et al., 2009). During this experiments, almost complete ablation 

of neurogenesis is achieved. In our case, however, we start from an unknown effect on 

neurogenesis. Rnd2 overexpression is hypothesized to alter survival, morphology and migration 

of new neurons rather than directly ablating cell numbers. Our results show that anxiety-like 

behaviour is decreased only in a context where the dangerous/not dangerous environment are 

very polarized, suggesting that Rnd2 overexpression might contribute to some degree for a 

proper development of these new neurons. 
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Figure D8. Diagram summarizing the described effects of Rnd2 loss of function and gain of function in 
adult-born neurons over behaviour. While the deletion of the gene produces increases in anxiety-like 
behaviour, it does not affect the spatial learning and memory capacity. Meanwhile, the overexpression of 
Rnd2 in adult-born neurons generates decreases in anxiety-like behaviour and mildly impairs spatial 
relational memory, but it has no effects on the learning process.  

 

7.11.3. Depression-like behaviour is not altered by Rnd2 

overexpression in adult-generated hippocampal neurons. 

One of the most impeding behavioural alteration apart from anxiety is depression. Depression 

is another task which has been suggested to be strongly regulated by adult-born hippocampal 

neurons (Y. Li et al., 2008; Santarelli et al., 2003; Surget et al., 2008). In our ST and FST, no major 

differences were determined in depressive-like behaviour when overexpressing Rnd2 in these 

neurons. A tendency for Rnd2 overexpressing mice to take a bit more time in developing 

immobility during the FST was identified, though. During the second minute of this test, DsRed-

injected mice spent more time immobile than their Rnd2-injected partners. It is unclear however 

how relevant this difference may be, since none of the major parameters showed any 

differences: total immobility time or latency to immobility. In general, no major differences were 

identified in depression-like behaviour in mice overexpressing Rnd2 in adult-born neurons. 

It should be mentioned, however, that the link between depression and neurogenesis is still 

unclear. Many studies relate the use of antidepressant with an increase in hippocampal 

neurogenesis and an improvement in hippocampal-related tasks. However, there is not clear 
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evidence proving a causal relationship between alterations in neurogenesis and depression 

(Santarelli et al., 2003; Surget et al., 2008). 

 

7.11.4. Spatial relational memory is mildly impaired after 

Rnd2 overexpression in adult-born neurons. 

Water maze is another test in which inhibition of neurogenesis in the DG selectively impairs 

spatial relational memory while simpler forms of spatial navigation are spared (Dupret et al., 

2008). 

Initially, mice were tested in a hippocampal-dependent procedure. Here, they are required to 

develop an allocentric mapping strategy consisting in learning of the positional relationships 

among multiple independent environmental cues (spatial relational memory). This relational 

representation is needed to support the flexible use of learned discriminative cues in novel 

situations and consequently necessary to solve the task. In our case, animals are able to properly 

learn the location of the platform, as demonstrated by the evolution during the training sessions, 

which is equivalent in both experimental groups. The latency to reach the platform during the 

Probe is not affected either. Nevertheless, during the probe, Rnd2-overexpressing mice spent 

less time in the target quadrant (where the platform should be) than the DsRed-injected 

animals. This alteration could be reflecting a defect in memory recall or a change in flexibility 

since these animals switch rapidly their searching strategy instead of remaining in the area 

where the platform used to be located (Fig. D8). Our results suggest that Rnd2 overexpression 

in newborn neurons alters to some extent spatial relational memory without completely 

impairing it, in a similar manner as what happens with anxiety. However, more experiments 

should be considered to fully corroborate these changes. 

 

7.11.5. Hippocampal-independent memory is not affected by 

Rnd2 overexpression in adult-born neurons. 

For the characterization of hippocampal-independent procedure (Constant Start), mice are able 

to use an egocentric strategy consisting of, for example, an association of an invariant 

configuration of spatial cues to the escape platform (place learning). No alterations were 

identified during the learning process, nor during the Probe after the training proving that Rnd2 

does not affect hippocampal-independent learning tasks in correlation with our previously 
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obtained data.  Then, at the end of this test the platform was moved to a different location 

(Novel Start) and the animals were still able to find it successfully. The training for this procedure 

was carried out after the Variable Start training, therefore, mixed strategies may be present in 

these animals. New configuration for the trainings should be considered for future experiments. 

As an important note, it has been previously suggested that memory formation and anxiety 

could rely on different areas of the hippocampus. Several studies show complementary 

information in this matter when they ablate either the dorsal or the ventral hippocampus and 

check for different behavioural tasks (Fig. D9). The dorsal subregion, defined as 50% of 

hippocampal volume starting at the septal pole (Bannerman et al., 1999), has a preferential role 

in spatial learning and memory while the ventral region, defined as 50% of hippocampal volume 

starting at the temporal pole, may have a preferential role in anxiety-related behaviours (Fig. 

D9) (Gray & McNaughton, 2007). There are clear differences in afferent and efferent 

connectivity along the septotemporal extent of the hippocampus that support this (Hughes, 

1965; Nadel, 1968; Stevens & Cowey, 1973). Dorsal hippocampus receives most of the highly 

pre-processed visuo-spatial information from sensory modalities (M.-B. Moser & Moser, 1998). 

Meanwhile, the ventral region projects to the prefrontal cortex (Goldman-Rakic et al., 1984; Jay 

& Witter, 1991) and it is closely connected to the bed nucleus of the stria terminals and the 

amygdala (Henke, 1990; Krettek & Price, 1977) as well as other subcortical structures which are 

associated with the hypothalamic pituitary-adrenal (HPA) axis (Jacobson & Sapolsky, 1991; 

Siegel & Tassoni, 1971). The strong connectivity between ventral hippocampus and both the 

hypothalamus and the amygdala, makes it tempting to propose a role for the ventral subregion 

in fear and/or anxiety. 

Figure D9. Coronal section showing cell loss 7 days after a unilateral dorsal hippocampal lesion on the left 
side and a unilateral ventral hippocampal lesion on the right side. Modified from (Bannerman et al., 1999). 
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Altogether, we can hypothesize then that altering neurogenesis at different locations within the 

hippocampus could produce changes in specific tasks while not in others. In our hands, Rnd2 

overexpression in new neurons produces what could be considered as an improvement 

(decrease) in anxiety-like behaviour while spatial relational memory is slightly damaged. This 

raises new questions on whether the expression of one specific gene could have opposed effects 

depending on the area of the hippocampus that is affected by it and therefore the functions 

depending on that area. 
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8. CONCLUSIONS. 
 

CHARACTERIZATION OF NSCs AND NEUROGENESIS AFTER TBI. 

1. Moderate CCI recapitulates the characteristics of other similar-severity TBI models. 

1.1. Moderate CCI enhances neuronal hyperactivation in the DG during the acute phase 

after the injury. 

1.2. Moderate CCI produces a chronic increase in the thickness of the DB of the DG, but 

induces no changes in the VB, pointing to a very locally-restricted effect of the 

injury.  

1.3. Cell proliferation increases throughout the GCL in the acute phase after moderate 

CCI. 

2. The NSC population undergoes several different changes regarding their activation 

and morphology from the acute until the chronic stages after TBI. 

2.1. NSCs become reactive shortly after TBI changing their morphology and their 

expression of certain markers. 

2.2. NSCs get activated and increase their proliferation in the acute phase after TBI.  

2.3. The proliferation rate of NSCs decreases with time until it becomes lower than 

control age-matching mice. 

2.4. The activation of NSCs after TBI does not involve a faster depletion of the pool. 

3. Neurogenesis is altered after TBI in terms of both the quantity of the newly-generated 

neurons and their maturating process. 

3.1. The immature neuronal population becomes expanded after TBI but its density 

decreases in the chronic phase. 

3.2. These new neurons born after TBI show abnormalities in their soma size and their 

migrating pattern through the GCL. 

3.3. Neurons born specifically during the acute phase of TBI resemble the previously 

described alterations as the general population of immature neurons during their 

development in terms of cell body size and migration. 

3.4. Neurons born during the acute phase of TBI, however, show no alterations in their 

dendritic spine density. 

 

POTENTIAL OF RND2 TO CORRECT TBI ALTERATIONS IN NEWBORN NEURONS. 
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4. Rnd2 is an appropriate molecular target to correct the alterations produced by TBI in 

newborn neurons. 

4.1. Rnd2 overexpression in adult-born neurons does not allow to mimic the changes in 

cell body size and therefore is not a good model to correct this specific alteration. 

4.2. Rnd2 overexpression in adult-generated neurons is enough to correct their aberrant 

migration after TBI. 

 

ROLE OF RND2 IN NEWBORN NEURONS REGARDING MOOD-CONTROL AND SPATIAL 

MEMORY. 

5. Rnd2 is a potential candidate for reducing anxiety-like behaviour and improving 

spatial learning and memory in physiological conditions. 

5.1. Rnd2 overexpression in adult-generated neurons does not alter exploratory 

behaviour in mice during OF. 

5.2. Rnd2 overexpression in adult-born neurons does not affect anxiety-like behaviour 

during the ET or EPM, however, it decreases anxiety-like behaviour during the LD 

test. 

5.3. Rnd2 overexpression in adult-born hippocampal neurons does not affect 

depressive-like behaviour reflected in the ST or the FST. 

5.4. Rnd2 overexpression in newborn neurons does not alter spatial learning during a 

spatial navigation hippocampal-dependent task but it impairs memory recall. 

5.5. As expected, Rnd2 overexpression in newborn neurons does not alter spatial 

navigation in a hippocampal-independent task. 
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