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ABSTRACT 

The crystallization kinetics of semicrystalline polymers is often studied with isothermal 

experiments and analyzed by fitting the data with analytical expressions of the Avrami and 

Lauritzen and Hoffman (LH) theories. To correctly carry out the analysis, precautions both in 

experiments and data fitting should be taken. Here, we systematically discussed the factors that 

influence the validity of the crystallization kinetics study. The basic concepts and fundamentals of 

the Avrami and LH theories were introduced at first. Then, experimental protocols were discussed 

in detail. To clarify the impact of various experimental parameters  selected common polymers, 

i.e., polypropylene and polylactide, were studied using various experimental techniques (i.e.,

differential scanning calorimetry and polarized light optical microscopy). Common mistakes were 

simulated under conditions when non-ideal experimental parameters were applied. Furthermore, 

from a practical point of view, we show how to fit the experimental data to the Avrami and the LH 

theories, using an Origin ® App developed by us. 

Keywords: Isothermal crystallization, Avrami equation, Lauritzen and Hoffman theory, Thermal 
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1. INTRODUCTION 

Crystallization is a phase transformation of matter from an amorphous to a crystalline state. In 

general, crystallization involves two steps: nucleation and growth.[1] The time dependence of 

crystallinity is called “crystallization kinetics”. For polymers, crystallization kinetics is highly 

relevant to the processing and final properties of polymeric materials. Crystallization kinetics is 

most often followed by performing isothermal experiments, although non-isothermal approaches 

have also been used.[2-4] Depending on the material, isothermal crystallization can be performed at 

a constant temperature after the sample has been cooled from the melt or heated from the glassy 

state. The relevant experimental parameters are isothermal crystallization temperatures, cooling 

rates, times of crystallization, among other variables. The correct procedure applied to obtain the 

experimental data is essential before any quantitative analysis can be performed using different 

crystallization theories. 

Crystallization theories have been developed to describe the overall crystallization process. 

One of the most accepted and used theories is the Avrami theory,[5-7] also known as the Johnson-

Melh-Avrami-Kolmogorov model,[8] which has been reviewed in the literature.[9,10] Although it is 

a phenomenological model with a simple expression, it has been pointed out by Lorenzo et al.,[9] 

that the correct application of the Avrami theory on experimental data fitting requires selecting 

correct parameters, e.g., induction time, conversion range, among others. As an extension of the 

Avrami theory, non-isothermal approaches have also been developed, although less widely used, 

such as the Ozawa model.[2-4] 

By analyzing the lamellar growth with secondary nucleation, the Lauritzen and Hoffman (LH) 

theory[11, 12] can describe, over a wide range of supercooling (𝛥𝑇) the experimental data, providing 

a microscopic picture of the crystallization process. Although the LH theory has been criticized[13] 

mainly for its inability to explain specific morphological observations and for its simplifications 

(or oversimplifications),[14] it is the only model that can fit the experimental data using analytical 

expressions and provides information regarding the activation energy barrier of nucleation. The 

discussion of LH theory and its modifications can be found in the literature.[15] Since many 

variables are included in the LH theory, there are tips on how to correctly extract parameters. 
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This work aims to summarize the practical aspects of polymer crystallization kinetics studied 

by isothermal experiments. First, we introduce the general concepts: in particular, the different 

terms of nucleation and crystallization. Then, we briefly describe the essentials of the Avrami 

theory and the LH theory, setting the bases to fit the experimental data with their expressions. 

Major attention is given to the correct experimental procedures for collecting isothermal 

crystallization data, including the influence of the crystallization temperatures, and cooling rates. 

Next, the factors that can affect the analysis of the Avrami theory are evaluated, not only for a 

continuous fit but also for a step-crystallization analysis. In the last section, we present functional 

elements related to data analysis using the LH theory.  

1.1.General Concepts 

Two processes are required for polymer crystallization: nucleation and growth. In the literature, 

the nucleation and growth are often named primary nucleation and secondary nucleation, 

respectively. These terms must not be confused with primary and secondary crystallization. As 

the first step of our discussion, we define and illustrate (see Scheme 1) the different terms 

mentioned above, to establish a unified criterion for them.  

1.1.1. Primary Nucleation or Nucleation 

The primary nucleation or nucleation is the formation of nuclei in the polymer where no 

nucleation sites exists before. The primary nucleation includes two types: homogeneous 

nucleation which arises by the spontaneous aggregation of polymer chains triggered by the 

supercooling applied,[16] and heterogeneous nucleation, which is the nucleation at the surface of 

heterogeneities or impurities present in the polymer.[16] 

Homogeneous nucleation occurs seldomly since the formation of the new phase solely depends 

on fluctuations of the mother phase (i.e., melt) without the contributions of foreign elements (i.e., 

all the faces of the nucleus are in contact with the melt).[17, 18] The homogeneous nucleation can 

play a role only at very large supercooling (∆𝑇, e.g., 50 to 100 K[17]), often close to the glass 

transition of the polymer. The homogeneous nucleation can be observed when a polymer is 

dispersed into fine droplets that are heterogeneity free (this is usually obtained when the number 

of dispersed droplets is orders of magnitude higher than the number of heterogeneities present in 

the bulk polymer)[19-21] or using fast-scanning chip calorimeters to cover a complete range of ∆𝑇.[22] 
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It has been shown that the crystallization process at large ∆𝑇 is dominated by the homogenous 

nucleation.[22,23]  

Another special homogeneous nucleation mechanism is self-nucleation (SN). In this case, the 

nucleation is produced by the own ideal crystal fragments or chain segments with residual memory 

of any polymer.[23, 24] The SN is induced through a specific thermal treatment.[25-27] Three main SN 

domains have been defined:  Domain I (complete melting domain), Domain II (exclusively self-

nucleation domain), and Domain III (self-nucleation and annealing domain). Further details of the 

domains and protocol can be found in references 25-27. Here, we remark that in Domain II, 

particularly at the lowest self-nucleation temperature, the highest nucleation density is reached. 

Hence the 𝑇𝑐 is shifted to the highest value, without affecting the melting behavior. This nucleation 

density is even higher than the nucleation caused by inherent heterogeneities and, in most cases, 

higher than those heterogeneities purposely added, i.e., nucleating agents. For this reason, the SN 

is considered a particular case of homogeneous nucleation. 

The heterogeneous nucleation occurs at the surface of heterogeneities.[18] These heterogeneities 

include extraneous solids, cavities, container walls, among others, which enhanced the formation 

of stable embryos.[23] It is observed at relatively low ∆𝑇, and it has been extensively studied in the 

literature.[17] The heterogeneous nucleation occurs in most polymeric materials, either from 

inherent impurities of the synthesis or by nucleating agents, purposely added to favor the 

nucleation. 

Independently of the type of nucleation, the number of formed nuclei (and hence the nucleation 

rate) can be directly quantified through microscopy, e.g., polarized light optical microscopy, 

PLOM. Other experiments, like differential scanning calorimetry, DSC (see Scheme 1a, b, and c), 

can provide indirect information about the rate of nucleation (e.g., through the induction or 

incubation time, 𝜏0, the lag time required for the crystallization to start[28]), studying the region in 

which no major changes are detected.  

As shown in Scheme 1a and 1b, primary nucleation occurs where essentially no heat flow can 

be detected (induction time), i.e., before 𝜏0  (see Scheme 1). In such a region, the primary 

nucleation is registered before any significant growth can be detected. Still, the primary nucleation 

process can be extended to times greater than 𝜏0, especially if the nucleation is sporadic. 
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1.1.2. Secondary nucleation or growth 

Once the nucleus is formed, it will start to grow (See Schemes 1a, b and d), due to the 

attachment of chain segments to the growth front. This stage of crystallization is known as 

secondary nucleation or growth. If we imagine spherulites, they will grow radially, and when 

most of them impinge on one another, at approximately the relative half-crystallization time, 𝜏50%, 

this stage is considered terminated (see Schemes 1a, b and d. Note that in Schemes 1a and 1b the 

position of the 𝜏50%, is illustrative. Nevertheless, the values are usually close to one another). Still, 

some attachments of chains to the growth front events also occur in the next stage. The next stage, 

in which the spherulites have already started to impinge, is called secondary crystallization. The 

growth stage refers to the unrestrained growth of the material. The secondary nucleation is 

normally followed by PLOM measurements (see Section 3.3.1). Furthermore, as we show in this 

work, it can be also be followed by DSC[29, 30](see Section 3.3.4). It is worth noting that secondary 

nucleation has a lower free energy barrier than primary nucleation.[31] 

1.1.3. Primary crystallization 

The term primary crystallization includes the two previously defined nucleation and growth 

processes, just before the impingement of the spherulites. The primary crystallization should not 

be confused with primary nucleation. Schemes 1a and b show a typical calorimetric measurement 

of polymer isothermal crystallization. At the very beginning, no heat flow is  detected, which 

corresponds to the process of primary nucleation before any crystallization can be measured. After 

that, the nuclei start to grow (see Scheme 1d), and hence there is a rapid increase in enthalpy (𝛥𝐻). 

The changes that occur in this stage are mainly due to growth or secondary nucleation, although 

primary nucleation may occur in between the growing spherulites depending on whether the 

primary nucleation is sporadic or instantaneous (more details in 1.2). As shown in Scheme 1b, the 

primary crystallization occurs approximately until reaching a relative conversion, 𝑉𝑐 of around 

50%, where spherulites start to impinge between them. Note that the impinge can sometimes occur 

at 𝑉𝑐 < 50%.  

1.1.4. Secondary crystallization 

When the spherulites start to impinge, approximately after 𝜏50% (see Scheme 1b and 1e, 𝑉𝑐~ 

50%), the primary crystallization finishes. However, there are still free spaces that are not filled 

with crystallites. Also, a densification process may occur inside the spherulites. This includes a 
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“perfection” process, such as the thickening of lamellae through annealing effect and the formation 

of subsidiary lamellae and crystal perfection.[17,32] All these inter- and intraspherulitic 

crystallization processes are known as secondary crystallization.[32] The secondary crystallization 

is a slow process, as is shown in Schemes 1a and b, in which the changes in normalized 𝛥𝐻 and 

heat flow are much lower as compared to the primary crystallization. Again, it is important to note 

that the secondary crystallization should not be confused with the secondary nucleation because 

the latter corresponds to the growth of the lamellar crystals within the spherulites. Secondary 

nucleation refers to the attachment of chain segments to the growth front and it can occur during 

primary or secondary crystallization 

 

Scheme 1. Representation of a complete isothermal crystallization process through the schematic 

plots of (a) normalized 𝛥𝐻  and (b) heat flow vs. crystallization time, . In (a) and (b) the (1) 

nucleation, (2) growth (during this growth stage, primary nucleation may continue), and (3) 

secondary crystallization is indicated, which are illustrated through cartoons in (c), (d), and (e), 

respectively. In (c) to (e) the blue triangles represent the nucleus of the spherulites, and the green 

circles or polygons the growing spherulites. The vertical lines in (a) indicate the induction time, 

𝜏0, and the half-crystallization time,𝜏50%, which can be used as characteristic times for primary 

nucleation (before any growth starts) and overall crystallization (including primary nucleation and 
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growth) respectively. The scheme is based on reference 16. Note that in Scheme 1b, it is assumed, 

for illustrative purposes, that the position of 𝜏50% coincides with the peak time (maximum heat 

flow). The values are usually relatively close to one another.  

 

1.1.5. Overall crystallization 

The overall crystallization includes all the above processes: primary crystallization (i.e., 

nucleation + growth), and secondary crystallization, as shown in Scheme 1. The overall 

crystallization can be recorded during isothermal DSC experiments, either continuously or by step 

because the crystallization process involves the release of latent heat. In the past, the crystallization 

process was often followed by dilatometry. Recently, besides DSC, the crystallization can be 

followed by wide- and small-angle X-ray scattering (WAXS and SAXS) experiments (using 

synchrotron radiation),[33] Fourier transformed infrared spectroscopy,[34] nuclear magnetic 

resonance,[35] and Raman scattering.[36] Even microhardness techniques in glassy polymers have 

been employed.[37,38] More details on following the crystallization process by using different 

experimental techniques can be seen elsewhere 36. 

In this work, the terms nucleation, growth, and secondary crystallization are selected to 

describe the different processes of crystallization. The crystallization process has been described 

by different theories, among them, the Avrami and the Lauritzen and Hoffmann theories, which, 

despite their limitations, provide analytical expressions, widely used in the literature, to fit 

experimental data. Here, these theories are briefly described to set the bases for their practical use, 

without aiming to enter into the discussion of their validity. 

1.2.Avrami theory 

The Avrami theory describes the evolution of the overall crystallinity with time.[17] This 

involves random nucleation and growth processes.[9] As pointed out by Lorenzo et al.[9], the “free-

growth” theory formulated by Göler and Sachs[39, 40] was one of the first theories that considered 

these terms (i.e., nucleation and growth). The Avrami theory follows such free growth 

approximation in a simple way that includes the time dependence of the nucleation and the time 

dependence of the growth taking into account the crystals dimensions. The Avrami equation 

assumes a constant nucleation rate (i.e., the appearance of continuous growing regions) and a 

constant linear growth rate (i.e., in one to three dimensions). Such considerations have their 
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limitations and extensions, as pointed out by Piorkowska et al.[10] The simplest form of the Avrami 

equations is expressed as:[5, 9]   

1 − 𝑉𝑐(𝑡) = exp⁡(−𝐾𝑡𝑛) (1) 

where 𝑉𝑐(𝑡) is the relative volumetric transformed fraction at time 𝑡, 𝐾 the overall crystallization 

rate constant (i.e., nucleation + growth), and 𝑛 the Avrami index.  

As proposed by Müller et al.,[41, 42] the 𝑛 value can be expressed by the addition of two terms 

that represent the contribution of: the dimensionality of the growing crystals (𝑛𝑔𝐷) and the time 

dependence of the nucleation (𝑛𝑛), as expressed in Equation 2. 

𝑛 = 𝑛𝑔𝐷 + 𝑛𝑛 (2) 

 

The 𝑛𝑔𝐷 values can only be integer numbers, 1, 2, and 3, corresponding to one-, two- and three-

dimensional entities. In polymers, 𝑛𝑔𝐷 = 2 or 3 are commonly obtained, corresponding to either 

axialites (two-dimensional lamellar aggregates) or spherulites (three-dimensional aggregates 

superstructure). The 𝑛𝑛 contribution should take a value of 0 or 1, where 𝑛𝑛  = 0 corresponds to 

instantaneous nucleation, and 𝑛𝑛  =1 to sporadic nucleation. However, in many cases, the 

nucleation is not 100% instantaneous or 100% sporadic, and it is somewhat in between 0~1. If the 

growth rate is not linear with time, for example, a Fickian process predicts that the growth rate is 

proportional to t-0.5 , and 𝑛𝑔𝐷 can have a value of 0.5.[9, 17,23] 
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Scheme 2. Possible Avrami index (𝑛) based on a schematic 𝑛 vs. 𝑛𝑔𝐷  plot. The 𝑛𝑔𝐷  can take 

values between 1 and 3, and the 𝑛𝑛 takes values between 0 and 1. The white circles represents the 

different 𝑛 values obtained by considering the 𝑛𝑛 and 𝑛𝑔𝐷 contributions. 

 

Scheme 2 shows all the possibilities for the Avrami index, 𝑛 , based on the 𝑛𝑛  and 𝑛𝑔𝐷 

contributions. As we mentioned before, for polymers, the 𝑛𝑔𝐷 values take values of 2 and 3, hence, 

an axialitic morphology that nucleated instantaneously maintains an 𝑛 value of 2. On the other 

hand, if the polymer axialites nucleate sporadically, 𝑛 will take a maximum value of 3. Similarly, 

a spherulitic morphology takes 𝑛 values of 3 or 4 depending on the nucleation term.  It is worth 

noting that in confined systems, 𝑛  values as low as 1.0 (or even lower than 1.0) have been 

reported.[43] In general, as confinement increases, the 𝑛  value decreases, indicating that the 

nucleation is the rate-determining step in overall crystallization.[44] More details related to the 

Avrami index are discussed in Section 3.2.5. 

For the practical use of Equation 1, Lorenzo et al.[9] proposed slight modifications to include 

the induction time, 𝑡0 . In simple terms, the 𝑡0  is the time at 𝑇𝑐  that could elapse before 

crystallization starts. Therefore, 𝑡0 is the time needed for primary nucleation before any growth 

starts, its inverse is proportional to the primary nucleation rate before growth starts.[28, 30] Thus, by 

considering the induction time, Equation 1 becomes the following: 

1 − 𝑉𝑐(𝑡 − 𝑡0) = exp⁡(−𝐾(𝑡 − 𝑡0)
𝑛) (3) 

 

After taking logarithm at both sides of Equation 3 twice (first 𝑙𝑛 and then 𝑙𝑜𝑔), the following 

expression is obtained: 

log[− ln[1 − 𝑉𝑐(𝑡 − 𝑡0)]] = log(𝐾) + 𝑛 log(𝑡 − 𝑡0) (4) 

 

Equation 4 is employed to construct the so-called Avrami plot.[9] From the linear fit of the 

Avrami plot, the slope represents 𝑛 and the intercept 𝐾. More details are given in Section 3.2. The 

𝑉𝑐 in Equations 1, 3 and 4, can be calculated as:[9, 17] 
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𝑉𝑐 =
𝑊𝑐

𝑊𝑐 + (
𝜌𝑐
𝜌𝑎
) (1 −𝑊𝑐)

 
(5) 

 

where 𝑊𝑐 is the crystalline mass fraction, 𝜌𝑐 and 𝜌𝑎 are the fully crystalline and fully amorphous 

polymer densities, respectively. When such densities are not available, it can be assumed equal 𝜌𝑎 

and 𝜌𝑐, e.g., a value of 1 can be assumed. In this case, the 𝑉𝑐 is approximated to 𝑊𝑐. The 𝑊𝑐 values 

are calculated according to Equation 6:  

𝑊𝑐 =
∆𝐻(𝑡)

∆𝐻𝑡𝑜𝑡𝑎𝑙
 

(6) 

 

where ∆𝐻(𝑡)⁡is the enthalpy variation as a function of the time spent at a given 𝑇𝑐, and ∆𝐻𝑡𝑜𝑡𝑎𝑙 is 

the maximum enthalpy value reached at the end of the isothermal crystallization process. The 

relative errors associated with the 𝑉𝑐 = 𝑊𝑐 approximation, i.e., 𝜌𝑐 = 𝜌𝑎, are discussed in Section 

3.2.  

By applying the Avrami equation, it is possible to obtain a theoretical (i.e., obtained by using 

the Avrami parameters) half-crystallization time, 𝜏50%, which is the time needed for a 50% of 

conversion (i.e., 𝑉𝑐 = 0.5), as follows: 

𝜏50% = (
ln(2)

𝐾
)

1
𝑛

 

(7) 

 

The difference between the theoretical and experimental 𝜏50% depends on the quality of the fit 

close to the 50% of conversion. It is important to remark that in a heat flow vs. crystallization time 

curve (see Scheme 1b), the peak time ( 𝑡𝑝 ) coincides with the 𝜏50%  in some special cases.  

Nevertheless, the values are usually relatively close to one another. Still, it is suggested to estimate 

the 𝜏50% instead of 𝑡𝑝. 

1.2.1. Dependence of nucleation with time: 𝒏𝒏 term 
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Two extreme values can be taken for the 𝑛𝑛 term; 𝑛𝑛 = 0, and 𝑛𝑛 = 1, which are referred to 

instantaneous nucleation (𝒏𝒏 = 0) and sporadic nucleation (𝒏𝒏 = 1). In the literature, some other 

terms are also used, which are discussed below.  

The thermal and athermal nucleation has been defined by Fisher et al.[45] They defined 

thermal nucleation as the nuclei formed randomly by thermal fluctuations throughout the 

crystallization. In contrast, athermal nucleation is the mechanism by which embryos are 

automatically promoted to nuclei, which start growing at the same time. In this context, one could 

consider that 𝑛𝑛  = 1 corresponds to thermal nucleation and 𝑛𝑛  = 0 to athermal nucleation. 

However, these terms are related to the process and not to its dependence with time. Therefore, we 

recommend employing the terms instantaneous and sporadic nucleation, as these directly refer to 

the nucleation time dependence. 

The other set of terms on nucleation is homogeneous nucleation and heterogeneous nucleation, 

as defined above. A common nomenclature error in literature is to assign homogeneous nucleation 

to 𝑛𝑛 = 1 and heterogeneous nucleation to 𝑛𝑛 = 0. The terms homogeneous and heterogeneous 

nucleation are related to the origin of the nucleation and not to its dependence on time. Moreover, 

recent experiments with fast-scanning chip-calorimetry indicate that the homogenous nucleation 

occurs almost instantaneously at high ∆𝑇.[22]  

Here, to avoid misunderstanding, we strongly suggest adopting the terms sporadic nucleation 

and instantaneous nucleation to describe the 𝑛𝑛 = 1, and 𝑛𝑛 = 0, respectively.  

1.3.Lauritzen and Hoffman Theory 

The most widely employed theory to describe the growth of polymer lamellae (i.e., secondary 

nucleation) is the Lauritzen and Hoffman (LH) theory,[15,46] which provides analytical expressions 

for the linear spherulitic growth rate as a function of supercooling.[47, 48] This model has been 

adapted to fit overall crystallization rates obtained by DSC (i.e., including primary and secondary 

nucleation) and it has been widely employed for this purpose in polymer crystallization studies.[29, 

48-50] Historically, other crystallization theories were also developed such as the entropy barrier 

(Sadler and Gilmer[51]), intramolecular nucleation (Hu et al.[52]), the multi-stage or block by block 

(Strobl[53]), and continuum model (Muthukumar[54]).[55, 56] But, they do not provide analytical 

expressions to fit experimental data, and simulations are needed instead. Here, we will focus on 
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the Lauritzen and Hoffman theory only from a practical point of view (i.e., as a mathematical tool), 

as it provides analytical expressions that can be fitted to the experimental data. We present below 

a brief description of the theory, and the reader is referred to reviews for more details 14, 57, 58. 

The LH theory considers the formation of secondary nuclei on crystallographic surfaces. This 

secondary nucleus possesses chain stems of length 𝑙, and given lateral dimensions, which attach 

to the substrate from the undercooled melt. The attachment process involves two opposite 

contributions to the system's free energy: a negative one, proportional to the length of the deposing 

chain stem, which favors the growth, and a positive one, associated with the creation of two new 

fold surfaces. These opposite contributions were used to derivate the rate of secondary 

nucleation. Analogous competitive factors are present for the overall crystallization process. 

Here, for simplicity, the generalized (i.e., for either growth or overall crystallization processes) LH 

expression is presented in Equation 8: 

𝐴(𝑇𝑐) = 𝐴0𝑒𝑥𝑝 (−
𝑈∗

𝑅(𝑇𝑐 − 𝑇∞)
) 𝑒𝑥𝑝 (−

𝐾𝑔
𝐴

𝑇𝑐∆𝑇𝑓
) 

(8) 

 

where 𝐴0 is referred to as the growth rate constant (𝐺0), i.e., when the spherulitic growth rate (𝐺) 

or growth rate are measured, or to the overall crystallization rate constant (1/𝜏0), i.e., when the 

overall crystallization rate (1/𝜏50% ) is calculated, e.g., from DSC measurements. The pre-

exponential 𝐴0 term includes all the parameters independent of the temperature.  Equation 8 is 

divided into two contributions, the diffusion and nucleation terms. The first term (diffusion) 

between parenthesis expresses the temperature dependence of the rate of the short-range transport 

of the crystallizing segments, according to the Vogel-Fulcher or William-Landel-Ferry type 

equation.[17, 59] In this term, 𝑈∗ is the activation energy for the transport of chains to the crystal 

surface (it can be assumed constant, and a value of 1500 cal/mol is usually employed, unless it can 

be estimated by rheological measurements),[23] 𝑅 is the gas constant (8.314 J/mol.K), and 𝑇𝑐 is the 

isothermal crystallization temperature. 𝑇∞ is a hypothetical temperature in which chain mobility 

ceases, and it is usually taken as  𝑇∞ = 𝑇𝑔 − 30⁡(𝐾). At 𝑇𝑐 = 𝑇∞, the diffusion of the crystallizable 

units becomes infinitely slow. The second term (nucleation) between parentheses expresses the 

nucleation rate's temperature dependence. Here, 𝛥𝑇 is the supercooling defined as ∆𝑇 = 𝑇𝑚
0 − 𝑇𝑐, 

where 𝑇𝑚
0  is the equilibrium melting temperature. Thus, this term approaches zero as 𝑇𝑐 = 𝑇𝑚

0 . 
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Factor 𝑓 is a temperature correction term accounting for the change in the enthalpy of melting with 

crystallization temperature, 𝑓 = 2𝑇𝑐/(𝑇𝑐 + 𝑇𝑚
0); and 𝑲𝒈

𝑨 is a constant proportional to an energy 

barrier for a specific process (indicated in the superscript 𝐴), either growth (i.e., 𝐴 = 𝐺) or 

overall crystallization (i.e., 𝐴 = 𝜏 ). Thus, 𝑲𝒈
𝑮  is related to secondary nucleation, and 𝑲𝒈

𝝉  is 

proportional to overall crystallization (nucleation and growth). The value of 𝐾𝑔
𝐴  can be 

expressed as:[11, 12, 47] 

𝐾𝑔
𝐴 =

𝑗𝑏0𝜎𝜎𝑒𝑇𝑚
0

𝑘∆ℎ𝑓
 

(9) 

 

where 𝑗 is a constant determined by the operating crystallization regime, it takes a value of 4 for 

Regime I and III and 2 for Regime II. More details of the crystallization regimes are given in 

Sections 3.3.1 and 3.3.3. 𝑏0 is the width of the chain (i.e., layer thickness perpendicular to the 

growth plane. For instance, in ideal PE crystals 𝑏0 is the layer thickness perpendicular to (110) 

plane reflection, as reflected in a value of 0.411 nm[60]), 𝜎 is the lateral surface free energy, 𝜎𝑒 is 

the fold surface free energy, and as the 𝐾𝑔
𝐴 value it depends on the input data (e.g., growth vs. 

overall crystallization), 𝑘 is the Boltzmann constant (1.38x10-23 J/K), and ∆ℎ𝑓 is the heat of fusion 

of a perfect crystal. The Thomas-Stavely[61] equation allows evaluating 𝜎 (Equation 9), and hence, 

𝜎𝑒 and 𝑞 (Equation 11). 𝑞 is the work done by the chain to form a fold. The q value also depends 

on the input data. 

𝜎 = 0.1∆ℎ𝑓√𝑎0𝑏0 (10) 

 

where 𝑎0𝑏0 is the cross-sectional area of the chain; note that 𝑎0 and 𝑏0 are constants related to 

crystallographic parameters and the growth direction in the crystal. 

 

𝑞 = 2𝑎0𝑏0𝜎𝑒  (11) 

  

In Equation 8, the diffusion and nucleation contributions exhibited opposite dependence with 

temperature. For that reason, Equation 8 can be understood in terms of two competing processes. 
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The rate of molecular transport in the melt increases with temperature, whereas the rate of 

nucleation decreases with temperature.[23] Such opposite behavior produces a maximum growth 

(𝐺𝑚𝑎𝑥) or overall crystallization (1/𝜏50%,𝑚𝑎𝑥) rate at a specific crystallization temperature (𝑇𝑐,𝑚𝑎𝑥), 

resulting in a bell-shaped curve.[24] It should be noted that the overall crystallization rate combines 

or mathematically superposed the bell-shaped behavior of both nucleation and growth processes. 

Recent studies have revealed that the overall crystallization behavior can display two maxima 

resulting from a homogenous (higher supercooling) and heterogeneous process (lower 

supercooling). The LH theory only can predict one maximum, corresponding either to the 

heterogeneous or homogeneous nucleation mechanism one. More detail is given in Section 3.6.  

In summary, we have introduced the concepts of crystallization and the basics of the Avrami 

and LH theories. Practically, there are many tips to correctly apply the theories on experimental 

data, including the experimental protocol, data treatment, and fitting algorithm. The following 

sections illustrate those tips by performing isothermal experiments using commercial materials 

like polypropylene and polylactide. The experiments were performed under a wide range of 

conditions, from the melt, self-nucleated melt, and glassy state, continuously and by step, by 

PLOM and DSC. We show the ideal conditions but also simulate the most common mistakes. 

2. EXPERIMENTAL PART 

This section will present the materials and procedures employed in this paper. Each procedure 

will be present in detail, especially those performed in the DSC.    

2.1.Materials 

We selected several common polymers with different crystallization kinetics. Polypropylene 

samples with and without nucleating agents were supplied by Repsol ® and Borealis ®, 

respectively. The sample without a nucleating agent is here named PP (commercial name ISLEN 

® PP 070G2M) and possesses a melt flow rate (230 °C; 2.16 kg) of 12 g/10min. The sample with 

a nucleating agent is here named PP-NA (commercial name HD905CF) and possesses a melt flow 

rate (230 °C; 2.16 kg) of 6.5g/10min. These samples were employed in the experiments listed in 

Table 1. For isothermal crystallization from the glassy state, a commercial polylactide sample 

(PLA), of high molecular weight provided by NatureWorks (commercial name 4032D) was 

employed. Poly (ethylene oxide), PEO, with 𝑀𝑛 = 10 kg/mol and PDI = 1.05 infiltrated in porous 

anodic aluminum oxide (AAO) templates, with diameter = 90 nm, and depth = 60 μm, was 
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employed to perform an isothermal step-crystallization in a confined system. The materials and 

the tests performed on these materials are shown in Table 1. The non-isothermal curves for the PP, 

PP-NA, and PEO/AAO templates are shown in Figure S1. 

Table 1. List of materials and tests performed. 

Material Test 

PP  Continuous isothermal crystallization (melt 

and self-nucleated state), step isothermal 

crystallization. 

PP-NA  Continuous isothermal crystallization (melt 

and self-nucleated state) 

PLA Continuous isothermal crystallization 

(glassy state) 

PEO infiltrated in AAO templates Step-crystallization. 

 

2.2.Polarized Light Optical Microscopy 

PLOM experiments were performed in an Olympus BX51 microscope. A digital camera Canon 

EOS 80D was integrated into the microscope. The samples with a thickness of ~ 50 μm were 

sandwiched between cover glasses. The temperature is controlled in a Linkam THMS600 hot stage. 

The hot stage was connected to liquid nitrogen to facilitate the cooling steps and an atmosphere of 

ultrapure nitrogen to protect the sample.  

The PP samples were first heated to around 200 °C and held for 3 min to erase the thermal 

history. Subsequently, the sample was cooled from the melt, at 60 °C/min, to a selected 

crystallization temperature, 𝑇𝑐. The range of 𝑇𝑐 values was 129 °C to 145 °C and 140 to 145 °C 

for the PP and PP-NA. 

2.3.Continuous Isothermal Crystallization by Differential Scanning Calorimetry (DSC): 

From the melt and glassy state. 

A differential scanning calorimetry (DSC) 8500 of PerkinElmer, coupled with a cooling device 

of liquid nitrogen, CNL2, was used. An atmosphere of ultrapure N2 was employed, and the DSC 

was calibrated with indium and zinc standards. Samples with a weight of circa 5 mg were used. 

The different protocols employed are described in detail below. 
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Minimum crystallization temperature, 𝑻𝒄,𝒎𝒊𝒏 (melt state)  

The isothermal experiments must be performed with high enough 𝑇𝑐  and cooling rates, 

respectively, to avoid any crystallization during the cooling step. The correct selection of the 𝑇𝑐  is 

essential. As Lorenzo et al.[9] pointed out, the incomplete isothermal curves cause erroneous values 

of the parameters obtained by the Avrami equation. One of the reasons for an incomplete 

isothermal curve is the crystallization during the previous cooling, which might occur for the 

selection of a low 𝑇𝑐. To avoid this, a simple procedure has been applied, from the melt (Scheme 

3a) or the self-nucleated (Scheme 3b) state, and it is described below: 
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Scheme 3. Determination of the minimum crystallization temperature, 𝑇𝑐,𝑚𝑖𝑛, from the (a) melt-

state, and (b) self-nucleated state, using different 𝑇𝑐, named 𝑇𝑐,0, 𝑇𝑐,𝑛, and 𝑇𝑐,𝑚𝑖𝑛. The heating step 

after the cooling to 𝑇𝑐  is schematically represented in (c), taking as an example the PP (an 

additional 𝑇𝑐,𝑛1  was added for illustrating purposes). Note that the disappearance of the 

endothermic peak indicates that the selected 𝑇𝑐 (i.e., 𝑇𝑐 ≥ 𝑇𝑐,𝑚𝑖𝑛) does not generated crystallization 

during the cooling. In (d) the 𝑇𝑐,𝑚𝑎𝑥 protocol for the glassy state is included. 

 

Scheme 3a shows that after erasing the thermal history of the sample at 𝑇 for 3 min, a fast 

and controlled cooling, in this case at 60 °C/min, is performed to a selected crystallization 

temperature, 𝑇𝑐. Often, the selected 𝑇𝑐 is higher than the onset crystallization temperature, 𝑇𝑐,𝑜𝑛𝑠𝑒𝑡, 

obtained during the non-isothermal cooling scan. After the cooling to 𝑇𝑐 , the sample is 

immediately heated to 𝑇. Let us consider the selection of a 𝑇𝑐,0  which is not high enough to avoid 

crystallization during the cooling. In this case, the heating scan will reflect an endothermic peak 

(see Scheme 3c) corresponding to the melt of the crystals formed during the cooling step. This 

implies that a higher 𝑇𝑐 should be selected. Scheme 3c shows that as 𝑇𝑐 increases (e.g., 𝑇𝑐,𝑛  and 

𝑇𝑐,𝑛1) the endothermic peak enthalpy decreases until no endothermic signal is detected. This point 

corresponds to the 𝑇𝑐,𝑚𝑖𝑛, which is the minimum crystallization temperature at which the material 

does not crystallize during the previous cooling step. Thus, the isothermal experiment must be 

performed at 𝑇𝑐  ≥ 𝑇𝑐,𝑚𝑖𝑛, since those 𝑇𝑐  < 𝑇𝑐,𝑚𝑖𝑛 will generate incomplete isotherms. Here, for the 

crystallization from the melt, the obtained 𝑇𝑐,𝑚𝑖𝑛⁡ are 126 °C (for PP) and 134.5 °C (for PP-NA). 

The 𝑇𝑐,𝑚𝑖𝑛 protocol can also be applied from the self-nucleated state (see Scheme 3b). This 

implies that the material should be previously self-nucleated (see references 26, 27, 62 for more 

details). From the self-nucleated state, the fast cooling is performed, and the subsequent heating is 

evaluated, obtaining similar results to those schematically represented in Scheme 3c. In this case, 

the resulting 𝑇𝑐,𝑚𝑖𝑛 of the self-nucleated material will be higher compared to the 𝑇𝑐,𝑚𝑖𝑛 obtained 

from the melt; i.e., 𝑇𝑐,𝑚𝑖𝑛 of 142 °C (for PP) and 152 °C (for PP-NA). The reasons for this behavior 

are explained in Section 3.3.4.  

Maximum crystallization temperature, 𝑻𝒄,𝒎𝒂𝒙 (glassy state)  

 When the crystallization is performed from the glassy state (see details below), the 

crystallization must be avoided during the heating to the crystallization temperature. Therefore, a 
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thermal protocol similar to the 𝑇𝑐,𝑚𝑖𝑛 approach can be established. As in the 𝑇𝑐,𝑚𝑖𝑛 approach the 

heating curve, after selecting a 𝑇𝑐, should be analyzed. The complication is the cold-crystallization 

contribution in the heating curve. In this case, it is considered that the material does not crystallize 

during the heating when the melting enthalpy (∆𝐻𝑚) and the cold-crystallization enthalpy (∆𝐻𝑐𝑐) 

are equal (∆𝐻𝑚 − ∆𝐻𝑐𝑐 = 0). Here, the 𝑇𝑐  before ∆𝐻𝑚 − ∆𝐻𝑐𝑐 > 0 is the 𝑇𝑐,𝑚𝑎𝑥 (Scheme 3d), 

defined as the maximum crystallization temperature at which the material does not crystallize 

during the previous heating step. The isothermal test can be performed at 𝑇𝑐 ≤ 𝑇𝑐,𝑚𝑎𝑥, to guarantee 

complete isothermal curves. Note that in this case, a good starting point (to find the 𝑇𝑐,𝑚𝑎𝑥)  is the 

𝑇𝑐,𝑒𝑛𝑑 of the cold-crystallization exotherm of the material. Scheme 3d shows the protocol for two 

𝑇𝑐 values; it is assumed that the 𝑇𝑐,0 generated crystallization during the heating, and the 𝑇𝑐,𝑚𝑎𝑥 

does not generate crystallization, and hence it is a suitable 𝑇𝑐 to start the isothermal experiment 

(Scheme 4b). 

Isothermal crystallization: From the melt.  

The isothermal crystallization (from the melt) steps are illustrated for two crystallization 

temperatures, in Scheme 4a, and described below. 

a. Erase the thermal history at 𝑇 for 3 minutes. 

b. Cool at 60 °C/min (or a higher controlled rate) to 𝑇𝑐 ≥ 𝑇𝑐,𝑚𝑖𝑛. 

c. Hold at 𝑇𝑐 for a crystallization time, 𝑡𝑐, which must be enough to achieve the saturation of 

the crystallization. Often, a time equal to 3 times the apparent half-crystallization time (i.e., 

time at which the minimum heat flow value is reached) is used. After 𝑡𝑐, the heat flow will 

recover the baseline.  

d. Subsequent heating, at selected heating rate (i.e., often a value of 20 °C/min is used) to 𝑇, 

to record the melting behavior of the crystals formed in c. 

e. Repeat steps a to d as many times as possible. Often 10 points are enough to characterize 

the crystallization kinetics of the material. Intervals of 0.5 or 1 °C can be used for 𝑇𝑐. 
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Scheme 4. Isothermal crystallization protocols from (a) the melt state; (b) the glassy state; and (c) 

the self-nucleated step. In (d) the step-crystallization (from the melt) protocol is represented. 

 

Isothermal crystallization: From the glassy state. 

The isothermal crystallization from the glassy state is employed for polymers with slower 

crystallization kinetics. The aim of crystallizing from the glassy state is to enhance the nucleation 

of the polymers and thus accelerate the crystallization kinetics. For instance, this procedure is 

applied in PLAs, where no exothermic peak can be detected during cooling from the melt. On the 

other hand, a cold-crystallization peak is found during the subsequent heating. This peak can be a 
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guide to select the starting point for the isothermal crystallization. In this case, the 𝑇𝑐,𝑚𝑖𝑛 procedure 

cannot be applied, as the material crystallizes during the heating; therefore the 𝑇𝑐,𝑚𝑎𝑥, approach 

can be applied instead. The procedure to apply the isothermal crystallization from the glassy state 

is shown schematically for two 𝑇𝑐 (Scheme 4b), and it can be described as follows: 

a. Erase the thermal history at T for 3 minutes 

b. Cool the sample, e.g., at a cooling rate of 20 °C/min, from the melt to a temperature, 𝑇1, 

below the 𝑇𝑔 of the material, i.e., 𝑇1 < 𝑇𝑔. It is important to remark that very fast cooling 

rates can inhibit the formation of nuclei. Such inhibition can generate a state similar to the 

melt; therefore, no enhancement will be obtained.  

c. Hold 1 minute at 𝑇1, see step b, to stabilize the DSC. 

d. Heat, e.g., 20 °C/min, to the selected 𝑇𝑐. 

e. Hold enough time at 𝑇𝑐 to crystallize the material to saturation. Often a time of 3 times the 

𝑡𝑐 is employed. 

f. Subsequent heating, e.g., at 20 °C/min, to record the melting behavior of the crystals 

formed at 𝑇𝑐.  

g. Repeat steps a to f, as many times as possible, using 𝑇𝑐 ≤ 𝑇𝑐,𝑚𝑎𝑥. In this case, often more 

temperatures can be used; therefore, intervals of 5 °C can be utilized. Note that in the 

isothermal crystallization from the melt state, lower intervals are used, e.g., 1 °C.  

It is important to remark that the cooling rate (from the melt to the glassy state) is an essential 

variable in FSC, since extremely fast cooling rates, i.e., 40,000 K/s or higher, can inhibit the 

nucleation during vitrification. As a result, in terms of nucleation, such extremely fast rates induce 

a glassy state that contains a similar amount of heterogeneous nuclei as in the melt state. In contrast, 

the cooling rate will not be the determining step in this protocol in the standard DSC case, as rates 

are always comparatively slow in comparison to the nucleation rate during cooling from the melt 

to the glassy state. 

SN followed by isothermal crystallization 

Self-nucleation test was performed in the PP and PP-NA samples, according to the protocols 

shown in references 26, 27, 62. With this protocol, three main self-nucleation Domains can be 

obtained, and they can be briefly defined according to the cooling and melting behavior after the 
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holding step at the self-nucleation temperature, 𝑇𝑠: In Domain I or melting domain, the high 𝑇𝑠 

value cannot self-nucleate the sample; thus, the cooling and heating curves remains unchanged 

compared to the standard scans. In Domain II or self-nucleation domain, the 𝑇𝑠 are lower than the 

ones in Domain I. Hence, self-nuclei are generated, enhancing the crystallization without affecting 

the melting behavior. Therefore, the 𝑇𝑐 (detected during the cooling after the SN at 𝑇𝑠 in Domain 

II) is shifted to higher values, whereas the melting behavior remains unchanged. The last Domain 

starts at the lowest 𝑇𝑠 , which only partially melts the material. These 𝑇𝑠  values correspond to 

Domain III or self-nucleation and annealing domain. In this case, the unmelted crystals are 

annealed at 𝑇𝑠, affecting both the crystallization and melting behavior.  

Here, we perform SN experiments to determine the 𝑇𝑠,𝑖𝑑𝑒𝑎𝑙  (i.e., 𝑇𝑠  which generates the 

maximum self-nucleation without causing the annealing of the sample) of each material. The 

𝑇𝑠,𝑖𝑑𝑒𝑎𝑙 is the lowest 𝑇𝑠 in Domain II. For the PP and also for the PP-NA a 𝑇𝑠,𝑖𝑑𝑒𝑎𝑙⁡= 168 °C was 

found. 

The aim of self-nucleating the sample is to generate the maximum possible number of nuclei. 

Therefore, in the subsequent isothermal step, the overall crystallization of the sample will be 

dominated by growth only, rather than nucleation + growth. From the self-nucleated state, the 

𝑇𝑐,𝑚𝑖𝑛 should be determined again, using the cooling curve after the SN as a reference for the 

𝑇𝑐,𝑜𝑛𝑠𝑒𝑡. In this case, the 𝑇𝑐,𝑚𝑖𝑛 (from the self-nucleated state) for the PP was 142 °C and for the 

PP-NA was 152 °C. The details of the SN followed by the isothermal tests are explained below 

and illustrated in Scheme 4c.  

a. Erase the thermal history at 𝑇 for 3 min. 

b. Cool, at 20 °C/min, to 𝑇1 to create a standard thermal history.  

c. Held the sample at 𝑇1 for 1 min to create a standard thermal history. 

d. Heat, at 20 °C/min, to 𝑇𝑠,𝑖𝑑𝑒𝑎𝑙, e.g., 168 °C, to self-nucleate the sample. 

e. Held the sample at 𝑇𝑠,𝑖𝑑𝑒𝑎𝑙 for 5 min to reach the self-nucleation of the sample. 

f. Cool, at 60 °C/min to 𝑇𝑐,1. 

g. Held the sample at 𝑇𝑐,1 for 𝑡𝑐,1 to completely crystallize the sample. 

h. Heat, at 20 °C/min, to 𝑇 to record the melting behavior of the crystals formed at 𝑇𝑐,1. 
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i. Repeat steps a to h using 𝑇𝑐 > 𝑇𝑐,1. Note that the isothermal curves will have a weaker 

signal, due to the lower supercooling, than the isothermal crystallization from the melt; 

hence less valid points will be registered, e.g., 5 𝑇𝑐 instead of 10 𝑇𝑐. 

Step-crystallization from the melt (conventional DSC) 

The step-crystallization procedure was firstly used by Galante et al.[63] and Balsamo et al.[41] 

for samples whose DSC signal was beyond the resolution of conventional DSC. Thus, these 

authors[41, 63] found that by crystallizing the material at different times at the isothermal step, the 

crystallization degree can be followed during the heating steps, instead. The procedure is described 

below and illustrated in Scheme 4d for 𝑇𝑐,1and different crystallization times. 

a. Repeat steps (a) to (b) of the isothermal crystallization from the melt. 

b. At 𝑇𝑐,1 ≥ 𝑇𝑐,𝑚𝑖𝑛, the material will be held at a time, 𝑡𝑐,1, which will increase in the subsequent 

steps. In Scheme 4d, four different 𝑡𝑐 are represented; 𝑡𝑐,1 < 𝑡𝑐,2 < 𝑡𝑐,3 < 𝑡𝑐,4. In this context, 

at 𝑡𝑐,4 the material experienced a complete crystallization. In conventional DSC (in this work), 

the 𝑡𝑐  is as low as 0.1 min (6 seconds), whereas in fast-scanning chip-calorimetry (FSC) 

shorter times are accessible. 

c. Heat at a constant heating rate (e.g., 20 °C/min) from 𝑇𝑐,1  to 𝑇 . The resulting melting 

endotherm in this step corresponds to the crystallization enthalpy of the crystals formed in (b), 

i.e., crystals formed during a time 𝑡𝑐,1 at a specific 𝑇𝑐,1. This step is essential to follow the 

crystallization kinetics of the material. 

d. Repeat steps (a) to (c) at the same 𝑇𝑐,1 but increasing the time 𝑡𝑐,1 (𝑡𝑐,1 < 𝑡𝑐,2 < 𝑡𝑐,3 < 𝑡𝑐,4). The 

time 𝑡𝑐,1  should increase until the heating scan of the last 𝑡𝑐 , e.g., 𝑡𝑐,4 , does not change 

compared to the previous one, e.g., 𝑡𝑐,3. 

e. Repeat steps (a) to (d) at different 𝑇𝑐, 𝑇𝑐,1 ≥ 𝑇𝑐,𝑚𝑖𝑛.  

3. RESULTS AND DISCUSSION 

This Section is divided into two parts. First, the experimental aspects to consider in the 

different isothermal crystallization experiments are discussed. Afterward, the aspects and use of 

the Avrami and Lauritzen and Hoffman theories are discussed. In both parts, a particular focus on 

the interpretation/analysis and common mistakes is given.   
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3.1.CONTINUOUS ISOTHERMAL CRYSTALLIZATION: EXPERIMENTAL 

ASPECTS 

The most common procedure to follow the crystallization kinetics of a polymer is the 

isothermal crystallization performed continuously. In the first part of this section, we discuss the 

experimental aspects of different isothermal protocols using practical examples, specifically the 

isothermal crystallization from the melt, the self-nucleated melt, and the glassy state. In the second 

part, we show how to fit the data with the Avrami equation.  

3.1.1. Crystallization from the melt state 

To illustrate the isothermal crystallization from the melt, we have crystallized the selected PP 

and PP-NA samples under different conditions. The main parameters included in the experiment 

are the 𝑇𝑐 and cooling rates. The influence of those parameters will be elaborated on below. 

3.1.1.1. Ideal conditions: 𝑻𝒄,𝒎𝒊𝒏 as a starting point and the use of a controlled cooling 

rate 

Isothermal crystallization experiments should be performed under controlled conditions, which 

implies using the 𝑇𝑐,𝑚𝑖𝑛 , as starting 𝑇𝑐 , and a fast and controlled cooling rate to avoid the 

crystallization of the polymer during the cooling step. 
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Figure 1. Isothermal curves from the melt state for (a) PP and (b) PP-NA, and from the self-

nucleated state for (c) PP and (d) PP-NA. For all the plots the indicated 𝑇𝑐 interval is shown. 

 

Figure 1 shows the isothermal DSC curves of two PP samples for the selected 𝑇𝑐  values, 

starting from the 𝑇𝑐,𝑚𝑖𝑛⁡ of each sample. These isotherms illustrated the expected curves 

(crystallization to saturation and no baseline deviations) when a correct procedure (i.e., use of 

suitable cooling rates and 𝑇𝑐,𝑚𝑖𝑛) is applied. In all of them, a horizontal line can join a point at the 

end of the isothermal curve to a point at the beginning, e.g., 𝜏0, as has been proposed in the 

literature.[9, 64, 65]  

Figure 1 further shows that as the 𝑇𝑐 increases, the crystallization time increases. This is the 

typical behavior obtained at low supercoolings in most polymers with a high crystallization rate.[9] 

Figure 1b shows that the PP-NA crystallizes faster than the PP as reflected by the shift of the 

isotherms to higher 𝑇𝑐 values (Figure 1a) due to the presence of a nucleating agent in this sample. 

Before illustrating the use of the Avrami theory on the isotherms, common mistakes are discussed 

and how they influence the isothermal curves.  
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3.1.1.2. Effect of selecting low 𝑻𝒄: 𝑻𝒄 < 𝑻𝒄,𝒎𝒊𝒏 

One of the most important prerequisites of the isothermal crystallization protocol is to avoid 

the crystallization of the polymer during the cooling step. This is the reason for the determination 

of  𝑇c,min. A common mistake is selecting an arbitrary 𝑇𝑐, which is below 𝑇c,min. To illustrate the 

impact of this erroneous 𝑇𝑐 selection, we have performed isothermal experiments in the PP, using 

inappropriately low 𝑇𝑐 values. 
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Figure 2. (a) Isothermal crystallization of PP at 𝑇𝑐 < 𝑇𝑐,𝑚𝑖𝑛. Note that 𝑇𝑐= 119 °C corresponds to 

the 𝑇𝑐,𝑜𝑛𝑠𝑒𝑡 recorded during the non-isothermal cooling scan. A horizontal dashed line illustrates 

the difference between the expected baseline (considering the point at which the isothermal 

crystallization starts) and the real baseline. In (b) the selected curves at 𝑇𝑐 = 119 and 120 °C are 

plotted to emphasize the two curves. 

 

Figure 2 shows the isotherms for 𝑇𝑐   < 𝑇𝑐,𝑚𝑖𝑛, starting at the 𝑇𝑐,𝑜𝑛𝑠𝑒𝑡. For the PP the 𝑇𝑐,𝑜𝑛𝑠𝑒𝑡⁡is 

around 119 °C (see Figure S1), whereas the 𝑇𝑐,𝑚𝑖𝑛 is 126 °C. For all the curves, we have used a 

horizontal line from a point after the crystallization exotherm has finished to a point at the 

beginning.[9, 64, 65] We can see that between 119 °C and 125 °C, none of the lines fit perfectly the 

baseline. As shown more clearly in Figure 2b, the isothermal crystallization curves are incomplete 

because crystallization started during the cooling step. If the Avrami analysis is carried out on such 

isothermal curves, a large error may be encountered, which will be illustrated in the next section. 

The effect of selecting the appropriate 𝑇𝑐 was also discussed by Lorenzo et al.[9] They proposed 
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Equations 12 and 13 to estimate the relative errors on the Avrami parameters, e.g., 𝑛 and 𝐾, when 

incomplete isotherms curves are used.  

 

∆𝑛 = 100 ‖
𝑛𝑖 − 𝑛𝑚

𝑛𝑖
‖ 

 

(12) 

∆𝐾 = 100 ‖
𝐾𝑖 − 𝐾𝑚

𝐾𝑖
‖ 

 

(13) 

where the subscript “𝑖” corresponds to the ideal case, i.e., the one with a correct isothermal curve, 

and “𝑚” for the measured curve under a specific condition. The Avrami parameters are the Avrami 

index, 𝑛, and the rate constant, 𝐾. Equations 12 and 13 are extrapolable to other parameters, such 

as the induction time, 𝜏0.  

For incomplete isothermal curves, Lorenzo et al.[9] found errors in 𝑛 of around 20 ~ 25 %,  

implying a reduction from 𝑛 ~ 3.0 (spherulites that grow instantaneously) to 𝑛 ~ 2. The highest 

errors, in magnitude, were found in 𝐾 values; up to 330 %. Here, we set 𝑇𝑐 = 126 °C (i.e., 𝑇𝑐,𝑚𝑖𝑛⁡of 

PP) and a cooling rate of 60 °C/min as the “ideal” state (see Figure 1) and estimated the errors of 

selecting 𝑇𝑐 < 𝑇𝑐,𝑚𝑖𝑛 (see Figure 2). The relative errors on 𝑛 and 𝐾 are plotted as a function of 𝑇𝑐 

in Figure 3 and listed in Table S1.  
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Figure 3. Relative errors (∆) in 𝑛 (left y-axis) and 𝐾 (right y-axis) as a function of 𝑇𝑐. The results 

at 𝑇𝑐,𝑚𝑖𝑛 = 126⁡°C, are used as the ideal values. All the PP samples were cooling from the melt 

at 60 °C/min. 

 

Figure 3 shows that the relative error of 𝑛 values is between 9.6 to 14.3 %. Luckily, this error 

scale does not affect the physical interpretation of 𝑛 for PP in this specific example. For all the 

cases, the obtained 𝑛 can be approximated to 3, corresponding to a spherulitic morphology and 

instantaneous nucleation. On the other hand, remarkable errors are found for the 𝐾 values (i.e., 

between 100 to 8700 %). The relative errors decrease as the 𝑇𝑐 values are approaching 𝑇𝑐,𝑚𝑖𝑛. 

These results demonstrated the importance of selecting the proper crystallization temperatures.  

3.1.1.3. Effect of cooling rate 

The cooling from the melt to the selected 𝑇𝑐 must be fast enough, meanwhile, in a controlled 

manner. Although the nominal rates of DSC equipment may be high enough, caution must be paid 

as the real cooling rate may strongly deviate from the nominal rates set in the calorimeter.  

The effect of the cooling rate was studied in a DSC 8500, using a CLN2 as a cooling device. 

For this specific DSC and cooling device, the maximum nominal rate is 750 °C/min. But is this a 

real cooling rate? Is it a controlled cooling rate? To answer these questions, we performed cooling 

scans at different cooling rates (with empty DSC pans) in a temperature range of 200 °C to ‒ 40 °C.  
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Figure 4. (a) Temperature vs. time plots of DSC curves from 200 to ‒ 40 °C at different rates, and 

(b) isothermal crystallization curves for PP crystallized from the melt to 𝑇𝑐 = 126 °C at various 

cooling rates, including ballistic (superfast) cooling. The arrow indicates that the induction time 

increases as the cooling rate increase.  

 

As shown in Figure 4a, it is observed that, among the cooling rates between 60 – 750 °C/min, 

only 60 °C/min is a controlled rate because the sample temperature is almost the same as the 

programmed temperature in the 200 to ‒ 20 °C temperature range. For the 100 °C/min cooling rate, 

significant deviations between the programmed and real temperature can be seen below 20 °C. 

The sample temperature curves at 250 to 750 °C/min show practically the same slope; hence, they 

unexpectedly have the same “real” cooling rate (see Table 2). Another important message in Figure 

4 is that the cooling step finishes before reaching the set temperature if the cooling is uncontrolled 

because the solid lines (sample temperature) reach a temperature higher than – 40 °C (⁡𝑇𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙) 

when the dashed lines reach – 40 °C. The different ⁡𝑇𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 values are shown in Table 2. Note that 

these values depend on the equipment and cooling device and are presented here merely as an 

example.  

Table 2. Temperature at which uncontrolled cooling conditions are reached (𝑇𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙) and real 

rate (calculated from the slope of temperature vs. time curve of the sample) for different nominal 

cooling rates used during the cooling from 200 to ‒ 40 °C. 

Nominal Rate 

 (°C/min) 

𝑻𝒄𝒓𝒊𝒕𝒊𝒄𝒂𝒍   

(°C) 

Real rate  

(°C/min) 

20 ‒ 19.8 
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60 ‒ 20.6 59.2 

100 28.8 95.1 

250 40.3 166.1 

500 101.7 202.5 

750 127.0 217.0 

  

Table 2 shows that the nominal rate equals the real rate for 20 to 100 °C/min. For higher rates, 

the nominal rate is much higher than the real rate. In Table 2, the cooling rate of 20 °C/min 

(included for comparison purposes) is maintained for the whole temperature range, without 

registering a ⁡𝑇𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙. However, often 20 °C/min is not a fast enough rate. Next, the ⁡𝑇𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 

increases with the nominal cooling rate. For instance, for 60 °C/min, ⁡𝑇𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙=  ‒ 20.6 °C, but for 

100 °C/min, we can only cool down to 28.8 °C. In the case of a high cooling rate, e.g., 250 to 

750 °C/min, the real cooling rate tends to a value of ~ 200 °C/min instead of the nominal rate. 

Therefore, in conventional DSC, such high rates are not recommended. To illustrate how the 

cooling rate affects a real sample, we isothermally crystallized PP at 126 °C, using different 

cooling rates, as shown in Figure 4b. Setting 60 °C/min as the “ideal” cooling rate, the relative 

errors of Avrami parameters were estimated and plotted in Figure 5 as a function of the nominal 

cooling rates. The results are also listed in Table S2 on the SI.  
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Figure 5. (a) ∆𝑛, (b) ∆𝐾, and (c) ∆𝜏0 as a function of the cooling rate. The ideal cooling rate was 

set as 60 °C/min. All PP samples were cooling from the melt to 126 °C. The vertical dashed line 

indicates the ideal cooling rate.  

 

Fast cooling rates create a deviation between the sample temperature and the programmed 

temperature. When the cooling step finishes, the sample has not reached the set 𝑇𝑐 , but the 

isothermal step will run immediately. As illustrated in Figure 4b, at high cooling rates, the 

isothermal curves are shifted to longer times (i.e., induction time) compared to the slower cooling 

rates. Interestingly, the DSC goes below the set 𝑇𝑐 when the ballistic cooling option is used, i.e., 

temperature overshoot (i.e., undershoot), generating an incomplete crystallization. For the ballistic 

cooling, the cooling curve is not registered; as it is an uncontrolled cooling. For low cooling rates, 

the material crystallizes during the cooling step, generating errors in the measured parameters 

(Figure 4b and Figure 5). 

The different isothermal curves (Figure 4b) can be amended (by removing the undesired 

overshoot signals), giving errors as high as 13.4 %, 6187 % (ballistic cooling, see Table S2), and 

113% (see Table S2 and Figure 5) in the 𝑛, 𝐾 and 𝜏0, respectively. These relative errors are in line 

with the values reported by Lorenzo et al.[9], who employed cooling rates as fast as 100 °C/min 

and as low as 10 °C/min. Figure 5 shows that the highest relative errors of induction time reach 

100%. The relative errors in 𝜏0 illustrate an inverted bell-like behavior, in which the highest errors 

occur at the slowest and fastest cooling rate. This evidences that the “ideal” cooling rate should be 

intermediate: it must be high enough to avoid crystallization during the cooling step, and at the 

same time, controlled enough to avoid overshoot.  

3.1.2. Isothermal crystallization from the SN state and the glassy state 

The isothermal crystallization can be performed from the SN state or glassy state. Starting the 

isothermal crystallization from a self-nucleated (see Scheme 4c) sample is a strategy to indirectly 

follow the growth kinetics of the sample. This strategy was first proposed by Müller et al.[49] to 

study the crystallization kinetics of poly(p-dioxanone)-b-poly(-caprolactone) diblock copolymers 

and parent homopolymers.[49] Later, Lorenzo and Müller[29] applied it to poly (ε-caprolactone) 

(PCL), polyethylene (PE), and poly (p-dioxanone) (PPDX). Recently, this technique has been 

employed in aliphatic polycarbonates,[30] and PP.[66] The idea is to create the maximum amount of 
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self-nuclei by self-nucleating the sample at the 𝑇𝑠,𝑖𝑑𝑒𝑎𝑙. As a result, in the subsequent isothermal 

step (see Scheme 4c), the crystallization corresponds only to the growth step instead of nucleation 

+ growth. The self-nucleated state and subsequent isothermal crystallization are schematically 

represented in Scheme 5, in which a comparison with the glassy state (Schemes 5b and d) is given.  

To carry out an isothermal crystallization experiment from the SN state, two important 

characteristic temperatures must be determined: 𝑇𝑠,𝑖𝑑𝑒𝑎𝑙  (see references 26, 27, 62) and 𝑇𝑐,𝑚𝑖𝑛 

(Scheme 3b). If 𝑇𝑠  > 𝑇𝑠,𝑖𝑑𝑒𝑎𝑙 , there is a possibility of the formation of new nuclei during the 

isothermal step, thus reflecting nucleation + growth kinetics. In contrast, if 𝑇𝑠  < 𝑇𝑠,𝑖𝑑𝑒𝑎𝑙, since 

crystalline structures remain, the crystallization during the cooling cannot be avoided. Thus, a 

careful determination of the 𝑇𝑠,𝑖𝑑𝑒𝑎𝑙 must be done. After properly determination of the 𝑇𝑠,𝑖𝑑𝑒𝑎𝑙, it 

should be noted that 𝑇𝑐,𝑚𝑖𝑛 is required (see Scheme 3b). The SN of the material shifts the 𝑇𝑐,𝑚𝑖𝑛 

to higher values in comparison to a standard isothermal crystallization. Such a shift in 𝑇𝑐 evidences 

the effective presence of self-nuclei promoting the crystallization of the material at a lower 

supercooling.[29] The previous SN allows crystallizing the material at lower supercooling (i.e., high 

𝑇𝑐). Normally, fewer 𝑇𝑐 points can be correctly followed as compared to the standard isothermal 

crystallization from the melt. 

As an example, Figures 1c and d show the isothermal crystallization of the PP and PP-NA from 

the self-nucleated state, respectively. The PP and PP-NA were self-nucleated at their 𝑇𝑠,𝑖𝑑𝑒𝑎𝑙 = 

168 °C (see Section S3 and Figure S2 on the SI). The 𝑇𝑐,𝑚𝑖𝑛 of PP from the self-nucleated state is 

142 °C, while 𝑇𝑐,𝑚𝑖𝑛⁡= 126 °C for crystallization from the melt state. Similarly, the 𝑇𝑐,𝑚𝑖𝑛 for PP-

NA is 134.5 °C for crystallization from the melt, while it is 152 °C for crystallization from the SN 

state. More details related to the isothermal crystallization from the self-nucleated state are shown 

in Section 3.3.4. 
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Scheme 5. Illustration of isothermal crystallization from the self-nucleated (a, c, and e) and glassy 

(b, d, and f) states. In both materials, few inactive nuclei are present for a material (a) melt state 

A, and (b) B. Then, in the SN state (c) the maximum number of nuclei is formed at 𝑇𝑠,𝑖𝑑𝑒𝑎𝑙, and 

those nuclei growth during the (e) isothermal step. Note that in (e) no additional nuclei are formed. 

In the glassy state (d) a limited number of nuclei are formed during the cooling. Afterward, during 

the (f) isothermal step, the nuclei grow, and other nuclei are formed. In Scheme 5 the triangles 

represent the nuclei and the circles the growth of spherulites. 

 

The crystallization of some polymers is extremely slow. One option is to follow the 

crystallization kinetics from the glassy state. The idea is to enhance the crystallization rate by 

allowing nuclei formation during the cooling from the melt to the glassy state, i.e., vitrification. 

Then, in the glassy state the nucleation is frozen in (see Scheme 5b),[23] as the material cannot 

crystallize at temperatures below 𝑇𝑔. In the subsequent isothermal step (after heating from the 



33 

 

glassy state) spherulites grow from them, and the crystallization rate is fast enough to be measured 

by DSC (see Scheme 5d).  

It is worth noting that the employed cooling rate influences the obtained results because 

extremely fast cooling rates can hinder the formation of nuclei. Therefore, no enhancement effect 

can occur, and the crystallization kinetics from the glassy state without extra nuclei (see Scheme 

5d) will be the same as that from the melt (see Scheme 5b) state.[67] In conventional DSC, fast 

cooling rates are not available; hence, nucleation during the cooling cannot be avoided. The 

crystallization from the glassy state is commonly used in PLLA.[68-70] The most critical aspect for 

the crystallization from the glassy state is the cooling rate, and the number of selected 𝑇𝑐 values. 

Because of the slow crystallization rate of the polymer, a wide range of 𝑇𝑐 values can be used 

without experimental limitations (i.e., crystallization during the cooling steps). Also, due to the 

slow crystallization, a determination of a 𝑇𝑐,𝑚𝑖𝑛  is not required, and it is recommended to 

determine a 𝑇𝑐,𝑚𝑎𝑥 instead. Testing a wide range of 𝑇𝑐 is suggested. For instance, a commercial 

PLA can crystallize from 90 to 150 °C,[70] see Figures S3 and S4. 

The PLLA nucleation has been widely studied, and its behavior illustrates the importance of 

the cooling rate. For PLLA, there is a critical cooling rate for  suppressing nuclei formation when 

the sample is cooled from the melt to the glassy state. The cooling rates of conventional DSC are 

insufficient to suppress the nuclei formation; however, the critical cooling rate has been found 

through FSC. For instance, in PLLA homopolymer, with 0% of D isomer content, it was found 

that cooling rates faster than 50 K/s suppress the nuclei formation. As the D content increases, the 

nuclei formation is suppressed at lower cooling rates, e.g., 20 (for 2% of D content) and 10 K/s 

(for 4% of D content). Nevertheless, the suppression of the nuclei formation is not desired for the 

crystallization from the glassy state in standard DSC experiments where nucleation enhancement 

during vitrification is the objective.[68, 69]  

The isothermal curves obtained for crystallization from the glassy state generally have a similar 

shape as in the isothermal crystallization from the melt state. However, the trend of the 𝜏50% as a 

function of temperature might change. Generally, for the materials that crystallize from the glassy 

state, a complete bell-shaped curve of the 1/𝜏50% vs. 𝑇𝑐 can be obtained. Figure S4 illustrates this 

situation.  
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3.2.APPLICATION OF THE AVRAMI THEORY: CONTINUOUS FIT 

Lorenzo et al. developed an Origin ® Plugin (see ref.9) that allows applying Avrami theory 

to isothermal crystallization data, obtaining the 𝑛  and 𝐾  values, the induction time, the 

experimental and theoretical 𝜏50% , and the ∆𝐻𝑡𝑜𝑡𝑎𝑙 . Recently, a free Origin App named 

Crystallization Fit[71] was developed by some of us following the previous plugin version. The 

correct determination of all Avrami parameters is here described. All the information obtained 

from the Avrami equation, together with its simplicity, makes this equation the most commonly 

applied treatment to study polymer crystallization. We will show, through practical examples, the 

correct use of the Avrami theory and all the information that can be obtained from it. 

The continuous Avrami fit works with a set of heat flow vs. time data. Such isothermal curve 

can be obtained from any of the isothermal crystallization experiments explained above. Here we 

discuss the most important aspects to consider and the interpretation of the results on practical 

examples.  

Using the data of the PP at 126 °C, Figure 6 shows the different plots obtained with the 

Crystallization Fit App[71](See Scheme S1). It is worth noting that the heat flow data is transformed 

to 𝑉𝑐 data using Equation 6.  
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Figure 6. Plots obtained using the free Crystallization Fit App.[71] (a) Original isothermal data of PP 

crystallizing from the melt at 126 °C. The integration limits are indicated with vertical lines. (b) Avrami 

plot in the full range. Note that the theory is applied in the selected 𝑉𝑐 = 3 to 20 %, to ensure complying 

with the free growth approximation valid for the primary crystallization range. (c) Avrami plot in the 

selected range in (b). (d) Relative amorphous fraction vs. time. (e) Normalized crystalline enthalpy (∆𝐻𝑐) 

vs. time, and (f) Original and fitted isothermal curve. The Avrami values (e.g., 𝑛 and 𝐾) are indicated in 

Figures 6b to d. 

 

Figure 6a shows the selection of the integration limits on the original data. With this selection, 

the induction time, 𝜏0 , and the half-crystallization time, 𝜏50% , are determined, as well as the 

crystallization enthalpy of the curve, 𝛥𝐻. From the original data, the heat flow is transformed into 

𝑉𝑐 (see Equations 5 and 6). To obtain a more accurate result, the amorphous (𝜌𝑎) and crystalline 

(𝜌𝑐) densities of the material are considered (see Equation 5).  For Figure 6 we have used the values 

of 𝜌𝑎  = 0. 87 g/cm3, and 𝜌𝑐 = 0.92 g/cm3, reported in the literature for PP.[72] The amorphous and 

crystalline densities of the material are difficult to determine, and in some cases, they are not 

reported in the literature. For those cases, as an approximation, in Equation 5, the densities can be 

assumed equal, i.e., in practical terms, a value of 1.0 g/cm3 can be utilized, to not modify the 

equation. Here, we have determined (see Section S5) that the related error (of neglecting the 𝜌𝑎 

and 𝜌𝑐 differences) in 𝑛 is around 0.3 %, and for the 𝐾 values around 4.5 %, whereas for the 𝜏50%  
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the error is around 1.5%. Thus, this demonstrated that when the densities are not available, the 

assumption of 𝜌𝑐 = 𝜌𝑎 , e.g., 1, does not lead to significant errors.  

Figure 6b shows the Avrami plot in the entire range. In red, it is indicated the fitting range, 

which  is typically selected between 𝑉𝑐  = 3 to 20 % to strictly comply with the free growth 

approximation. In Figure 6c, the Avrami plot can be seen (see Equation 4) in the fitted range, 

obtaining a correlation factor of 𝑅2 = 1.000, which is expected for the linear character of the plot 

(logarithmic function is applied in the y- and x-axis). As double logarithmic linearization is 

employed, a high correlation coefficient must be obtained for a good fit, i.e., the 𝑅2 value should 

preferably be higher than 0.995. With the original data and the Avrami fit, the relative amorphous 

fraction (Figure 6d), and its crystalline (Figure 6e) counterpart can be obtained. Also, the entire 

heat flow vs. time curve (Figure 6f) can be generated and compared to the original one. In this 

specific case, the original and fitted curve are very similar, even at high conversion (i.e., higher 

than the fixed 𝑉𝑐 = 3 to 20%), indicating the goodness of the fitting. This is also reported in other 

materials, as PCL,[24, 73-75] but is not a general rule. Below (Section 3.2.3 to 3.2.6), we indicate the 

most important information that can be obtained from the application of the Avrami theory, using 

the Crystallization Fit Origin ® App.[71] 

Figure 6 shows an ideal situation in which the isothermal curve and the feeding parameters to 

the Avrami Equation are accurate. In the previous Section, we discussed the importance of 

obtaining an accurate isothermal curve, and now, we will discuss how there are other parameters 

(i.e., feeding parameters) that can affect the Avrami results. 

3.2.1. Induction time 

The application of the Avrami fit needs the definition of two integration limits: just before the 

crystallization start and when the crystallization is completed. Here, we suggest taking the latter, 

as three times the half-crystallization time (𝜏50%). The first limit is fundamental since it is related 

to the induction or incubation time, 𝜏0 . In simple terms, 𝜏0   is the time interval between the 

moment the desire 𝑇𝑐 is reached (i.e., holding step) to the moment while the crystallization starts. 

Physically, during the induction period, primary nucleation occurs before any significant 

calorimetric event can be detected by the DSC.[16, 76, 77] Therefore, it corresponds to the elapsed 

primary nucleation time before crystal growth can be detected. The nucleation process can 

continue after crystallization starts, especially when the nucleation of the material is sporadic. 



38 

 

For the correct application of the Avrami theory, the induction time should be subtracted. The 

Avrami equation is not defined for times at which no crystallization can be detected. Substracting 

the induction time, the Avrami fit will be applied only when crystallization is detected by the DSC. 

Lorenzo et al.[9] showed the influence of the induction time by arbitrarily adding 10 minutes to the 

fitted isothermal curve of a hydrogenated polybutadiene (HPB) at 𝑇𝑐 = 93 °C. When the Avrami 

fit is applied with such a long 𝜏0, 𝑛 and 𝐾 values of 45.85 and 1.21x10-49 min-1 were obtained. 

These values are totally absurd, and it is purely caused by the fitting. When the induction time was 

subtracted, using the modified version of the Avrami equation (Equation 4), Lorenzo et al.[9] 

obtained reasonable values: 𝑛 = 2.69 and 𝐾 = 0.29 min-n.  

To show the impact of 𝜏0 more clearly, we have added an arbitrary time, 𝑡𝑎, to the isothermal 

curve at 𝑇𝑐 = 126 °C employed in Figure 6; the obtained curves are shown in Figure 7a, while the 

Avrami parameters, i.e., 𝑛 and  𝐾, from fitting the curves are plotted in Figure 7b.  
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Figure 7. (a) isotherms obtained after arbitrarily adding a time, 𝑡𝑎; (b) 𝑛 and 𝐾 values obtained 

after fitting the curves in 7a with the Avrami equation. Note that the standard isothermal curve, 

i.e., 𝑡𝑎 = 0 s, corresponds to the PP crystallizes at 𝑇𝑐 = 126 °C (see Figure 6). 

 

Figure 7b displays an increase in the 𝑛 values, and a decrease in 𝐾 values as 𝑡𝑎 increases. In 

this case, no subtracting a time of 10 s already generates absurd 𝑛 values, i.e., 𝑛 > 4, demonstrating 

the importance of substracting the induction time before applying the Avrami fit.  
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3.2.2. Influence of the fitting conversion range 

The conversion range is another key parameter of the Avrami fitting. The derivation of the 

Avrami equation assumes free growth of the crystals. Therefore, it can only describe the 

crystallization process before the impingement of the crystals (e.g., spherulites). Practically, the 

Avrami equation describes the overall transformation process in the primary crystallization range 

(𝑉𝑐 < 40 ~ 50%).[24]  

The Avrami theory applies to a free growth situation. The highest conversion reached for free 

growth differs from polymer to polymer. In some cases, for instance, at 50% of conversion, 

probably some spherulites have already impinged on one another. However, in other cases, e.g., 

PP, PCL, among others,[24, 73] the free growth condition can be fulfilled even at high conversion 

ranges. In general, the 50% of conversion can be excessive, and for that reason, a lower conversion 

range is employed to fulfill the Avrami conditions for all materials.  

Lorenzo et al.[9] evaluated different conversion ranges and found that the best conversion range 

is 𝑉𝑐 = 3 to 20 %. These authors suggest neglecting the initial data points (𝑉𝑐 < 3%), because the 

heat flow signal at that period is mainly experimental errors caused by the stabilization of the 

equipment. On the top limit, Lorenzo et al.[9] pointed out that the secondary crystallization process 

produces nonlinearity in the Avrami plot, which is appreciable beyond 𝑉𝑐 = 50%. In HPB such 

deviation was found even in a conversion of 35 %.  

3.2.3. Avrami Parameters and Others 

In this section, we will discuss the different parameters that can be obtained by using the 

Crystallization Fit App.[71] Here, we have included the Avrami parameters, i.e., 𝑛 and 𝐾, and the 

nucleation and overall half-crystallization times which are also obtained with the App. 

3.2.4. Nucleation and Overall Crystallization Rates 

The induction time, 𝜏0, and the overall half-crystallization time, 𝜏50%, can be obtained from 

the isothermal curves. The inverse of them represents the nucleation rate, 1/𝜏0, and the overall 

crystallization rate, 1/𝜏50%. Figures 8a and d compared the obtained 1/𝜏0⁡ and 1/𝜏50% values as 

a function of 𝑇𝑐 for the PP and PP-NA. 
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Figure 8. Experimental data points and Avrami parameters plotted vs. 𝑇𝑐; (a) 1/𝜏0; (b) 𝑛, (c) 𝐾1/𝑛 

and (d) 1/𝜏50%. The solid lines represent the LH fit. 

 

Figures 8a and d show that PP-NA has higher nucleation and overall crystallization kinetics 

than the PP (see Table 3). This is explained by the presence of a nucleating agent in the PP-NA. 

In Table 3, we listed the equivalent 𝑇𝑐 values needed for reaching the selected 1/𝜏0 = 2.0 min-1 

and 1/𝜏50% = 1.0 min-1, and the rate values (i.e., 1/𝜏0 or 1/𝜏50%) needed to reach a selected 𝑇𝑐 = 

135 °C. The obtained results evidence faster nucleation and overall crystallization rates of the PP-

NA. 

Table 3. Comparisons of PP and PP-NA equivalent 𝑇𝑐, 1/𝜏0 and 1/𝜏50%. 

Sample 𝑻𝒄 (°C) 

(at 𝟏/𝝉𝟎=2.0 min-1) 

𝑻𝒄 (°C) 

(at 𝟏/𝝉𝟓𝟎%=1.0 min-1) 

𝟏/𝝉𝟎 (min-1) 

(at 𝑻𝒄= 135 °C) 

𝟏/𝝉𝟓𝟎% (min-1) 

(at 𝑻𝒄 = 135 °C) 

PP 129.5 127 0.29 0.06 

PP-NA 135.8 133 3.33 0.78 
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The nucleation rate can be measured by PLOM since the nuclei can be counted assuming that 

each spherulite comes from a single heterogenous nucleus. The nucleation rate, 𝐼, is obtained from 

the initial slope (i.e., at short times where linear trends are obtained) of the nucleation density vs. 

time data. On the other hand, the DSC provides indirect information: the nucleation rate (1/𝜏0) 

before any growth starts is obtained as the inverse of the induction time, 𝜏0, extracted from the 

isothermal crystallization (Tables S3 and S4). In this section, we compare the nucleation rate 

obtained by PLOM and DSC in a poly (butylene succinate-ran-ε-caprolactone) copolymer with a 

91:9 composition (BS91CL9), as studied previously.[78] Figure 9 compared the nucleation rate 

obtained through PLOM (i.e., 𝐼) and DSC (i.e., 1/𝜏0) in the BS91CL9 copolymer. The two sets of 

data show the same trend, although the exact values are different. It must be remembered that there 

are experimental differences between the measurement of these two quantities, and therefore they 

are not quantitatively the same. Thus, the nucleation rate obtained as 1/𝜏0 can be an alternative to 

the PLOM measurements, especially when the nucleation density is too high to allow PLOM 

determinations to be made accurately as a function of time. Recently, the 1/𝜏0vs. 𝑇𝑐 measurements 

have been employed in PLA,[70] polycarbonates,[30] among others.[28]  

76 78 80 82 84 86
0

1

2

3

4

5

6

 I      (PLOM)

 1/t0 (DSC)

N
u

cl
ea

ti
o

n
 r

at
e 

(m
in

-1
)

Temperature (°C)

BS91CL9

 

Figure 9. Comparison of the nucleation rate obtained from PLOM (i.e., 𝐼) and DSC (i.e., 1/𝜏0) in 

BS91CL9 copolymer. The data were obtained from the previous work of Safari et al.[78] 
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3.2.5. Avrami index 

Figure 8b shows the Avrami index, 𝑛, obtained for PP and PP-NA samples. The obtained 

values can be approximated to 𝑛 ~ 3.0, corresponding to spherulites that grow instantaneously: 

𝑛𝑔𝐷 = 3 and 𝑛𝑛= 0. These results are in line with the literature.[47] The 𝑛 values of PP-NA are 

slightly lower than those of PP, which is attributed to the nucleating agent. It is important to remark 

that the 𝑛 values higher than 4 are physically meaningless.[47] They may result from an erroneous 

analysis of the isothermal curves either experimentally or analytically. 

Figure 8b shows that for both, PP and PP-NA the n values can be considered constant as Tc 

increases. This behavior is explained by a compensation between the 𝑛𝑛 and 𝑛𝑔𝐷 contributions. 

The 𝑛 values as a function of 𝑇𝑐, depend on the dominant mechanism: morphology vs. crystal 

growth. Scheme 6 illustrated how the 𝑛 values change with 𝑇𝑐. Note that in Scheme 6a to c, the 

general case has been considered (i.e., 2 < 𝑛 < 4), excluding those cases with 𝑛 < 2. Only in 

Scheme 6d confinement systems are considered.  
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Scheme 6. Schematic representation of the behavior of the Avrami index, 𝑛, as a function of 𝑇𝑐. 

The 𝑛  values can (a) increases as 𝑇𝑐  increases; (b) decreases as 𝑇𝑐  increases, or (c) remains 

unchanged as 𝑇𝑐  increases. The horizontal dotted lines indicate the limits for the 𝑛  values in 
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polymers. The horizontal line at 𝑛 =2 indicates axialites (𝑛𝑔𝐷=2), and at 𝑛 = 3, spherulites (𝑛𝑔𝐷=3). 

In Scheme 6d the expected 𝑛 values for confinement systems are represented.  

 

Scheme 6 shows the different expected trends of 𝑛 vs 𝑇𝑐. Many different trends of the variation 

of 𝑛 with respect to 𝑇𝑐 can be found in the literature. Namely, the 𝑛 values can remain unchanged, 

increase or decrease with 𝑇𝑐. The increase of 𝑛 values as 𝑇𝑐 increases (Scheme 6a) is caused by 

the changes in nucleation, as it is well known that nucleation tends to be more sporadic as 𝑇𝑐 values 

increase (considering that no change in morphology occurs and that the polymer is always forming 

spherulites). Therefore, one expects  𝑛𝑛 = 0, at high supercooling (i.e., low 𝑇𝑐), and increasing 

values of 𝑛 with 𝑇𝑐 until  𝑛𝑛 = 1, at low supercooling (i.e., high 𝑇𝑐), keeping constant the 𝑛𝑔𝐷.[79]  

Scheme 6b shows an opposite trend, a decrease of 𝑛 as 𝑇𝑐 increases, which can be explained 

by dimensionality changes (usually spherulites at low 𝑇𝑐 values and axialites at high 𝑇𝑐 values) 

induced by 𝑇𝑐  with a constant nucleation rate. This has been reported in low density 

polyethylene.[79] A similar trend has been reported when the 𝑛 values are evaluated as a function 

of the molecular weight (MW). It has been reported in PEs 𝑛 = 4 at low MW, followed by 𝑛 = 3 

at intermediate MW, and finally 𝑛 = 2, at high MW.[40] At high MW the entanglements might affect 

the crystallization, leading to such a low 𝑛 value.  

Scheme 6c shows that the 𝑛 values can remain unchanged as 𝑇𝑐 increases. This is attributed to 

a balance between the nucleation and crystal dimensionality contributions. The 𝑛 values can also 

remain unchanged with 𝑇𝑐 in confinement systems,[44, 79] schematically represented in Scheme 6d. 

The 𝑛  values for confinement systems, e.g., block copolymers,[41,42,80] homopolymers or 

copolymers confined within alumina nanoporous,[81-83] among others, e.g., polymer into micro-

droplets,[66] is as low as 1.0 (or even lower).[44] For confined systems, it is considered that the 

nucleation is the rate-determining step in the crystallization. This argument is based on the fact 

that the free-energy barrier for homogenous nucleation is much higher than the one associated with 

crystal growth. Thus, since the growth is so fast, the crystallization kinetics is completely 

dominated by the nucleation process, it can be considered that 𝑛𝑔𝐷  = 0 (see Equation 2). 

Consequently, the 𝑛 values depend only on the volume of the crystallizable microdomains and not 

in its dimensionality or shape, i.e., 𝑛 = 𝑛𝑛 taking values between 0 and 1. The 𝑛 < 1.0 implies that 

the nucleation is not completely sporadic, and it is somewhere in between sporadic and 
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instantaneous,[42] as illustrated Scheme 6d. Such low 𝑛  values are also characteristic of a 

homogeneous nucleation mechanism.  

 

3.2.6. 𝑲𝟏/𝒏 values 

A constant proportional to the overall crystallization rate, 𝐾, can be obtained from the Avrami 

fitting. It is important to remark that the obtained 𝐾 value has units of time-n (e.g., min-n); therefore, 

unless 𝑛 is a constant, its values cannot be directly compared. Thus, for comparison purposes, 

𝐾1/𝑛 should be used instead, which are expressed in units of min-1. The 𝐾1/𝑛⁡should have the same 

trend as the 1/𝜏50%, as long as the fitting to the Avrami equation is valid until approximately 50% 

conversion, as shown in Figures 8c and d.  

 

3.3. LAURITZEN AND HOFFMAN ANALYSIS 

The feeding parameters to apply the LH theory are the growth rate or overall crystallization 

rate vs 𝑇𝑐. As stated before, the general form of the LH formula (see Equation 8) can be adapted 

to the experiment data (i.e., PLOM vs. DSC). Thus, spherulitic growth rate (𝐺), growth rate 

obtained by DSC after SN (1/𝜏50%,𝐺), or overall crystallization rate (1/𝜏50%) vs. 𝑇𝑐 data can be 

employed. 

The equilibrium melting temperature (𝑇𝑚
0 ) must be used in the fitting, which can be taken from 

the literature or estimated experimentally. The methods to estimate the 𝑇𝑚
0  are based on 

extrapolations, including the Hoffman-Weeks method,[84] using the plot of 𝑇𝑚 versus 𝑇𝑐, and the 

Gibbs-Thomson method,[85, 86] using the 𝑇𝑚 vs the inverse of the lamellar thickness. Recently, the 

maximum melting temperature after thermal fractionation (i.e., Successive Self-nucleation and 

Annealing[27, 87, 88]) plus an arbitrary factor have been used to estimate the 𝑇𝑚
0 .[89] When 

experimental data is not available, the 𝑇𝑚
0  can also be estimated using the semi-empirical equations 

of Van Krevelen,[90] which are based on the contributions of the different groups in the repeating 

units. The discussion of the 𝑇𝑚
0  determination is beyond the scope of this work. If a set of materials 

is compared, special attention should be put into the 𝑇𝑚 (i.e., from non-isothermal DSC test) and 

the 𝑇𝑚,𝑆𝑆𝐴 from SSA experiments, since these values often reflect the big picture of the real trend. 
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The 𝑇𝑚
0  values affect the LH fitting results (e.g., 𝐾𝑔

𝐴) generated because it affects the LH plot 

shape.[47]  

3.3.1. Illustrating the use of the LH fit 

Figures 10 and 11 show the generated plots for both PP and PP-NA samples when the LH 

Fitting is performed in the Crystallization Fit Origin ® App (See Scheme S2) with DSC (Figure 

10) and PLOM (Figure 11) data.[71] To perform the fit, the App should be fed with various 

parameters. For both PP and PP-NA, we used: 𝑎0  = 5.49 Å and 𝑏0  = 6.26 Å;[47]  𝑈∗  = 1500 

cal/mol;[47] 𝜌𝑐  = 0.92 g/cm3;[72] 𝑇𝑚
0  = 186.1 °C,[91] 𝑇𝑔  = ‒12 °C,[47] and ∆𝐻𝑚

0  = 209 J/g.[47] It is 

worth noting that in the case of the PP, the ∆𝐻𝑚
0  calculated using the contribution of groups 

function of Van Krevelen[90] is 207 J/g,[90], similar to that extrapolated from experimental data. 

According to the literature, the PP crystallizes in two (i.e., Regimes II and III) or even three 

(i.e., Regimes I, II, and III) crystallization regimes depending on the molecular weight.[92, 93] Here, 

for illustrating purposes, we have fitted the experimental 1/𝜏50% vs. 𝑇𝑐 data for a 𝑇𝑐 range of 126 

to 133 °C, where the PP crystallizes in only one regime (Regime III), as shown in Figure 10. Note 

that often Regime II is assumed as a first trial. When a broader range of 𝑇𝑐 (i.e., 126 to 138.5 °C) 

is considered, the PP crystallizes in Regime II and III (see Figure S6 on the SI). The LH analysis 

for the complete 𝑇𝑐 range for PP (126 to 138.5 °C) and PP-NA (134.5 to 139 °C) is shown in 

Figures S6 (PP), S7 and 12b (PP-NA), respectively, and the obtained LH parameters are listed in 

Table 4. 
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Figure 10. Plots generated by the Crystallization Fit Origin ® App for PP crystallized for a 𝑇𝑐 

range of 126 to 133 °C; (a) Experimental 1/𝜏50% vs. 𝑇𝑐; (b) Lauritzen and Hoffman plot; and (c) 

fitted vs. experimental 1/𝜏50% vs. 𝑇𝑐 curves in the entire range of crystallization temperature. Note 

that in (b), the different LH results are listed.   

 

Figure 10a displays the experimental data (i.e., 1/𝜏50% vs. 𝑇𝑐), while the LH fit or LH plot (see 

Equation 8) is shown in Figure 10b. The LH results are indicated in Figure 10b and Table 4. The 

complete 1/𝜏50% vs. 𝑇𝑐 generated by the App is shown in Figure 10c. As we mentioned before, 

we have used Regime III as the crystallization regime for this example. In Figure S6 it is shown 

that the PP crystallizes in Regime II for a 𝑇𝑐 range of 126 to 135 °C, and Regime III for 𝑇𝑐 range 

of 136 to 138.5 °C.  

Figure 10c compares the experimental and fitted 1/𝜏50% vs. 𝑇𝑐 data from 𝑇∞ to 𝑇𝑚
0 , displaying 

a bell-shape curve. At the right-hand side, crystallization is controlled by nucleation (in this case 

both primary and secondary nucleation, as the data was collected by DSC), i.e., the second 

exponential term in equation 8. As 𝑇𝑐 becomes higher, the attach-detach events increase, reducing 

the crystallization rate drastically, especially at 𝑇𝑐 close to 𝑇𝑚
0 .[23] On the other hand, the left-hand 

side is controlled by chain diffusion, where the first exponential term is in charge. The 

crystallization will be hindered as 𝑇𝑐 approaches 𝑇𝑔. 

As shown in Figure 10c, the data points are located in the nucleation control region. Similar 

results are obtained for PP-NA as well (Figure S8). In fact, the experimental data always (in a 
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conventional DSC) falls in the nucleation control region for fast crystallizing polymers such as PE, 

PCL, among others.[9, 24] This reflects an experimental limitation of conventional DSC whose 

cooling rates are not fast enough to reach 𝑇𝑐 in the diffusion control side (left-hand side of the 

curve) without crystallization during cooling. For slow crystallizing materials, such as the PLA, 

the complete curve can be obtained experimentally, even in a conventional DSC (see Figure S4). 

The cooling rate limitation of conventional DSC has been overcome by FSC. Thanks to the 

high cooling rates (up to 40,000 K/s in the commercially available Flash DSC by Mettler but up 

to 500,000 K/s in custom build equipments,[22] FSC allows performing isothermal crystallization 

in a much broader 𝑇𝑐 range, obtaining complete crystallization kinetics of the materials. Recently 

the investigations through FSC have revealed that two nucleation mechanisms can be detected in 

polymers: homogeneous (at high supercooling) and heterogeneous (at low supercooling) 

nucleation (see Section 3.6), generating two maxima in a 1/𝜏50%  vs. 𝑇𝑐  curve. Due to the 

experimental limitations, conventional DSC can only record the so-called heterogeneous 

nucleation mechanism at low supercoolings. Moreover, the LH theory cannot fit two maxima 

simultaneously. For more details, see Section 3.6. 

The LH fit can be applied to spherulitic growth rate, 𝐺 vs. 𝑇𝑐. For this case, the same fitting 

parameters as the 1/𝜏50% vs. 𝑇𝑐 data are used. To illustrate the fitting, we have used the 𝐺 vs. 𝑇𝑐 

data for PP in a 𝑇𝑐 range of 129 to 145 °C. The results of the fitting are shown in Figure 11. In 

Figure S8 the results of the LH fit on the PP-NA are displayed.  
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Figure 11. (a) Experimental 𝐺 vs. 𝑇𝑐 data; (b) LH plot; (c) Comparison of experimental and fitted 

data for PP; and (d) comparison of 𝐺 vs. 𝑇𝑐 for PP and PP-NA samples. Note that in (b) the LH 

results are indicated. 

 

Figure 11 shows the experimental data and their fit according to the LH model. The 

Crystallization Fit Origin ® App generates three plots: the experimental 𝐺 vs. 𝑇𝑐 data (Figure 11a), 

the LH plot (Figure 11b), and the comparison of the experimental and fitted 𝐺 vs. 𝑇𝑐 data (Figure 

11c). The PP displays two crystallization Regimes, as in the overall crystallization results (Figure 

S6). At 𝑇𝑐 < 139 °C, the PP crystallizes in Regime III (i.e., much faster nucleation than spreading 

rate, see Section 3.3.3), and at 𝑇𝑐 > 139 °C, in Regime II (i.e., comparable nucleation and spreading 

rates, see Section 3.3.3). The Regime II to III transition temperature is in line with the literature.[47, 

66, 92-95] In this case, the obtained 𝐾𝑔,𝐼𝐼𝐼/𝐾𝑔,𝐼𝐼 = 1.48 can be approximated to the theoretical value 

of 2, since there is vast evidence of PP crystallization in two Regimes. The 𝐾𝑔
𝐺  values are listed in 

Table 4 and indicated, together with the other LH results, in Figure 11b. In the case of the PP-NA 

(see Figure S8), the growth can only be followed in Regime II, at a 𝑇𝑐 range of 140 to 145 °C. At 

𝑇𝑐  < 140 °C (Regime III), the spherulitic growth rate is hard to measure because of the high 

nucleation density. Figure 11d compared the 𝐺 vs. 𝑇𝑐 curves, in Regime II, for both PP and PP-

NA, exhibiting slightly higher 𝐺 values for the PP-NA, which can be explained by the difference 

in molecular weight or the presence of additives in the samples. Table 4 compares the LH 

parameters obtained from PLOM and DSC experiments in both PP and PP-NA samples.  
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Table 4. LH parameters for PP and PP-NA samples. 

Sample, 

technique 

𝑻𝒄 range 

(°C) 

Rg. 𝑲𝒈
𝝉  x10-5 

(K2) 

𝑲𝒈
𝑮 x10-5 

(K2) 

𝝈 

(erg/cm2) 

𝝈𝒆 

(erg/cm2) 

𝒒x1013 

(erg) 

𝑹𝟐
 

PP  

PLOM 

129-138 

139-145 

III 

II 

- 

- 

2.90 

1.96 

11.3 

11.3 

59 

80 

4.10 

5.50 

0.9929 

0.9983 

PP-NA 

PLOM 

140-145 II - 1.76 11.3 72 4.96 0.9795 

PP 126-135 III 5.52 - 11.3 113 7.77 0.9990 

DSC 136-138.5 II 2.64 - 11.3 108 7.44 0.9965 

PP-NA 134.5-137 III 5.18 - 11.3 106 7.28 0.9997 

DSC 137.5-139 II 2.73 - 11.3 112 7.69 0.9818 

  

Table 4 shows different results that will be discussed separately in the next sections. The LH 

parameters, i.e., 𝐾𝑔, 𝜎𝑒 and 𝑞, obtained from PLOM experiments (only growth) are lower than the 

parameters obtained from DSC experiments (nucleation and growth) due to the latter involving the 

overall process. It is important to remark that always the 𝑲𝒈
𝑮

 values must be lower than the  𝑲𝒈
𝝉

 

ones.[29]  

As mentioned above, both PP and PP-NA crystallize in Regime II and III, allowing a 

comparison between them. Table 4 show that 𝐾𝑔,𝐼𝐼𝐼
𝐴  > 𝐾𝑔,𝐼𝐼

𝐴  , where 𝐴  refers either to 𝐺  or 𝜏 . 

According to Equation 9,  𝑲𝒈,𝑰𝑰𝑰
𝑨  must be higher than 𝑲𝒈,𝑰𝑰

𝑨 , in a factor ~ 2. In the case of 𝜎𝑒 

values, there is no specific relationship of its changes with the crystallization regimes. In the 

literature,[47] it has been reported 𝜎𝑒,𝐼𝐼 is lower, equal or higher than 𝜎𝑒,𝐼𝐼𝐼. Here, Table 4 reflects 

𝜎𝑒,𝐼𝐼 > 𝜎𝑒,𝐼𝐼𝐼.  

The 𝐾𝑔
𝐺

 values here reported (see Table 4), are 1.76 to 1.96 x 105 K2 (Regime II) and 2.90 x 

105 K2 (Regime III). The 𝐾𝑔
𝐺  values reported in the literature vary depending on the MW and the 

crystallization regime. Cheng et al.[92] studied low and high MW iPP. For low MW iPP, i.e., 15 

kg/mol, three crystallization regimes were found, with 𝐾𝑔,𝐼
𝐺  ~ 3.0x105 K2 (~ 𝑇𝑐 > 133 °C), 𝐾𝑔,𝐼𝐼

𝐺  ~ 

1.61x105 K2 (122 °C < 𝑇𝑐 < 133 °C), and 𝐾𝑔,𝐼𝐼𝐼
𝐺  ~ 3.2x105 K2 (~ 𝑇𝑐 < 122 °C). As the MW increases, 
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i.e., 300 kg/mol, only two crystallization regimes are reported, 𝐾𝑔,𝐼𝐼
𝐺  ~ 1.25x105 K2 (~ 𝑇𝑐 > 137 °C), 

and 𝐾𝑔,𝐼𝐼𝐼
𝐺  ~ 2.6x105 K2 (𝑇𝑐  < 137 °C). Hoffman and Clark,[94] recompiled the information of 

different works reported in the literature and found 𝐾𝑔,𝐼𝐼
𝐺  ~ 1.6x105 K2 (~ 𝑇𝑐 > 140 °C) and 𝐾𝑔,𝐼𝐼𝐼

𝐺  ~ 

3.1 to 3.6x105 K2 (~ 𝑇𝑐 < 140 °C).  

Table 4 shows that the 𝐾𝑔
𝜏
, 𝜎𝑒 and 𝑞 values are lower (in Regime III) for the PP-NA than those 

of PP due to the action of the nucleating agent in PP-NA. In this case, the 𝜎 values are the same, 

due to the same 𝑎0 , 𝑏0  and ∆𝐻𝑚
0  (see Equation 10) were taken for both samples. The LH 

parameters can be affected by any factor that influences the material's crystallization kinetics. The 

overall crystallization (nucleation + growth) can be affected by MW differences, the presence of 

plasticizers agents or other polymers that acts as a plasticization-like agent, nucleating agents, e.g., 

nanocomposites, comonomers, different topologies, e.g., cyclic vs. linear, and different molecular 

architecture, among others. Accelerating the crystallization kinetics leads to lower 𝐾𝑔
𝜏
, 𝜎𝑒, and 𝑞. 

Although, it should be noted that the growth process, e.g., 𝐾𝑔
𝐺
 , would be affected only by those 

factors that affect the mobility of the chains (e.g., plasticization agents). In general, a classic 

nucleating agent will not affect the growth process. 

3.3.2. LH parameters: 𝑼∗ values, 𝑻𝒎
𝟎 , and Regime Selection 

The most common value of 𝑈∗ reported in the literature is 1500 cal/mol; in the following lines, 

we refer to this value as the reference or standard one (𝑈𝑟
∗). However, other values are also reported, 

for instance, ~ 6000 cal/mol.[47] The employed 𝑈∗ value will influence on the 𝐾𝑔
𝜏
, 𝜎𝑒, and 𝑞 values, 

but not significantly. The experimental 1/𝜏50% vs. 𝑇𝑐 data of Figure 10 was fitted using arbitrary 

𝑈∗ values of 375 and 6000 cal/mol (Figure S9a and Table S5), which are four times lower and four 

times higher than 𝑈𝑟
∗, respectively. The 𝐾𝑔

𝜏
, 𝜎𝑒, and 𝑞 values decrease in factor of 1.1 (for 𝑈∗ = 

375 cal/mol) and increases in a factor of 1.2 (𝑈∗ = 6000 cal/mol) compared to the standard case. 

Therefore, the assumption of 𝑈∗ = 1500 cal/mol is a good approximation when the 𝑈∗ value cannot 

be experimentally obtained.  

The discussion on the 𝑇𝑚
0  is complicated and beyond the scope of this paper. However, to 

illustrate the 𝑇𝑚
0  influence, the 1/𝜏50% vs. 𝑇𝑐 data of Figure 10, was fitted using 𝑇𝑚

0  = 176.1 and 

196.1 (see Figure S9b and Table S5), i.e., 𝑇𝑚
0  = 186.1 ± 10 °C (representing a factor of only 1.05). 

In this case, the 𝐾𝑔
𝜏
, 𝜎𝑒, and 𝑞 values decrease in a factor of 1.5 (𝑇𝑚

0  = 176.1 °C) and increase in a 



51 

 

factor of 1.4 (𝑇𝑚
0  = 196.1 °C) compared to the standard case (𝑇𝑚

0  = 186.1 °C). Therefore, the 𝑇𝑚
0  is 

one of the most influential factors in the LH fitting. To sum up, the 𝑻𝒎
𝟎  causes the major changes, 

whereas minor changes are related to 𝑼∗ and 𝑻𝒈. 

The crystallization Regime selection depends on the polymer. In general, most polymers 

crystallize in Regime II when they are cooled from the melt at intermediate supercoolings (i.e., 

comparable nucleation and spreading rates); for that reason, Regime II is assumed in most cases.[47] 

For illustrating purposes, in Figure S10, Regime II was selected instead. The 𝐾𝑔
𝜏 value depends on 

the slope of the ln⁡1/ 𝜏50% + 𝑈∗⁡/𝑅⁡. (𝑇𝑐 − 𝑇∞) vs. 1/(𝑇𝑐. ∆𝑇. 𝑓) curve (see Figures 10 and S10); 

hence, for the same set of 1/𝜏50% vs. 𝑇𝑐 data, and assuming only one crystallization Regime, the 

𝐾𝑔
𝜏 is independent (i.e., 𝐾𝑔,𝐼𝐼

𝜏  = 𝐾𝑔,𝐼𝐼𝐼
𝜏 ) of the Regime selection. But, 𝜎𝑒,𝐼𝐼 and 𝑞𝐼𝐼 will be higher than 

their analogous in Regime III by a factor of 2 (see Equation 9). The same differences will be found 

if Regime I and II are compared, whereas Regime III and I lead to the same results. 

If the analyzed material possesses more than one crystallization regimes, it will be noticed in 

the slope of the LH plot, since 𝐾𝑔,𝐼𝐼𝐼
𝐴 /𝐾𝑔,𝐼𝐼

𝐴  and 𝐾𝑔,𝐼
𝐴 /𝐾𝑔,𝐼𝐼

𝐴  = 2.0 (see Equation 9). When two 

crystallization regimes are present, probably the assumption of one crystallization regime instead 

of 2 leads to a poor 𝑅2, as demonstrated in Figure S11 Below we present more details regarding 

the crystallization regimes.  

3.3.3. Changes in Regime of crystallization 

The iPP crystallizes in Regime II and III, as was shown in Figures 11, S6, and S7. To further 

analyze the changes in the crystallization regime, Figure 12 shows two examples: (a) the regime 

transition induced in PCL by multi-walled carbon nanotubes (MWCNT), and (b) the regime 

changes in PP-NA inherent to the polymer. 

The growth of lamellar crystals is dictated by two processes: lateral spreading growth, with its 

respective rate, 𝑔, and secondary nucleation, with a rate 𝑖. The relation between the rate of these 

processes, 𝑖 vs. 𝑔, defines the crystallization regime. At low ∆𝑇, i.e., 𝑇𝑐  close to 𝑇𝑚
0 , Regime I 

takes place. In Regime I, the formation process of secondary nuclei is much slower than their 

growth, i.e., 𝑔 >> 𝑖. At intermediate ∆𝑇, the rate of each process is comparable, i.e., 𝑔 ~ 𝑖; defining 

Regime II. At high ∆𝑇, the formation of secondary nuclei is much faster than their growth, 𝑔 << 

𝑖, defining Regime III.  Further details of the crystallization regimes can be found in the literature. 
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[11, 12, 15-17, 73, 92-94,96] For PP, the regime transition temperature depends on the crystallographic form 

(𝛼 vs. 𝛽) and the MW. Only for low MW fractions of the 𝛼-form, it is reported that the transition 

between Regimes II to I occurs at 155 °C, besides the transition of Regime III to II. At high MW, 

the Regime III to II occurs at around 137 to 138 °C, for the 𝛼-form, and 123 to 129.5 °C, for the 

𝛽-form.[93] If pressure is applied, e.g., 150 MPa, high MW iPP displays all the regimes.[47]  

The regime change is characterized by a variation in the slope of the LH plot. In some instances, 

the regime change has a clear morphological manifestation. In particular, for PE, it is reported a 

spherulitic morphology for Regime II and an axilitic one in Regime I.[17] 

To illustrate the variation in the slope of the LH plot, we have applied the LH theory to the 

experimental data Trujillo et al.[73] in PCL/MWCNT nanocomposites (Figure 12a) and our data in 

the PP-NA (Figure 12b). The LH plot is shown for both cases in Figure 12.  

1.0x10-4 1.1x10-4 1.1x10-4 1.2x10-4 1.3x10-4

-2

0

2

Kg
t
III/Kg

t
II= 2.32

Regime II

Regime III

L-H Fit

L
n
 1

/t
5

0
%

  
+

  
U

*
/(

R
.(

T
c-

T


)

1/(Tc.DT.f)

(a) PCL/MWCNT

5.0x10-5 5.2x10-5 5.4x10-5 5.6x10-5 5.8x10-5

-2

0
(b) PP-NA

Regime II Fit:

1/t0= 5.79E+05 [1/s] 

Kt
g= 2.73E+05 [K2] (R2= 0.9818)

s= 11.27 [erg/cm2] 

se= 111.93 [erg/cm2]

q= 7.69E-13 [erg]

Regime III Fit:

1/t0= 2.66E+11 [1/s] 

Kt
g= 5.18E+05 [K2]

 (R2= 0.9997)

s= 11.27 [erg/cm2] 

se= 105.98 [erg/cm2]

q= 7.28E-13 [erg]

U*= 1500 [cal/mol] 

T= 231 [K]; T0
m= 459.1 [K]

a0= 5.49E-8 [cm]; b0= 6.26E-8 [cm]

rC= 0.92 [g/cm3]; DH0
m= 209 [J/g]

Kg
t
III/Kg

t
II= 1.89

Regime II

Regime III

L-H Fit, PP-B(DSC)

L
n
 1

/t
5

0
%

  
+

  
U

*
/(

R
.(

T
c-

T


)

1/(Tc.DT.f)
 

Figure 12. Illustration of regime changes for (a) PCL/MWCNT studied by Trujillo et al.,[73] and 

(b) PP obtained in this work. Note that the 𝐾𝑔,𝐼𝐼𝐼
𝜏 /𝐾𝑔,𝐼𝐼

𝜏  is ~ 2.0. 

  

Figure 12 shows that in both cases, the slope changes by a factor of approximately 2. This 

indicates a change from Regime III to Regime II. For the PCL/MWCNT, the Regime III (i.e., 𝑖 >> 

𝑔 ) is induced by the very strong nucleating effect, i.e., in this case, the MWCNTs acts as 

supernucleating agents of the PCL, of the MWCNTs on PCL. In fact, the neat PCL only crystallizes 

in Regime II.[73, 75] In contrast, the Regime II to III transition is inherent to iPP, because both iPP 
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with and without nucleating agents displays the same transition, in line with the literature.[66, 92-94] 

It is important to remark that in iPP the regime change detection is possible only if a wide range 

of 𝑇𝑐 is employed. In addition, the additives in the material might prevent the detection of the 

regime change. For instance, the high nucleation density in the PP-NA, difficult following the 

spherulitic growth at 𝑇𝑐 < 140 °C. Thus, Regime III cannot be detected by PLOM for the PP-NA. 

Note that Regime III can be detected by PLOM for PP, which does not contain a nucleating agent. 

When the LH theory is applied, the first assumption is that the polymer crystallizes in only one 

Regime,  which generally corresponds to Regime II. In Figure 12b, if such assumption is made in 

the PP-NA, a poor 𝑅2 of 0.9576 (see Figure S11) is obtained. However, by assuming two regimes, 

the 𝑅2 improves significantly, and the ratio 𝐾𝑔,𝐼𝐼𝐼/𝐾𝑔,𝐼𝐼 is practically 2.  

3.3.4. Individual contributions on the overall crystallization process: Nucleation and 

growth 

The Crystallization Fit Origin ® App allows the application of the LH model on spherulitic 

growth rate (𝐺) vs 𝑇𝑐 measured by PLOM as well. The generated plots for PP are shown in Figures 

11 and S8. In the case of the PP-NA, the high nucleation density prevented the 𝐺 measurements at 

𝑇𝑐 < 140 °C.  

Lorenzo and Müller[29] proposed an alternative method to follow the growth kinetics through 

isothermal DSC measurements from the self-nucleated state (see Scheme 4c). The self-nucleation 

step performed at the ideal self-nucleation temperature generates so many nuclei (of the order of 

1013 to 1014 nuclei/cm3) that the nucleation stage can be considered essentially complete. Thus, the 

subsequent isothermal step (performed in the DSC) will register only the growth response instead 

of the nucleation + growth as in the overall isothermal crystallization from the isotropic melt. Here, 

through practical examples, we illustrate how to follow the growth in a DSC (see Scheme 4c) and 

how to separate the different contributions of the overall crystallization process.   

The isothermal crystallization from the self-nucleated state was applied in both PP and PP-NA 

samples. The isothermal curves were shown in Figures 1c and d, and fitted with the Avrami theory 

(see the result in Section S7 on the Supporting information). From these curves, the half-growth 

times denoted here as 𝜏50%
𝐺 , were extracted; therefore, the growth rate from these measurements is 
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indicated as 1/𝜏50%
𝐺 . Different comparisons were made with the 1/𝜏50%

𝐺 vs. 𝑇𝑐 data, as displayed 

in Figure 13.  

Figure 13a illustrates the experimental data and the corresponding LH fits for the overall 

crystallization rate and growth rate vs. 𝑇𝑐 curves using the PP as an example. The prediction shows 

that the bell-shape 1/𝜏50%
𝐺  vs. 𝑇𝑐 curve is shifted to higher 𝑇𝑐 values than the 1/𝜏50% vs. 𝑇𝑐 curve 

due to the promotion of the crystallization at low supercooling caused by the self-nucleation. Such 

a shift is indicative of the effective SN of the material. The same behavior (not shown) was also 

observed for the PP-NA. Figure 13b compares the 1/𝜏50%
𝐺  vs. 𝑇𝑐 curves for the PP and PP-NA 

samples. The curves of the PP-NA are displayed at higher 𝑇𝑐, indicating that the PP-NA also shows 

a higher growth rate than the PP, in line with the 𝐺 vs 𝑇𝑐 curves in Figure 11b. In this case, the 

presence of nucleating agents should not influence the growth; therefore, the difference between 

the materials might be related to different reasons, e.g., MW, defects distribution, among others.  
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Figure 13. (a) Comparison of the overall and growth (DSC) crystallization kinetics of the PP- neat; 

(b) Comparison of the growth rates (DSC) for the PP and PP-NA; (c) Avrami index obtained from 

isothermal crystallization from the self-nucleated state for PP and PP-NA; and (d) nucleation and 

growth contribution for PP and PP-NA estimated in this work, and their comparison with the PE 

and PPDX obtained in the literature.[9]  

   

Figure 13c shows the Avrami index, 𝑛, determined from the self-nucleated samples. The SN 

process forces the material to crystallize instantaneously; hence the nucleation term, 𝑛𝑛, is equal 

to zero. Both samples crystallize as spherulites (Figure S13); therefore, the obtained 𝑛 values can 

be approximated to 𝑛  = 3. Note that these 𝑛  values are lower than those obtained from the 

isothermal crystallization from the melt, in which the nucleation term contribution was present, 

generating 𝑛  values higher than 3 (Figure 8b). The reduction of the 𝑛  values is an expected 

behavior when the material is isothermally crystallized from the self-nucleated state.  

As previously indicated, the LH fit allows estimating the 𝐾𝑔
𝐴, which is the energy proportional 

to a specific process, e.g., overall crystallization or spherulitic growth. For the overall 

crystallization kinetics, 𝐾𝑔
𝜏  is obtained, corresponding to a factor proportional to the overall 

crystallization energy barrier, including contributions from nucleation and growth. When the 

spherulitic growth is followed in the PLOM, a 𝐾𝑔
𝐺  value is obtained, and it is only attributed to the 

spherulitic growth process. From the results of Figure 13, the LH allows determining 𝐾𝑔,𝑆𝑁
𝜏 , here 

defined as a factor proportional to the energy barrier for the growth process obtained by DSC (i.e., 
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isothermal crystallization from the self-nucleated state). Below, it is demonstrated that comparable 

𝐾𝑔
𝐺  and 𝐾𝑔,𝑆𝑁

𝜏  values are obtained, validating the isothermal crystallization from the self-

nucleation state.  

Considering the different 𝐾𝑔
𝐴 values, the nucleation and growth contributions to the overall 

crystallization process can be estimated. The evaluation of the individual nucleation and growth 

contributions was proposed by Lorenzo and Müller[29] in a pioneer work, estimating the 

contributions of each process in different polymers, using the isothermal crystallization from the 

melt and the self-nucleated state. The method is based on the principle that the 𝐾𝑔
𝜏 = 𝐾𝑔

𝑛𝑢𝑐𝑙𝑒𝑎𝑡𝑖𝑜𝑛 +

𝐾𝑔,𝑆𝑁
𝜏  (or 𝐾𝑔

𝐺). Thus, the overall crystallization is equal to nucleation (i.e., indirectly estimated) 

and growth contributions, like is shown in Figure 13d for different materials, including the PP and 

PP-NA (used in this work). This procedure has been employed in the literature.[29, 30, 66]We applied 

the same process for PP and PP-NA samples. Due to the regime transitions, these samples are 

novel for the above-described methodology. The obtained 𝐾𝑔
𝐺 , 𝐾𝑔

𝜏  and 𝐾𝑔,𝑆𝑁
𝜏 , as well as the 

separated contributions are shown in Table 5.  

Table 5. 𝐾𝑔
𝐴 values obtained from different methods (PLOM, DSC neat, and self-nucleated state), 

and the estimated individual contributions in the nucleation and growth process. The 𝑇𝑐 range in 

which the experiments were performed is also indicated. 

Sample Method 𝑻𝒄 range 

(°C) 

𝑲𝒈
𝑨 x10-5 

(K2) 

Nucleation 

contribution 

(%) 

Growth 

contribution 

(%) 

PP PLOM 129-138 

139-145 

2.90 (RIII) 

1.96 (RII) 

- 

- 

- 

- 

 Neat, DSC 126-135 

136-138.5 

5.52 (RIII) 

2.64 (RII) 

47* 

26* 

53* 

74* 

 Self-nucleated at 

168 °C, DSC 

142-145.5 1.78 (R-II) 33 67 

PP-NA PLOM 140-145 1.76 (R-II) - - 

 Neat, DSC 134.5-137 

137.5-139 

5.18 (R-III) 

2.73 (R-II) 

- 

35* 

- 

65* 
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 Self-nucleated at 

168 °C, DSC 

152-155.5 1.61 (R-II) 41 59 

*Obtained by using the 𝐾𝑔
𝐺 values. 

The SN process before the isothermal steps provokes a shift to a higher 𝑇𝑐 range, due to the 

nucleation effect of the self-nuclei. In this case, i.e., iPPs, such shift (𝑇𝑐 > 140 °C) imply that the 

growth process only occurs in Regime II. Table 5 shows that the 𝐾𝑔,𝑆𝑁
𝜏  values of 1.61 and 1.78x105 

K2 for the PP-NA and PP samples, respectively, are in good correlation with its homologous 𝐾𝑔
𝐺  

values of 1.78x105 and 1.96x105 K2, respectively. This proof the goodness of the method, as shown 

by Lorenzo and Müller[29] in PPDX, reporting 𝐾𝑔
𝐺  = 1.72x105 K2 and 𝐾𝑔,𝑆𝑁

𝜏  = 1.70x105 K2, and 

PCL, with 𝐾𝑔
𝐺  = 0.615x105 and 𝐾𝑔,𝑆𝑁

𝜏  = 0.609x105 K2.   

The obtained 𝐾𝑔,𝑆𝑁
𝜏  , as well as 𝐾𝑔

𝐺  , values are in line with the values of Kg
G reported in the 

literature for iPP in Regime II, 𝐾𝑔
𝐺  = 1.25 to 1.64 x 105 K2. [92-94] The 𝐾𝑔,𝑆𝑁

𝜏  values here obtained 

are also comparable to the values reported by Kang et al.[95] These authors isothermally crystallized 

the iPP from the self-nucleated state (𝑇𝑠,𝑖𝑑𝑒𝑎𝑙 = 167 °C), obtaining 𝐾𝑔,𝑆𝑁
𝜏  = 2.1 and 2.7 x 105 K2 (𝑇𝑐 

= 145 to 149 °C)[95] assuming a crystallization in Regime II. Wang et al.,[66] in iPP microdroplets 

in immiscible blends obtained at 𝐾𝑔,𝑆𝑁
𝜏  = 2.65x105 K2 after self-nucleating the sample at 𝑇𝑠,𝑖𝑑𝑒𝑎𝑙 = 

160 °C. As we mentioned before, for the specific case of the iPP, it is important to remark that the 

SN technique limits the 𝐾𝑔,𝑆𝑁
𝜏  vs. 𝐾𝑔

𝜏 comparison to only one regime, i.e., Regime II. Other cases 

will be easier to analyze since the materials already crystallize in only one regime, i.e., Regime II. 

The nucleation and growth contribution estimation should be performed by comparing the data 

in the same crystallization Regime. For the 𝐾𝑔,𝑆𝑁
𝜏  the contributions can only be made in Regime II, 

while in the case of 𝐾𝑔
𝐺  values in PP, the nucleation and growth contributions can be estimated in 

Regime II and III. Table 5 show that both PP and PP-NA samples have similar nucleation and 

growth contributions (see Figure 13d) in Regime II. As expected, when the effect of the nucleation 

agents is suppressed by better nuclei (i.e., self-nuclei), both PP and PP-NA exhibited similar 

growth kinetics due to their similar MWs. The obtained nucleation and growth contributions 

indicate that the growth is the rate-determining step in the overall crystallization process. 

Interestingly, the nucleation contribution increases with the Regime II to III transition for the PP. 
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The values here obtained are similar to those reported by Lorenzo and Müller[29] in PPDX (see 

Figure 13d). 

The estimated contributions agree with the expected behavior in homopolymers. In the case of 

iPP microdroplets in immiscible blends, considering the 𝐾𝑔,𝑆𝑁
𝜏  = 2.65x105 K2 and  𝐾𝑔

𝐺  = 19.3x105 

K2 values reported by Wang et al.,[66] the nucleation contribution is 86%, and the growth one is 

14%. Such ratio indicates that the nucleation is the rate-determining step of the overall 

crystallization process, as expected in polymers ideally confined in isolated micro – or 

nanodomains.  

The determination of the growth rate using SN followed by isothermal experiments 

significantly depends on the 𝑇𝑠 selection. Wang et al.[66] self-nucleated the PP microdroplets at 𝑇𝑠 > 

𝑇𝑠,𝑖𝑑𝑒𝑎𝑙, and found an increase of the Kg
τ
SN. At the lowest limit, corresponding to the 𝑇𝑠,𝑖𝑑𝑒𝑎𝑙 = 

160 °C the authors obtained a 𝐾𝑔,𝑆𝑁
𝜏  = 2.65x105 K2. This value increases to 3.65 and 4.05x105 K2 

for 𝑇𝑠 = 161 and 162 °C (in Domain II), respectively. In the highest limit, 𝑇𝑠 = 210 °C (Domain I) 

a 𝐾𝑔,𝑆𝑁
𝜏  = 19.3x105 K2 was registered, demonstrating the more important contribution of primary 

nucleation to the overall crystallization rate as 𝑇𝑠 increased.[66] It is expected that as 𝑇𝑠 increases, 

the 𝐾𝑔,𝑆𝑁
𝜏  increases until it reaches the limit value of 𝐾𝑔

𝜏 at 𝑇𝑠 in Domain I, as we illustrated in 

Scheme 7a. The effect of self-nucleating the sample at different 𝑇𝑠 , before the isothermal 

crystallization, has been reported by Feng and Yin[97] in PP and low ethylene content propylene-

ethylene copolymers. They found that the 𝑇𝑐 and 1/𝜏50% values increase as 𝑇𝑠 decreases, whereas 

𝑛  and 𝜎𝑒  decreased. Such behavior denotes the importance of performing the isothermal 

crystallization from the self-nucleated state using the 𝑇𝑠,𝑖𝑑𝑒𝑎𝑙 . To illustrate the effect of self-

nucleating the sample at different 𝑇𝑠, we arbitrarily selected 𝐾𝑔 values (see Scheme 7a) between 

the estimated 𝐾𝑔,𝑆𝑁
𝜏  (bottom limit) and 𝐾𝑔

𝜏 (upper limit) of the PP-NA (used here as reference). 

Then we calculated the corresponding nucleation and growth contributions (Scheme 7b). The 

results of using different 𝐾𝑔 values is schematically represented in Scheme 7b.  
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Scheme 7. Schematic representation of the 𝐾𝑔,𝑆𝑁
𝜏  values as a function of 𝑇𝑠. The limit 𝐾𝑔,𝑆𝑁

𝜏  values 

were obtained experimentally at 𝑇𝑠,𝑖𝑑𝑒𝑎𝑙and a 𝑇𝑠 in Domain I; (b) Schematic representation of the 

nucleation and growth contributions as a function of 𝑇𝑠, assuming arbitrary 𝐾𝑔,𝑆𝑁
𝜏  values between 

the experimental obtained 𝐾𝑔,𝑆𝑁
𝜏  values at 𝑇𝑠,𝑖𝑑𝑒𝑎𝑙 and higher 𝑇𝑠 in Domain I. The 𝐾𝑔

𝜏 and  𝐾𝑔,𝑆𝑁
𝜏  

values employed as a reference corresponds to the PP-NA (see Table 5). 

Scheme 7a shows the expected trend when the sample is previously self-nucleated at 𝑇𝑠 as low 

as 𝑇𝑠,𝑖𝑑𝑒𝑎𝑙 , and as high as 𝑇𝑠  in the self-nucleation Domain I. For this purpose, we arbitrarily 

selected values in between the 𝐾𝑔,𝑆𝑁
𝜏  and the 𝐾𝑔

𝜏  values of the PP-NA. At 𝑇𝑠,𝑖𝑑𝑒𝑎𝑙 , the 𝐾𝑔 

corresponds only to the growth (i.e., see Table 5). As 𝑇𝑠 increases, the 𝐾𝑔,𝑆𝑁
𝜏  not only corresponds 

to the growth and starts having nucleation contributions, increasing its value, as it has been 

reported by Wang et al.[66] who employed different 𝑇𝑠. The 𝑇𝑠 in Domain I should not generate any 

self-nuclei; hence the crystallization from this state should be the same as in the isotropic melt, as 

evidence the same 𝐾𝑔 (see straight line in Domain I in Scheme 7a) values, i.e., 𝐾𝑔,𝑆𝑁
𝜏  = 𝐾𝑔

𝜏. In 

Scheme 7b, the nucleation and growth contribution are represented. The 𝐾𝑔,𝑆𝑁
𝜏  increases as the 𝑇𝑠 

increases, leading to an “artificial” increment of the growth contribution. But, if the SN was not 

performed at 𝑇𝑠,𝑖𝑑𝑒𝑎𝑙 , such increment  is caused by the nucleation component instead. Thus, 

Scheme 7 demonstrates that selecting 𝑇𝑠 different to 𝑇𝑠,𝑖𝑑𝑒𝑎𝑙, affects the 𝐾𝑔 value (Scheme 7a) and 

the balance between the nucleation and growth contribution (Scheme 7b), leading to an erroneous 

interpretation of the overall crystallization contribution.  
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3.4.ISOTHERMAL CRYSTALLIZATION: CONTINUOUS VS. STEP APPROACH  

Continuous isothermal crystallization generates a curve of heat flow vs. time at a specific 𝑇𝑐. 

When the signal of heat flow is too low to be detected (see Figure 14a), the step-crystallization 

approach can be used instead. The step-crystallization procedure can be visualized as the division 

of such heat flow vs. time curve in different steps until encompassing the crystallization of the 

material until saturation. The step-crystallization has been used to follow the crystallization 

kinetics in confined systems, for instance, PP microdroplets in PP/PS 15/85 blends;[66]  PE in 

triblock copolymers,[41] and confined polymer and copolymers in templates.[20, 21, 24, 44, 82] The step-

crystallization has also been employed at high crystallization temperatures, in which the 

exothermic signal of continuous isothermal crystallization cannot be measured.[63] The isothermal 

step crystallization technique is commonly used in  FSC measurements because the heat flow 

under isothermal conditions is usually very low due to the very small sample mass.[22] 

Figure 14 shows two examples of the step-crystallization performed using a conventional DSC. 

On the one hand, PEO infiltrated in an AAO template was crystallized from the melt (continuous 

approach) at 𝑇𝑐 = ‒ 3 °C for 30 min. Figure 14a evidence that the signal (heat flow) is not detected. 

But the subsequent heating clearly shows an endothermic peak (Figure 14b), corresponding to the 

melting of the crystals formed at the isothermal step. Thus, in this case, step-crystallization 

emerges as an alternative to follow the crystallization kinetics. On the other hand, for comparison 

purposes, the PP was crystallized by step-crystallization (Figures 14c and d) and compared to the 

continuous case (see Figure 1).  

The PP was crystallized at 133 °C for different time intervals, starting from 0.1 min (minimum 

value allowed in the instrument) with increments of 0.1 min until reaching approximately 30 min. 

After each isothermal step, the material was subsequently heated, recording the heat flow vs. 

temperature for a specific crystallization time. The heat flow was followed until it reached a 

saturation value, in which the peak area is independent of the crystallization time. In Figure 14b, 

we divided the heat flow by the weight of the sample, obtaining the enthalpy (𝛥𝐻) as a function 

of the crystallization time. This curve represents the evolution of the crystallinity with time, and it 

can be used to apply the Avrami fit (see Section 3.2). 



61 

 

0 5 10 15 20 25 30

H
ea

t 
F

lo
w

, 
E

n
d
o
 U

p
 (

m
W

)

Time (min)

1
.0

 m
W

PEO/AAO template

Isothermal crystallization (continuous) 

at -3 °C during 30 min

(a)

No signal is detected using the

continuous approach

0 20 40 60 80

H
ea

t 
F

lo
w

, 
E

n
d
o
 U

p
 (

m
W

)

Temperature (°C)

(b)

1
.0

 m
W

The melting behavior 

evidences the PEO

crystallization at

Tc = -3 °C during 30 min

 

155 160 165 170

H
ea

t 
F

lo
w

, 
E

n
d
o
 U

p
 (

m
W

)

Temperature (°C)

C
ry

st
a

ll
iz

a
ti

o
n

 

  
  

  
T

im
e

1
.0

 m
W

PP

Tc = 133 °C

(c)

0 5 10 15 20 25 30

0

20

40

60

80

100

120
D

H
 (

J/
g
)

Time (min)

Induction

   time

~ 2 min Saturation

Crystallization

(d)

 

Figure 14. (a) Isothermal continuous crystallization of PEO/AAO template and its subsequent (b) 

DSC non-isothermal heating curve. (c) Melting after isothermal step crystallization of the PP at 

133 °C at different times, and (d) melting enthalpy (𝛥𝐻) calculated from (c) as a function of the 

corresponding crystallization time. In (d) the region at shorter times between the dashed lines 

represents the induction time. The vertical dashed line at longer times divides the crystallization 

region from the saturation region (a maximum 𝛥𝐻 value is reached, and it does not change as the 

time increases).  

 

Figure 14c shows how the heat flow of the endothermic curves increases as the crystallization 

time increases. In other techniques, the evolution of a property (P) related to the crystalline state 

as a function of time is registered, e.g., the intensity of the principal crystallographic planes 

(WAXS), and main absorption bands (FT-IR) vs. time. Even though the crystallization occurs 
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continuously in these techniques, its analysis is by step due to the data acquisition. Thus, curves 

similar to Figure 14d can be obtained, representing the evolution of the crystallinity with time. 

Therefore, the step-crystallization analysis can be performed through different techniques and 

fitted with the Avrami theory, as shown below.  

From Figure 14d (𝛥𝐻 vs. time), it is essential to consider an induction time, 𝜏0, involved. In 

this case, at short times, the enthalpy registered in the subsequent heating curves is approximately 

equal to zero, indicating that growth does not occur at such times. The 𝜏0 can be estimated as the 

interception between the linear extrapolation of the initial crystallization data and the time axis (x-

axis).[66] The 𝜏0 must be considered in the step-crystallization Avrami analysis.  

The 𝛥𝐻  evolution in Figure 14d is transformed to 𝑉𝑐  (see Equations 5 and 6), allowing 

applying the Avrami fit. Even if a different technique is used, the step-crystallization analysis with 

the Avrami fit can be employed. For them, the following equation can be utilized as an 

approximation to 𝑉𝑐: 

𝑉𝑐 =
𝑃(𝑡)

𝑃(𝑡𝑜𝑡𝑎𝑙)
 

(14) 

 

where 𝑃 is a physical property of the crystalline state evaluated at a specific time, 𝑃(𝑡), and 

𝑃(𝑡𝑜𝑡𝑎𝑙) corresponds to the maximum value of the considered property. For instance, 𝑃 can be 

equal to the crystallinity determined by WAXS experiments; and being analyzed using the 

Crystallization Fit Origin ® App. When the App is employed in other techniques, it will be fed 

with 𝑃 vs. time data. Afterward, to avoid extra mathematical operations, the sample weight entry 

(in the App) should be filled with a value of 1.0; the App will transform the data to 𝑉𝑐  as shown 

in Equation 14. If the amorphous and crystalline densities are not known, a value of 1.0 can be 

taken, i.e., equal densities principle, without generating significant errors, as was previously shown. 

Thus, the Crystallization Fit Origin ® App is a powerful tool for crystallization kinetics analysis 

through the Avrami (using continuous or by-step approach) and Lauritzen and Hoffman theories. 

3.5.APPLICATION OF THE AVRAMI THEORY: STEP-CRYSTALLIZATION 

The Crystallization Fit Origin ® App[71] developed from the original plug-in of Lorenzo and 

Müller[9] can also fit the data generated by a step-crystallization (See Scheme S3). As in the 
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continuous fit, the following data should be provided: (a) heat flow vs. time, obtained by step-

crystallization, (b) amorphous and crystalline densities, and (c) the weight of the sample. It is 

important to remark that the induction time should be subtracted. If the enthalpy is already 

normalized in the DSC program, 1.0 should be input for the weight of the sample. In this way, the 

already calculated enthalpy will not be divided again by the weight of the sample. Figure 15 shows 

the curves generated by the step-crystallization Avrami fit for the step-crystallization of the PP at 

133 °C. Step-crystallization experiments were also performed and analyzed for the PP at 126 °C, 

as shown in Figure S14 in the supporting information. 
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Figure 15. Plots generated by the Crystallization Fit Origin ® App when the step-crystallization 

Avrami fit is employed: (a) ΔH vs. time, (b) Avrami plot; (c) Relative amorphous fraction (1-Vc) 

vs. time, and (d) Normalized ΔH vs. time. In (e) the Avrami plot for the PEO/AAO template is 

included for comparison purposes. In Figure (b) the obtained Avrami results are indicated. Note 

that the experimental data for (a to d) corresponds to the PP crystallized at 133 °C, and for (e) to 

PEO/AAO template at ‒3 °C.  

 

To correctly perform the Avrami fit, those points in which 𝛥𝐻 ~ 0 (from Figure 14d) must be 

removed because they correspond to the induction time, 𝜏0 . Figure 14d indicates that 𝜏0  is 

approximately 2.0 minutes, in line with the 𝜏0 = 1.57 minutes obtained in the continuous fit. Thus, 

the fit was performed on the experimental data of Figure 15a. Note that for the App the point zero 

corresponds to the starting time, in this case, 2 minutes. The Avrami step-crystallization fitting 

generated the Avrami plot (Figure 15b), the relative amorphous fraction (Figure 15c), and 

normalized 𝛥𝐻 vs. time (Figure 15d) plots. In Figures 15c and d, it is clearly observed that the 

obtained theoretical curves can fit the experimental data up to ~ 40% of conversion, indicating the 

goodness of the fit as in the continuous Avrami fit. 

Figure 15b shows that from the Avrami fit for 𝑉𝑐   = 3 to 20 %, the following results are 

generated: 𝜏50% = 7.8 min, 𝑛 = 2.65; and 𝐾 = 0.0040 min-n. These values are similar to those 

obtained for the continuous Avrami fit at the same 𝑇𝑐: 𝜏50% = 7.54 min, 𝑛 = 2.92; and 𝐾 = 0.0019 

min-n. The maximum deviation, i.e., calculated through Equations 12 and 13, compared to the 

continuous approach (see Table 7) is related to the 𝐾 values; however, the 𝐾1/𝑛 is the same (0.125 

min-1). Moreover, the related error (~ 9 %) with the 𝑛 values does not change its physical meaning 
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since it still indicates that the crystallization is characterized by instantaneously nucleated 

spherulites. The similarity of the obtained results indicates the goodness of the fitting performed 

either by step-crystallization or continuous Avrami fit. Thus, the step crystallization applied 

correctly provides the same results as the continuous crystallization. It is a useful solution for those 

cases in which the signal of continuous crystallization is not well resolved. It should be remarked 

that if both types of crystallization can be performed in the same temperature range, continuous 

crystallization is preferred because it provides the same result in significantly shorter times and 

with greater precision.  

Figure 15e represents a particular case since the crystallization occurs under confinement. As 

mentioned previously, the crystallization under confinement is dominated by nucleation, and there 

is no growth contribution. The results in Figure 15e indicate 𝑛 = 0.91 in line with the expected 

values for confined systems (see Scheme 6). In this case, the step-crystallization is the solution to 

study a complex system, such as confined polymeric systems.[20, 21, 24, 26, 41, 42, 80, 82, 83, 98-106]  

3.5.1. Related errors: Induction times and number of points  

The induction time should be considered in the step-crystallization analysis. Figure 14b shows 

the region of the curve that corresponds to the induction period. If the induction time is not 

removed (Figures S15b and c), the following parameters are obtained: 𝜏50% = 9.7 min, 𝑛 = 4.20, 

and 𝐾 = 9.15x10-5 min-n with 𝑅2 = 0.988. The obtained 𝑛 value is ~ 4, which completely changes 

the physical interpretation of the kinetics. The relative errors have been estimated considering the 

previous results (removing 𝜏0) as the “ideal” condition, and listed in Table 7. It is important to 

remark that a 𝑇𝑐,𝑚𝑖𝑛, and a proper cooling rate must be used in the step-crystallization since it is 

also affected by the crystallization during cooling, generating similar errors than the continuous 

crystallization. 

The continuous crystallization approach generates a continuous heat flow vs. time curve, in 

which the number of data points is not a problem. Usually, around 300 data points are  generated 

in a standard DSC equipment during a continuous isothermal crystallization experiment lasting 35 

minutes; however, this depends on the data acquisition rate of the equipment. But, in the step-

crystallization approach, the data points are fixed by the user. Here, we performed isothermal 

crystallization every 0.1 min.  This means the first step involves an isothermal crystallization of 
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0.1 min, the second step 0.2 min, and so on until reaching saturation. To understand the importance 

of recording enough data points, we have varied the crystallization time intervals, using 0.5 min 

and 1.0 min for comparisons. The different curves generated by the Avrami by-step fit are shown 

in Figure S16. Table 7 lists the Avrami parameters and their relative errors compared to those 

obtained by using intervals of 0.1 min. The results of the continuous Avrami fit and the by-step fit 

(using intervals of 0.1 min) are also listed, estimating the latter's errors using the continuous fit as 

an “ideal” condition. 

Table 6. Avrami parameters and the relative errors (∆) for different crystallization conditions. 

Avrami index, 𝑛 ; constant proportional to the crystallization rate, 𝐾𝑛 , theoretical half-

crystallization time, 𝜏50%,𝑡, experimental half-crystallization time, 𝜏50%,𝑒𝑥𝑝. 

Condition Parameter ∆ 

 𝒏 𝑲x103 

(min-n) 

𝝉𝟓𝟎%,𝒕 

(min) 

𝝉𝟓𝟎%,𝒆𝒙𝒑 

(min) 

Dat 

P. 

∆𝒏 ∆𝑲 ∆𝝉𝟓𝟎%,𝒕 ∆𝝉𝟓𝟎%,𝒆𝒙𝒑 

Continuous 2.92 1.93 7.49 7.54 - - - - - 

Interval  

0.1 min 

2.65 3.97 7.00 7.80 26 9.1+ 106+ 6.6+ 3.5+ 

Interval  

0.5 min 

2.69 3.71 7.00 8.0 6 1.3* 6.9* 0.1* 2.6* 

Interval  

1.0 min 

2.50 4.83 7.31 8.0 3 6.0* 21.4* 4.6* 2.6* 

Unsubstrated 

𝜏0 

4.20 0.0915 8.38 9.70 26 58.3* 97.7* 19.9* 24.4* 

+Relative errors estimated using the continuous fit results as “ideal” condition. *Relative errors estimated using 

the interval 0.1 min as “ideal” condition. See Equations 13 and 14. 

Table 7 shows that as the interval of time increases, the relative error increases. Thus, it is 

suggested to obtain data points as many as possible in the conversion region to correctly apply the 

Avrami fit. As in the continuous crystallization approach, the fit to curves without subtracting 𝜏0 

leads to significant errors, as high as 98 %, and 𝑛  values higher than 4.0. Also, in this case 

(unsubtracted 𝜏0), even considering 𝐾1/𝑛 values the errors are still higher than 30%.  
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3.6. FLASH DSC: APPLICATION OF THE AVRAMI AND LAURITZEN AND 

HOFFMAN THEORIES 

The FSC is a growing technique that brings new insights related to polymer crystallization. 

The study of crystallization kinetics by FSC is advantageous because of extremely fast heating and 

cooling rates. The continuous crystallization approach has been considered in FSC experiments; 

but the required minimal sample mass generated, under isothermal conditions, a low heat flow.[22] 

This makes the step-crystallization the preferred approach (in FSC). For the step-crystallization 

approach the same considerations explained in previous sections, e.g., the number of points, 

induction times, among others, must be taken into consideration. Considering the low 𝑇𝑐 reached 

with FSC, the number of points at the low conversion range is essential to apply the Avrami fit, as 

shown in Table 7. Thus, more points can be collected at shorter time intervals to guarantee a better 

Avrami fit. 

In Section 3.5, the continuous and step-crystallization were compared using a conventional 

DSC. The Avrami fit leads to similar results in both cases. Experimentally, longer testing times 

are required for the step-crystallization approach. The time consumption problem is overcome in 

the FSC due to its faster cooling and heating rates, making proper the use of the step-crystallization 

and the Avrami fit with the FSC. The step-crystallization experimental protocol with an FSC is 

similar to the one shown in Scheme 4d, except for the scanning rates. The scanning rates in the 

FSC allow obtaining amorphous samples from the melt (in most but not all cases), i.e., suppressing 

the crystallization by fast cooling until vitrification occurs. The critical rate to get such a state 

depends on the material; for instance, the critical rate for iPP is 1000 K/s, while for the PLLA, it 

is only 0.5 K/s.[22] Such fast scanning rates allow the study of crystallization kinetics in a 

significantly broad range of supercooling. However, in the case of linear polyethylene, even 

cooling rates as fast as 500,000 K/s are not fast enough to quench it into the amorphous state.[22] 

In a recent contribution, Schick and Androsh[22] presented examples of 𝜏50% vs. 𝑇𝑐 curves for 

different materials, including iPP, illustrating the occurrence of two distinct crystallization rate 

maxima. To illustrate how the APP can be applied to FSC data, we replotted the reported data[22] 

and fitted them with the LH equation, as shown in Figure 16. 
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Figure 16. (a) 1/𝜏50% vs. 𝑇𝑐 data for iPP taken from reference 22. Each nucleation mechanism 

was fitted with the LH model. The 1/𝜏50% vs. 𝑇𝑐 data and the results of the LH fitting are shown 

in (b) homogenous mechanism; and (c) heterogeneous mechanism.  

 

Figure 16a shows that a broader range of ∆𝑇 can be covered in the FSC for iPPs. The two 

maxima have been related to the homogeneous (at high ∆𝑇, i.e., low 𝑇𝑐) and heterogeneous (at low 

∆𝑇, i.e., high 𝑇𝑐) nucleation mechanism. At low ∆𝑇, the crystallization from the melt proceeds via 

spherulitic growth of lamellae. The heterogeneous nucleation mechanism was explained above 

(see Figure 10), and its maxima is related to the diffusion vs. nucleation control. At high ∆𝑇 takes 

place the formation of small ordered domains or crystals, which are not forming higher-ordered 
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superstructures; instead, a nodular morphology has been reported. Thus, the homogeneous 

nucleation mechanism at high ∆𝑇 seems to be independent of the growth. The homogeneous 

nucleation mechanism has been experimentally supported by a significantly higher nucleation 

density (at low ∆𝑇) than the heterogeneous nucleation region.[22] In PBT it was found nucleation 

density values in the order of 106 (low ∆𝑇 , heterogeneous) and 1015 nuclei/mm3 (high ∆𝑇 , 

homogeneous).[107] Additionally, it has been found that nucleating agents purposely added are 

active at low ∆𝑇 (heterogenous mechanism region). In contrast, they do not significantly affect the 

homogeneous region (high ∆𝑇), suggesting that the crystallization in this region takes place by a 

homogenous nucleation mechanism.[22] The homogeneous nucleation has also been reported in 

“droplet experiments” in which droplets or domains clean of heterogeneities can be obtained.[19] 

Such droplets have been reported in immiscible polymer blends, block copolymers with 

microphase-separated microdomains, and polymers infiltrated in alumina templates.[20, 21, 41-44, 80, 

81, 83, 102, 104,108]  

The two maxima shown in Figure 16a cannot be simultaneously fitted with the LH approach. 

Here, we provide the first attempt to fit the data by separating the LH approaches in two, assuming 

the same feeding parameters as in Section 3.3.1. The obtained values for the heterogeneous region 

are comparable with the literature and the values here obtained for the PP and PP-NA. The 𝐾𝑔
𝜏 

values are higher for the homogeneous nucleation curve, in one order of magnitude, which is 

expected because homogeneous nucleation has a higher free energy barrier than heterogeneous 

nucleation. The LH fit performed in the heterogeneous area, in Figure 16c, proves that this 

approach is suitable for FSC data. Even though the LH fit was also achieved in the homogeneous 

area, its analysis requires further investigation.  

4. CONCLUSIONS 

Crystallization kinetics is intrinsic to polymeric materials and of importance to their 

applications. This contribution provides a guideline on how to obtain information on crystallization 

kinetics correctly. The discussion was divided into two aspects (a) experimental and (b) 

interpretation and analysis of isothermal crystallization, by using real data from common polymers 

(iPP and PLA) with different thermal protocols. The experimental data were analyzed with  

Avrami, and LH theories only from a practical point of view, using a Crystallization Fit Origin ® 

App[71] recently developed by us. Various common experimental and analytical mistakes were 
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simulated, and their errors were calculated, showing the importance of working and analyzing the 

ideal conditions. In addition, key messages related to the FSC were given in this contribution, 

providing a complete picture of the crystallization kinetics.  

Experimentally, the success of an isothermal crystallization is evidenced in the measurement 

of complete isothermal curves. This implies that the crystallization during the cooling steps (before 

the isothermal step) must be avoided. The only way to prevent crystallization during the cooling 

rates is by using appropriate cooling rates and crystallization temperatures (e.g., above 𝑇𝑐,𝑚𝑖𝑛). It 

is recommended to carefully study the testing conditions (e.g., 𝑇𝑐,𝑚𝑖𝑛  protocol) before the 

isothermal test.  

With ideal experimental data, the Avrami theory can be easily applied. Here, it is vital to 

consider (remove) the induction time since it dramatically affects the Avrami results. Also, a 

careful determination of the induction time allows indirect measurements of the nucleation rate 

through the inverse of the induction time.  

The LH theory was applied with the Crystallization Fit Origin ® App, obtaining results in line 

with the literature. Here we show the versatility of the LH theory by employing the fit to 

experimental data obtained from PLOM, DSC, and FSC (homogenous and heterogeneous 

nucleation mechanism). The analysis with the LH model of isothermal crystallization from the 

melt and the self-nucleation state allows us to determine the overall crystallization kinetics, and 

the growth kinetics, respectively, through DSC measurements.  
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