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A B S T R A C T

Large integration of renewable energy sources has caused a dramatic reduction of inertia in modern power
grids. Which has caused the development of virtual inertia techniques facilitating support from power electronic
interfaced devices. In this paper, we consider traditionally dismissed phenomena such as local frequency
dynamics in order to propose a methodology sizing the virtual inertia contribution requirements of energy
storage systems. Such sizing considers: first, a given safety level defined in terms of maximum allowed rate
of change of frequency (RoCoF) for the reference fault; and second the local area dynamics. This allows to
distribute the inertia provision effort around the power system resulting in lower overall power and energy
requirements for the energy storage. The validation is approached using the IEEE 9-bus system, then, the island
of Santiago, Cape Verde is employed as a realistic study exploring its inertia needs. Such isolated system aims
to reach 100% renewable energy in the next decades and yet, it has been stuck around 20% for the past 7
years due to instability concerns. Therefore, this system would strongly benefit from virtual inertia integration.
The method proves to improve the frequency response not only of the overall system, but also of the individual
areas.
1. Introduction

The global energy industry is shifting towards a low carbon econ-
omy. Among the different reasons, climate change, and uncertainties
in the supply of gas and petrol, stand out as motivators behind the
need of lowering the energy consumed by polluting and non-renewable
sources [1]. Particularly in Africa, significant efforts focus on substi-
tuting conventional synchronous generation by increasing the pene-
tration level of Power Electronic-Interfaced Renewable Energy Sources
(PEIRES) [2]. Such replacement of conventional Synchronous Genera-
tors (SG) with PEIRES poses a number of other non-trivial challenges.
In this context, it is of the utmost importance for these new units
to contribute in terms of voltage and frequency control; which has
motivated research such as the one from Ustun et al. [3] which focuses
on improving load flow analysis to better account for the specific
characteristics of PEIRES.

The inertia lost by replacing SG represents a rising concern for
system stability growing along with the energy transition progress.
Several recent events highlight the importance of these challenges such
as, the blackout in South Australia in 2016; which was a consequence
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of a cascading failure ending up with the split of the Southern syn-
chronous area into two different islands [4]. In fact, there are many
cases reported in the literature such as the Danish–Swedish blackout in
2003, or the UK’s blackout in 2019 [5].

While SGs provide a natural inertial response due to their elec-
tromagnetic coupling, PEIRES do not. Overcoming this limitation, the
concept of Virtual Inertia (VI) was introduced in order to facilitate the
displacement of SGs in favour of PEIRES. It consists on a control scheme
emulating the SG kinetic energy response. Beck et al. [6] developed
a strategy that allows inverter based generation to mimic the SG be-
haviour. This new configuration enables RES to contribute to frequency
regulation and inertia support using two different approaches, either
by curtailing RES in order to have regulation capability [7,8]; or by
introducing Energy Storage System (ESS) capable of reacting based on
frequency deviations [9]. According to Tarnowski et al. [10], WTs can
provide an inertial response by extracting the kinetic energy stored at
their rotational mass with approximate inertia constant of 3.5 s [11].
Nevertheless, WTs require power electronics sensitive to frequency
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changes to allow WTs to adapt their power reference based on fre-
quency measurements [12]. In this context, WT-droop control based
on ROCOF is used for VI purposes [13]. In addition, WTs present a
recovery period for the rotational speed appearing right after the inertia
release which tends to cause a second frequency dip [14]. Such second
dip is particularly dangerous as it damages frequency stability and
cause unnecessary tripping of protective relays [15,16]. Therefore, ESS
is the best candidate for providing VI and other frequency-related ancil-
lary services, increasing system efficiency, enabling RES to produce at
their maximum power point and decreasing frequency instability [7].

There are a number of publications available related to VI imple-
mentation with ESS support. For instance, in Knap et al. [17] study
the feasibility of using a Lithium-ion BESS in a laboratory setup. Ud
et al. [18] focused on ultra-capacitors, demonstrating their suitability
and performance for load-frequency control. While Sigris et al. [19]
discussed the effect of different control parameters on the frequency
stability provided by ultra-capacitor. Other works explore ESS sizing
such as in El-Bidairi et al. [20]. Particularly, this research presents the
optimal size for VI and Fast Frequency Response (FFR) support of an
ESS in an islanded microgrid focusing on the frequency stability. The
optimum size is found based on parameters such as allowed frequency
deviation and nadir. In [21], Knap et al. present the sizing problem
formulation for a system with one area was based on the minimum re-
quired inertia and maximum ROCOF deviation. Once again, the authors
neglected the contribution of different generation areas in the sizing
approach, dismissing the effect of the frequency along the system. In
contrast, Abubakr et al. [22] presented an adaptive load-frequency
control taking into account the tie-line load flow in a two-area system.
This presents an enhancement since the contribution of other gener-
ation areas are considered. Bera et al. [23] propose an optimization
formulation based on probabilistic minimum inertia as a function of the
loading factor and clearing time. All the reviewed articles consider a
single machine equivalent model to represent the system in their sizing
methods. Nevertheless, Machowski et al. [24] demonstrate how the
local inertia can lead to severe frequency drops in systems with uneven
inertia distribution. This can cause the tripping of the protection relay
of the generators of the area with lowest inertia, which could initiate
a cascade effect of generator‘s disconnection, causing a major issue
similar to the aforementioned UK incident.

There are different technical advantages and disadvantages of dif-
ferent ESS technologies. For instance, the time of energy release, the
charge/discharge number of cycles, etc. Akram et al. [25] propose a
Hybrid Energy Storage System (HESS) which consists of having two
types of technology for frequency regulation. The first is aiming for VI
capability, whereas, the other one is to provide FFR support. The sizing
formulation is once again based on minimum inertia requirement, in a
single machine system.

Another problem that power systems are facing is local inertia. This
phenomena manifests when different generation areas have uneven
inertia distribution [26,27]. Their heterogeneity may cause RoCoF mis-
matches and in some cases to be out of the limits imposed by the system
operators. This would lead to the activation of the Under-Frequency
Load Shedding (UFLS).

The available literature discusses how sizing formulation considered
limitations regarding RoCoF and nadir frequency. Other, more complex
sizing formulation have also included the effects of ESS’s time con-
stants or the load’s V-f dependency. Existing methods approach sizing
with formulations considering the lumped effect of the overall system.
Thus, disregarding the electrical distances among generating areas, and
the inertia distribution, which might lead with surpassing the RoCoF
threshold. Overcoming such limitations, this research proposes a VI-
focused sizing methodology aiming to limit the RoCoF of every area in
the system. This is done by distributing the VI scheme all along the
system, which is advantageous since the local RoCoF is considered,
and the frequency dynamics will be more homogeneous throughout
2

the system. To compute the necessary inertia of a certain area, its
local distribution, and the electrical distance from the reference fault
location to the generation area are considered. Then, the computed
VI requirement is then applied to the generating area. Thereafter,
the fault location is changed in order to verify that the needed VI is
enough for all location. The methodology is verified using the well
known IEEE 9-bus system proving the suitability of the technique.
Afterwards, the method is applied to the Island of Santiago in Cape
Verde, Africa for two reasons. First, to highlight the usefulness of the
method in a realistic study case of an isolated system striving for 100%
renewable deployment. Second, to provide insight to the local system
operator regarding the VI required to deal with the frequency instability
that might appear considering the expected RES increase of over the
following years.

The structure of the paper is as follows, Section 2 reviews dif-
ferent topics related to frequency dynamics in power systems after
sudden power mismatch. Then, the sizing formulation is presented in
Section 3, and validated against the 9-bus system, and with the Cape
Verde Reference System (CVRS) which are presented in Section 4. The
results of both study cases are presented in the subsections of the
system modelling section. This is followed by a discussion of results in
Section 5 along with a comparison of the results of both cases presented
in this paper. Lastly, Section 6 concludes the paper.

2. Frequency in power systems

Frequency regulation relies on the correct balance between power
supply and demand. At a system level, such balance is achieved by
means of a natural Inertial Response (IR) and a three level hierar-
chic frequency control architecture as represented in Fig. 1. There,
the different frequency recovery stages after a sudden generation loss
are represented; where point A constitutes the moment where the
frequency excursion takes place. Thereafter, IR and Fast Frequency
Response (FFR), Primary Frequency Response (PFR) and Secondary
Frequency Response (SFR) spawn between A to B, B to C, and C to
D respectively. In the figure, B corresponds to the nadir frequency, and
C corresponds to the moment when SFR is activated. This last stage is
then deployed until the frequency is reestablished to the nominal value.

IR is uncontrollably provided by synchronous units due to the
kinetic energy stored at their rotating masses. This response is in
practice a dumping effect keeping the frequency around its nominal
value. Once a frequency event occurs, IR, and FFR provide a time
buffer until the system collapses or the power unbalance is corrected.
Then, a minimum inertia reserve is required in order to allow the
first control action aiming to minimize frequency excursions, Primary
Frequency Response (PFR), to be activated. Due to its importance,
transmission system operators establish limitations regarding maximum
RoCoF, nadir frequency, and minimum inertia, but also the activation
time and duration of the different control actions. For instance, accord-
ing to different grid codes AEMO [28], Nordic [29], and EirGrid [30],
the time frame range of PFR starts from a few seconds after a power
unbalance up to 30 s. Subsequently, secondary frequency control (SFR)
takes over by aiming to reestablish the frequency to the nominal value.
This is followed by tertiary and subsequent control whose objective is
to recover generation reserves.

Traditionally, the IR of a system could be computed simply by
considering the lumped effect of all the generators of a system as:

𝑅𝑜𝐶𝑜𝐹𝑠𝑦𝑠 =
𝑑𝑓𝑠𝑦𝑠
𝑑𝑡

=
𝛥𝑃 ⋅ 𝑓𝑛
2 ⋅𝐻𝑠𝑦𝑠

(1)

where 𝑅𝑜𝐶𝑜𝐹𝑠𝑦𝑠 is often expressed as the rate of change of frequency at
he centre of inertia (𝑅𝑜𝐶𝑜𝐹𝐶𝑂𝐼 ). Then, the frequency deviation 𝛥𝑓𝐶𝑂𝐼

of the centre of inertia is defined by Eq. (2), while the total system
inertia (𝐻𝑠𝑦𝑠) is computed as per Eq. (3), where 𝑆𝑖 is the rated power
of the 𝑖th generator.

𝛥𝑓𝐶𝑂𝐼 =
∑

𝐻𝑖 ⋅ 𝛥𝑓𝑖
∑ (2)
𝐻𝑖
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Fig. 1. Frequency response stages, reproduced from [16].

Fig. 2. Inertial response stages.

𝐻𝑠𝑦𝑠 =
∑

𝐻𝑖 ⋅ 𝑆𝑖
∑

𝑆𝑖
(3)

Nevertheless, IR can be divided into two different stages. A first
stage (IRa) related to the rotor swing and local RoCoF; while the second
(IRb) is related to the frequency drop after a sudden power unbalance.
In this sense, IRa needs to consider the electrical distance between the
fault location and the generator. Therefore, to compute the RoCoF of
a specific area, the equivalent impedance has to be considered. Also
note, that FFR and VI act during the same timeframe as IR, respectively
focusing on limiting nadir and RoCoF. Thus, resulting complementary.

In Fig. 2 it is easy to view the aforementioned stages. The first
second present the rotor swing of the SG of the different areas. IRb
is related with Eq. (6), and (7).

For illustration purposes, we present the case of two parallel gen-
erators connected by means of a transmission line in Fig. 3. In such
system, the local frequency deviation, and the step load are calculated
as per eq (4), which can be generalized for a multi-machine system by
introducing 𝑑𝑓𝑠𝑦𝑠∕𝑑𝑡 as in eq (5) [24]:

𝑑𝑓𝑙
𝑑𝑡

=
𝐻𝑠𝑦𝑠

𝐻𝑙
⋅

𝑋𝑠𝑦𝑠

𝑋′
𝑑 +𝑋𝑇

⋅
𝑑𝑓𝑠𝑦𝑠
𝑑𝑡

(4)

𝑑𝑓𝑙
𝑑𝑡

= 1
𝐻𝑙

⋅
𝑋𝑠𝑦𝑠

𝑋′
𝑑 +𝑋𝑇

⋅
𝛥𝑃 ⋅ 𝑓𝑛

2
(5)

Where 𝑑𝑓𝑙
𝑑𝑡 stands for the local RoCoF, while 𝐻𝑠𝑦𝑠 and 𝐻𝑙 do so

for the system and the local inertia constants respectively. Then, 𝑋𝑠𝑦𝑠,
𝑋′ , and 𝑋 respectively represent the system equivalent reactance, the
3

𝑑 𝑇
Fig. 3. Equivalent circuit of parallel generators connected to an infinite bus.

generator transient reactance, and the reactance of the transformer.
Eq. (5) shows that the greater the ratio between the system inertia 𝐻𝑠𝑦𝑠
and the local inertia 𝐻𝑙, the higher is the local RoCoF, which means
that the generator slows down faster. Then, from Eq. (4) it is clear
that the electrical distance is proportional to the RoCoF. Lastly, 𝑋𝑠𝑦𝑠𝑎
represents the equivalent impedance from the fault location to the area
of interest. During IRb, the power mismatch of every generation area is
compensated based on their inertia constants. In such situation, RoCoF
is assumed uniform for all generators. Thus, allowing to substitute the
swing equation into Eq. (6) resulting into Eq. (7).
𝑑𝛥𝑓1
𝑑𝑡

≈
𝑑𝛥𝑓2
𝑑𝑡

≈
𝑑𝛥𝑓𝑛
𝑑𝑡

(6)

𝛥𝑃1
𝐻1

≈
𝛥𝑃2
𝐻2

≈
𝛥𝑃𝑖
𝐻𝑖

(7)

Now, the relationship between system and local inertia can be
expressed as Eq. (8), which states the contribution of each generation
area during IRb. Once again, a larger system to local inertia ratio
implies lower contribution from the considered generation area.

𝛥𝑃𝑙 =
𝐻𝑙

𝐻𝑙 +𝐻𝑠𝑦𝑠
⋅ 𝛥𝑃 (8)

Eq. (8) states the contribution of each generation area to cover the
step load. Again, the ratio between the local and system inertia has
a significant impact on the contribution of each area to the overall
system. Note that, according to Eq. (8), the larger is the ratio of system
to local inertia, the lower will be its contribution to compensate for the
step load. Therefore, its impact might be lower.

As presented in Eq. (9), PFR acts based on the droop characteristics
introducing a frequency error (𝛥𝑓 ) which needs to be corrected by SFR.

𝑅 =
𝛥𝑓
𝛥𝑃

(9)

From the ESS perspective, two points must be addressed. First,
the electrical distance from the different generation areas must limit
local RoCof as per Eq. (4). Another key consideration is keeping the
system to local inertia ratio as small as possible to achieve a more
homogeneous RoCoF distribution, potentially avoiding generator trips
and the eventual systemic collapse.

For demonstration purposes, a generic ESS for VI support is intro-
duced in the IEEE 9-bus system [31]. Particularly, in the area with the
lowest inertia. The frequency event trigger is introduced as a pertur-
bation 𝛥𝑃 integrated at the three different loads at each case. In this
way, it is possible to demonstrate how the RoCoF behaves differently
depending on its location, given the uneven inertia distribution. To
begin with, the perturbation is assumed at the closest location to the VI
scheme; which is then placed upon the furthest in a second calculation
round.

Fig. 4 represents the expected RoCoF after an outage of 35 MW (9%
of the load base) in the different areas. The VI scheme is placed at
area 2, the one with lowest inertia. The simulation number corresponds
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Fig. 4. Location impact on RoCoF.

with the outage place. Simulation 1 is the outage of the closest point
to the VI placement. Simulation 2 corresponds to the second closest
area which is area 1. Area 1 represents the place with the highest
inertia of the system. Area 3 is the furthest area to the VI placement.
The results highlight how the perturbation location has a great impact
on the RoCoF value. Another aspect to consider is that the closest
is the perturbation to the area with the highest inertia, the less the
frequency swings. The results highlight the need for a system with more
homogeneous inertia distribution.

3. Sizing of virtual inertia storage scheme

The existing methodologies aiming to size ESS based on limiting
ROCOF and nadir frequency employ single machine equivalent systems.
However, this approach results over simplistic once the local inertia dis-
tribution is considered since it is sufficient for single-machine systems
to limit the RoCoF. Which, in turn, may cause local frequency dynamics
to trigger a cascading protection activation starting with the UFLS of a
generator. Therefore, to deal with this problematic, the VI support must
consider the inertia distribution, and the electrical distances all along
the system; which will influence inverter power and VI constants in
order to consider each area’s individual needs. The following method-
ology has been applied to estimate the inertia required to limit the rate
of change of frequency (RoCoF) to a desired value. The swing equation
(Eq. (1)) is used to estimate the required inertia. This value is then used
to determine the inertia provision capacity of the energy storage system
(ESS) using Eq. (11). This equation takes into account both the required
inertia for the 𝑖th area (𝐻𝑟𝑒𝑞𝑖 ) and the actual inertia of the 𝑖th area
(𝐻𝑎𝑟𝑒𝑎𝑖 ). It is important to note that an area only requires additional
inertia to limit the RoCoF to the desired value when 𝐻𝑟𝑒𝑞𝑖 > 𝐻𝑎𝑟𝑒𝑎𝑖 .

𝐻𝑟𝑒𝑞𝑖 =
1

𝑑𝑓𝑙∕𝑑𝑡
⋅

𝑋𝑠𝑦𝑠

𝑋′
𝑑 +𝑋𝑇

⋅
𝛥𝑃 ⋅ 𝑓𝑛

2
(10)

𝐻𝐸𝑆𝑆𝑖
= 𝐻𝑟𝑒𝑞𝑖 −𝐻𝑎𝑟𝑒𝑎𝑖 (11)

The proposed method goes beyond the utilization of the swing
equation considering the lumped effect on the system. Hence, the swing
equation is modified so that the electrical distances are considered. In
this regard, the required 𝐻𝐸𝑆𝑆 contribution must be obtained for each
area in order to ensure the RoCoF requirement to be fulfilled in the
whole power system. Then, the proposed methodology is presented (see
Fig. 5).

The methodology outlined above enables us to calculate the re-
quired inertia to ensure that the RoCoF remains within the desired
limits. To relate the necessary energy from the ESS with the required
inertia, we follow the next step:

𝐻𝑟𝑒𝑞 = 𝐻𝐸𝑆𝑆 +𝐻𝑎𝑟𝑒𝑎 =
∑

𝐻𝑖 ⋅ 𝑆𝑖 + 𝑘𝑉 𝐼𝑖 ⋅ 𝑆𝐸𝑆𝑆𝑖
∑ (12)
4

𝑖 𝑖 𝑖 𝑆𝑖
Fig. 5. Flowchart of the applied methodology.

This equation establishes the relationship between the energy re-
quired to limit the RoCoF, the actual kinetic energy produced by the
synchronous generator, and the required energy coming from the ESS
with VI capabilities.

Once we have determined the required energy, we can increase the
virtual inertia gain while maintaining the relationship with the energy
needed from the ESS that was previously calculated. With the new
value of 𝐾𝑉 𝐼 and the known energy, we can calculate the rated power
of the inverters using the equation 𝑆𝐸𝑆𝑆𝑖

= 𝐸𝑛𝑒𝑟𝑔𝑦𝑛𝑒𝑒𝑑𝑒𝑑
𝑘𝑉 𝐼𝑖

. By considering
the iterative virtual inertia gain that gives the desired RoCoF limit, we
can ensure that the system operates within the required parameters.

Furthermore, it is noteworthy that this methodology can be applied
in lower levels of the power system, for instance enabling to calculate
the necessary VI support of each RES unit, or of particular branches
in radial systems. This can homogenize the system so that the local
frequencies are diminishing its impact.

4. Case studies: modelling and results

In this section, we evaluate the efficacy of the proposed method-
ology in two different study cases. The selected software evaluating
methodology is enabled by the simulation tool DigSilent PowerFactory
v2022. Case A validates the methodology by employing the well known
IEEE 9-bus system presented in [31]. Subsequently, Case B showcases
the usefulness of the methodology by applying it to the Cape Verde
Reference System (CVRS) [32]. Which presents a real isolated system
with 13% of RES integration in deer need of integrating VI schemes.

Note that, the design criteria is based on the RoCoF limits proposed
by different system operators, summarized in Table 1. Therefore, we
chose the most restrictive value of 0.5 Hz/s as the target RoCoF. Since
the ROCOF is calculated as the first derivative of frequency, small



Energy Strategy Reviews 47 (2023) 101094D. Alonso Sørensen et al.
Table 1
System operator requirements [28–30].

AEMO Nordic EirGrid

Nadir frequency 47.6 48.85 48.85
RoCoF 1.5 Hz/s 0.5 Hz/s 1 Hz/s

Table 2
Change in electrical distances between areas.

Old value [Ω] New value [Ω] % difference

𝑋𝐿21 130.134 11.23 91.37
𝑋𝐿13 138.589 65 53.10
𝑋𝐿32 91.411 91.411 0

variations in the measurement interval can lead to errors in the ROCOF
value. To mitigate this issue, we set the time interval (dt) for frequency
measurement to 200 ms [33] in our study, in order to accurately
capture and analyse changes in frequency over time

The VI scheme integrated in the two study cases is the so-called
continuous df/dt controller [34]. The continuous control is integrated
into the active power control block of an ESS. Fig. 6 illustrates a
simplified representation of one of the generation areas. As shown in
the figure, the power generated by the synchronous generator does not
take into account turbine-governor control and primary or secondary
frequency control. This is because the focus of this research is on the
first few hundred milliseconds, during which time the turbine-governor
response does not significantly affect the behaviour of the synchronous
generator beyond its intrinsic inertia. Within the red box in the figure,
the virtual inertia control scheme can be found. This scheme involves
filtering the derivative of the frequency with T=0.05 and multiplying it
by the virtual inertia gain, which is calculated using the methodology
described in this article. The time-frame of interest in this paper is the
first hundreds of milliseconds. Therefore, the PFR control loop is not
considered at the SG since it does not affect the results rather than the
inertial response.

4.1. Case A: IEEE 9-bus system results

The IEEE 9-bus system, depicted in Fig. 7, has been slightly modified
by worsening the inertia distribution of each generation area in order to
better showcase the relevance of the proposed method. Table 2 presents
the modification of the line lengths between the different generation
areas. Hence, generation areas 1, and 2 are close to each other, and
far from generation area 3. The kinetic energy of the different areas is
presented in Table 4. Areas 1, 2, and 3 store of 880 MWs, 420 MWs,
and 418 MWs, respectively. This shows that the Area 1 is the greatest
area among the system in terms of inertia constant and rated power,
please refer to Table 3, which means that the delivered power from this
area will be greater than the rest. Regarding RoCoF, it might present
more stable values considering the fault location. Then, the total system
inertia is 4.09 s while the local values can be computed using Eq. (3);
resulting in 2.09 s, 1 s, and 0.995 s, respectively for each generating
area.

This modified version of the IEEE 9-bus system is then used to
compute three different scenarios coping with a limitation of 0.5 Hz/s,
after a sudden load increase of 35 MW at each node. Scenario 0
represents the base case, in which VI support is not integrated into the
system.

To evaluate the superiority of the proposed method, three different
scenarios are considered when responding to a step load of 35 MW in
each generating area. In Scenario 0 no VI support in considered. Then,
Scenario 1 integrates VI support calculating 𝐻𝐸𝑆𝑆 using only area 1.
While, Scenario 2 uses the full formulation to compute the required
inertia for each area as 𝐻𝐸𝑆𝑆𝑖

. Lastly, each scenario is evaluated three
times, 𝛼, 𝛽, 𝛾, by varying the step load implementation solely to areas
1, 2, and 3, respectively.
5

Table 3
Case A: Generators’ input data.

Area 1 Area 2 Area 3

New
values

H [s] 5.5 2.8 3.8
S [MVA] 160 150 110

Old
values

H [s] 9.55 3.9 2.76
S [MVA] 247.5 192 128

Fig. 6. Dynamic Model of generation area-i.

Fig. 7. Single Line Diagram IEEE-bus system.

The resulting RoCoF values of Scenario 0 for each area are presented
in Fig. 8, where variations appear depending on the step load location.
The results demonstrate that the desired RoCoF limits are violated at
all locations for load steps of 35MW (9%). Therefore, in Scenario 1,
the proposed methodology is applied to support VI considering the
fault in area 1, whose results are presented in Fig. 9. Then, only 𝛼
and 𝛾 satisfy the criteria; thus, making necessary to run Scenario 2
focusing on satisfying the VI needs of area 2 as shown in Fig. 10. Note
that, 𝛼, 𝛽, and 𝛾 are simply iterations of the proposed methodology.
Hence, Case A allows to conclude on the importance of considering
local inertia phenomena by relocating the fault to all areas in the
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Fig. 8. Results for Case A and Scenario 0, base case without VI support.

Fig. 9. Results for Case A and Scenario 1.

Fig. 10. Results for Case A and Scenario 2.

considered system in order to satisfy the RoCoF limit design criteria.
Ultimately, by satisfying the criteria for the worst area (in this case 2),
the RoCoF of all areas is improved, further ensuring safe operation.

The final results for the required ESS with VI are presented in
Table 4. The converter for generation area 1 should have at least 1%
of the total base power. The total energy capacity is 0.36%. The VI
converter of area 2 is the biggest in capacity and converter size. In this
case, the inverter rated power is of 4.52%, and the total energy capacity
is 8.26%. The last area, represent 2.14% of rated power and a energy
capacity of 1.8% of the total energy stored.
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Table 4
IEEE 9-bus system final input data.

Area 1 Area 2 Area 3

SG
H [s] 5.5 2.8 3.8
S [MVA] 160 150 110
Energy [MVA s] 880 420 418

VI
H [s] 1.5 7.5 3.5
S [MVA] 4.2 19 9
Energy [MVA s] 6.3 142.5 31.5

Total H [s] 2.110 1.339 1.071

The methodology can be applied for any RoCoF limit and con-
sidering different power unbalances. The system inertia constant has
increased from 4.09 s to 4.52 s with the integration of ESS with VI
support. The results comparison, considering the previous case to the
scenario where VI has been integrated demonstrates how the system
is significantly enhanced. The virtual inertia (H) is calculated using
Eq. (3). The numerator of this equation is based on the energy capacity
of the system, while the denominator is based on the rated inverter
power. This calculation allows us to estimate the virtual inertia of the
system and determine whether it is sufficient to meet the desired RoCoF
limit.

4.2. Case B: CVRS results

In order to highlight the usefulness of the proposed methodology,
we have selected the African archipelago of Cape Verde as study case.
The local government aims to reach 50% renewable by 2030 and 100%
by 2050. In fact, a recent studies show how it would be possible to
reach it far sooner [35,36]. However, due to stability issues the system
operator has limited instantaneous renewable penetration at around
20%.

The focus of this study case is on the island of Santiago, the largest
in the country, as it represents more than half the overall energy
demands. Depicted in Fig. 11, the system is powered by 99 MW of fossil
fuelled generators, and 13 MW of RES (combining wind and solar),
although the peak load rarely exceeds 40 MW. The interested reader
is referred to the open access Cape Verde Reference System [32].

Similar to the IEEE 9-bus system, the CVRS presents three gener-
ation areas as depicted in Fig. 11. Nevertheless, the configuration is
slightly different. For instance, generation Area 3 is currently composed
only of RES with no inertia support. Area 1 is by far the largest
generation area in terms of power supply.

The remaining of the section is focused on testing the proposed
methodology to size the required VI support satisfying the needs of
every generation area. As in the previous case, a step load is introduced
in each area to create three different scenarios. The total consumption
assumed is 45 MW, and the step load increase is of 5 MW, thus
representing 11% of power variation. Fig. 12, which presents the results
for the CVRS without any VI support, shows the large degree of RoCoF
variation; well above the design limit of 0.5 Hz/s. This is due to the high
RES penetration level of the island and its very low inertia. Therefore,
VI schemes should be deployed for all three generating areas.

The results of scenario 2 are presented in Fig. 13, which shows that
RoCoF can be kept below the limit for all cases. Nevertheless, there are
huge differences among cases, which is caused by the uneven inertia
distribution of the system. Clearly, this behaviour can be improved with
a coordinated VI support.

In summary, area 1 requires an ESS with a rated power of 4 MW or
about 8% of the total base power. Area 2 has the largest capacity rating
while requiring 12% of the base power. Lastly, area 3 is designed with
a power level of 13% (see Table 5).
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Fig. 11. Single line diagram of Santiago’s simplified system.
Source: Reproduced from [32].

Fig. 12. Results for Case B and Scenario 1.

5. Discussion

This section aims to compare Cases A and B. Furthermore, the
implications of electricity markets on the results are covered.

Neither case originally complied with the RoCoF design criteria of
0.5 Hz/s, which justified the need of introducing VI. However, Case A
presented a more evenly distributed inertia, as demonstrated in Fig. 8.
In fact, it can be seen that differences in homogeneity distribution are
not significant when comparing them, for instance to Fig. 12.

Considering the inertia constants of each system. Case A have a
system inertia of 4.52s and, Case B 3.5s. Both systems present almost
the same 𝛥𝑃 . The main difference between both systems is the electrical
distances. Since Case A is presented as a big system in terms of electrical
distances, Case B is a small isolated power system.
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Fig. 13. Results for Case B and Scenario 2.

Table 5
Scenario 1,2 of the CVRS system.

Area 1 Area 2 Area 3

SG
H [s] 3.5 2 0
S [MVA] 25 10 15
Energy [MVA s] 87.5 20 0

VI
H [s] 1 3 7
S [MVA] 4 6 6.5
Energy [MVA s] 4 18 45.5

Total H [s] 1.83 0.76 0.91

5.1. Upcoming flexibility and inertia markets

The sizing methodology covered in this research focuses on ensuring
the safe operation of the power system. Particularly, the resulting
storage capacity corresponds to a minimum size satisfying the re-
quirements. Therefore, the assumed perspective is that of a vertically
integrated power system lacking a competitive energy market, as is
the case of many African countries such as Cape Verde. However,
regions such as the UK or the Nordics are starting to include inertial-like
products into their markets, which justifies considering the profitability
opportunities for ESS [37].

In the case of the UK, National Grid ESO is in the process of rolling
out a new grid code. Among other novelties, the creation of an inertia
market is envisioned with the particularity of allowing grid-forming
devices to participate [38]. In the Nordics (Denmark, Norway, and
Sweden) an FFR market is in operation since 2021. The regulations
are generic to allow any capable unit to participate disregarding the
specific technology [39]. While the medium to long term profitability
of these markets remains unclear, at the moment they appear to be the
most profitable option for ESS [40].

Clearly, participating in these and other similar markets will affect
the sizing strategy of ESS. However, it is not possible to know at the
moment which one (system security or market participation) will be
the toughest constraint. Furthermore, a market-focused ESS sizer must
acknowledge the broad diversity of products that could be offered these
devices, thus falling out of the scope of this work. In such a context, the
methodology developed in Section 3 could be integrated in the form of
constraints.

6. Conclusions

The loss of the system inertia is an increasing concern in modern
power systems due to the increasing integration of RES. The installation
of energy storage or synchronous condensers are common practices
aiming to enhance the stability. Different methods based on power
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curtailment of RES or ESS have demonstrated their feasibility for VI
support. Nevertheless, curtailment incurs in economic losses due to the
loss of opportunity, and as it demands over installation, which makes
ESS the preferred choice.

In this work, an ESS sizing process in terms of its VI contribution
is proposed. The methodology estimates the inertia required to avoid
reaching a certain nadir based on the role of local frequency dynamics
and electrical distance between the fault location and any given area.
In this context, the RoCoF of local areas defines the maximum allowed
threshold for the reference fault. Therefore ensuring that the power sys-
tem will survive the design event long enough for PFR to be activated.
Furthermore, by considering the local inertia effects it is possible to
ensure the robust operation of each part and the overall system.

The results point towards the suitability of this method to limit
local RoCoF. The validation was undergone using the IEEE 9-bus system
considering the extensive works related to frequency stability that can
be found at the literature. Afterwards, a study case was presented using
the CVRS for the island of Santiago in Cape Verde, Africa. The results
showcase the many benefits of placing distributed VI schemes along
the system. Hence, the proposed method is interesting from the system
operator planning perspective, as it allows to ensure reliable operation
based on frequency stability criteria.

This work could be continued by integrating the proposed method-
ology into an optimal ESS sizer accounting for participation in markets
such us inertia, FFR, or FCR besides the classical day-ahead and reserve.
In addition, virtual inertia gain may be adjusted based on different sys-
tem operating conditions. Such measures aim to minimize the energy
use by the ESS.
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