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Abstract: Modifying the spectrum of recorded or synthetic speech is an effective strategy for boosting
intelligibility in noise without increasing the speech level. However, the wider impact of changes
to the spectral energy distribution of speech is poorly understood. The present study explored the
influence of spectral modifications using an experimental paradigm in which listeners were able
to adjust speech parameters directly with real-time audio feedback, allowing the joint elicitation
of preferences and word recognition scores. In two experiments involving full-bandwidth and
bandwidth-limited speech, respectively, listeners adjusted one of eight features that altered the
speech spectrum, and then immediately carried out a sentence-in-noise recognition task at the
chosen setting. Listeners’ preferred adjustments in most conditions involved the transfer of speech
energy from the sub-1 kHz region to the 1–4 kHz range. Preferences were not random, even when
intelligibility was at the ceiling or constant across a range of adjustment values, suggesting that
listener choices encompass more than a desire to maintain comprehensibility.

Keywords: listener preferences; spectral energy reallocation; glimpses profile

1. Introduction

Speech output is in widespread use to deliver information in listening environments
such as transport hubs, in vehicles, and in the home, where other sound sources are
likely to be co-active. While live speech is still deployed in such contexts, much of the
time listeners hear non-live forms of speech, either pre-recorded natural speech that has
been produced offline, or speech that has been dynamically generated by synthesis from
text. The use of non-live speech provides an opportunity to manipulate the audio signal
prior to presentation, usually with the goal of maintaining or enhancing intelligibility in
noise [1–7]. Such algorithms have been shown in large-scale evaluations (e.g., [8,9]) to be
highly effective in boosting intelligibility when applied to natural (e.g., [10]) or synthetic
speech (e.g., [11–13]).

Human speech perception is a complex process that involves bringing linguistic
knowledge to bear on the available acoustic evidence. A listener’s prior experience with
the fundamental structural characteristics of the language, including its phonological rules
and phonotactic constraints, significantly shapes speech processing, particularly in adverse
conditions. Non-native listeners encounter greater challenges in noisy environments
compared to native listeners (see [14] for a review), indicating the importance of linguistic
familiarity in understanding speech.

The spectral and temporal characteristics of speech also play a crucial role in how lis-
teners perceive and comprehend spoken language. Even in the absence of deliberate speech
manipulation, various factors are known to contribute to speech intelligibility, including
spectral change [15], syllable-scale amplitude modulations [16,17], and phonologically
relevant sampling instants [18]. Spectral properties in particular impact various aspects of
speech perception. For instance, the spectral content of speech is closely linked to many im-
portant phonemic contrasts e.g., [19–22], allowing listeners to distinguish between different
speech sounds and forming the basis of the accurate recognition of words. Additionally,
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the temporal evolution of the spectral envelope contributes to the perception of prosody,
rhythm and intonation.

In noisy situations, acoustic evidence is partially masked or distorted. It has been
shown that speech can be understood after manipulations that reduce its spectral resolu-
tion [23] or bandwidth [24], remove its mid-frequency energy [25], or restrict it to sparse
time–frequency regions [26,27]. These findings suggest that the processes underlying hu-
man speech perception incorporate substantial latitude in the types of acoustic signals that
can be considered speech-like, and motivates the search for manipulations that optimise a
listener’s experience.

Several models have been proposed to explain how noise affects intelligibility [28–32].
One common feature of many models is the notion of signal-to-noise ratio (SNR) in each
frequency region (e.g., [1]), with each frequency receiving an importance weighting [30].
These models highlighted the potential for exploring speech modifications that alter the
spectral energy balance of speech in noisy conditions.

Energy reallocation is one form of manipulation that alters the overall spectral energy
balance. The term ‘reallocation’ is used because the effectiveness of speech modification
approaches is typically assessed after normalizing the root-mean-square (RMS) energy
following modification [8,9], which has the consequence that attenuation or boosting in
one part of the spectrum leads to changes in other spectral regions. Spectral reallocation
techniques are informed by perceptual studies that indicate the relative importance of
different spectral regions for speech recognition (e.g., [28,33–35]), and by measurements of
acoustic properties in naturally enhanced speech, such as the speech styles that result from
an instruction to speak clearly [36,37] or from noise immersion (Lombard speech; [38–40]).
Reallocating energy to the mid-frequencies (1–3 kHz) using spectral tilt adjustment [41,42],
high-pass filtering [43,44] or formant amplitude equalisation [45] has been shown to lead
to substantial intelligibility increases in noise. For example, Tang and Cooke [44] demon-
strated that high-pass filtering led to gains of 45 and 55 percentage points for keyword
identification in sentences in high and low SNRs, respectively. While other forms of speech
modification (e.g., durational or modulation adjustments) are also worth investigating,
the potential gains from the above-cited studies motivated our focus on spectral manipula-
tion in the present study.

Spectral energy reallocation is both simple to implement and highly effective in
boosting intelligibility. However, while the delivery of a fully comprehensible message
is of paramount importance, other factors, such as naturalness, quality and listening
effort, are known to influence a listener’s overall experience (e.g., [46–48]). Relatively
little is known about the impact of speech modification on these factors. Nevertheless,
a few studies have examined the effect of certain types of speech modification on speech
quality and listening effort. These investigations have demonstrated that modifications
which successfully promote intelligibility can also have the side effect of reducing speech
quality [49], especially when presented in quiet or at comfortable SNRs [50]. Cognitive
effort has been shown to increase when listening to synthetic voices, relative to natural
speech [51–53]. On the other hand, decreases in listening effort have been observed
for two forms of algorithmically modified speech. Using effort ratings scales, Rennies
et al. [54] demonstrated that the AdaptDRC algorithm [7] resulted in lower effort than
unprocessed speech, while both subjective ratings and pupillometry measures in a study
by Simantiraki et al. [53] pointed to a reduced listening effort for the SSDRC algorithm [5].
Collectively, these studies suggest that intelligibility-enhancing speech modifications can
have additional impacts—both positive and negative—on a listener’s overall experience
when processing speech.

Intelligibility is easy to measure but assessing a listener’s overall speech communica-
tion experience is more challenging. Techniques such as ratings scales and questionnaires
(e.g., [54,55]), pupillometry (e.g., [56]) and dual-task performance (e.g., [57,58]) have been
employed to measure aspects beyond intelligibility (for a review, see [59]).
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An alternative paradigm is used in the present study to investigate the wider impact of
spectral energy reallocation. The approach is based on providing listeners with the ability
to modify some facet of the speech signal, with real-time auditory feedback, allowing
listeners to express their preferences directly. This listener-centric technique has been
used in the past to explore listeners’ preferred choice of formant frequency/fundamental
frequency relationship [60], speech rate [61–63], speech level [64] and local SNR for speech
enhancement [65]. Listener preferences in the context of spectral modifications have
previously been explored for individuals with hearing loss by providing them with direct
control over broadband, low-, and high-frequency gain [66] or loudness and degree of
spectral tilt [67].

A listener-centric approach has a number of potential benefits compared to the more
traditional technique, in which behavioural measurements are obtained for a small number
of experimentally defined processing conditions. First, it can be used to explore the
parameter space at a finer level of quantisation than is economically efficient in traditional
designs. Second, compared to the use of rating scales, the approach is likely to be more
natural for a listener, being free of the semantic labels that map multi-faceted stimuli on to a
finite number of categories. Further, the approach provides an additional objective metric—
adjustment time—that may reflect task difficulty. However, the primary motivation for
employing a listener-centric approach in the current study is that it has the potential to
allow preferences to emerge in parallel with the optimisation of intelligibility, making it
possible to elucidate the relationship between the two.

The objective of the present study is to better understand listeners’ spectral reallocation
preferences. We first assess the extent to which listeners are capable of using spectral energy
modifications to improve speech intelligibility in the presence of masking noise. This issue
is examined by comparing the distribution of preferences with keyword recognition scores,
to find the preference values that optimise intelligibility.

A second issue is whether listeners solely optimise intelligibility, or if they exhibit
additional preferences that are independent of message comprehensibility. To address this
question, the space of possible adjustments available to listeners was designed in such a
way that intelligibility was likely to be constant across at least part of the adjustment range;
in addition, a quiet condition was included to promote ceiling performance. This design
enables the observation of changes in preferences, even when intelligibility is constant.

A further question is whether preferences differ in the presence or absence of masking
noise. We hypothesise that listeners’ preferred adjustment values are more likely to be
aimed at the maintenance of intelligibility in the presence of high levels of noise. Conversely,
in quiet or low noise conditions, preferences may reflect other factors.

To address our research questions, we conducted two experiments aimed at exploring
spectral preferences. We chose to examine spectral preferences due to their established
effectiveness in enhancing intelligibility. In the first experiment (Expt. 1; Section 3), we
examined modifications across the entire speech bandwidth, while in the second experi-
ment (Expt. 2; Section 4), we investigated bandwidth-limited modifications. In Expt. 1,
participants had the choice to directly adjust the spectral tilt of the speech or indirectly
modify it by adjusting the magnitude of one of three spectral bands. In the latter experi-
ment, participants were presented with a single band of speech and given control over its
spectral extent through three forms of bandwidth modification, or by changing the spectral
location of the band. In each experiment, listeners had the ability to adjust the speech in
real time for one of four features (eight features in all across the two experiments), thereby
altering the speech spectrum. Immediately following the adjustment, participants carried
out a speech-in-noise recognition task at the chosen setting.

2. Outline of the Experiments

In two experiments, listeners manipulated one of eight different speech properties,
illustrated schematically in Figure 1. The first experiment involved full-bandwidth speech
and consisted of the four types of adjustment shown in the left column of the figure, viz.
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increasing or decreasing the level of speech in one of three octave bands, or altering spectral
tilt (a preliminary report on spectral tilt adjustments was provided in Simantiraki et al. [68]).
In contrast, all conditions of Expt. 2 involved narrowband speech. In three conditions,
listeners made changes to speech bandwidth by lowpass or highpass filtering, or by direct
manipulation of the bandwidth; in a fourth condition, they selected the centre frequency of
an octave band of speech.

 low band (0.5–1 kHz)

mid band (1–2 kHz)

high band (2–4 kHz)

highpass (HP)

bandwidth (BW)

center freq. (CF)spectral tilt

lowpass (LP)

Expt. 1 Expt. 2

Figure 1. Schematic of the eight listener-controlled modifications tested in the present study. Ar-
rows indicate the direction of modification, while axes represent frequency (x) and magnitude (y).
Implementation details for Expt. 1 and Expt. 2 are provided in Sections 3.2 and 4.2, respectively.

Spectral energy modifications in both experiments were pre-computed at a sufficiently
fine range of parameter values to produce the perceptual effect of continuous variation
(including smooth mid-utterance transitions) as listeners move a virtual knob or click
up/down buttons. Stimulus presentation and response collection were implemented using
a software tool (SpeechAdjuster; [69]). In the current study, on each trial, listeners initially
adjusted a continuous sequence of sentences, with no time limit, using up/down buttons,
then underwent a brief test phase, in which they were asked to identify keywords in
sentences presented at the parameter value chosen during the adjustment phase.

One issue that arises in any attempt to measure listener preference is the possibility
of bias due to the form of the instructions given to participants. The current study did
not seek to distinguish between factors that could conceivably contribute to a listener’s
preferred setting. To avoid any bias towards one or other of these potential factors, listeners
were asked to adjust the signal to make it understandable, and to consider the task as
being analogous to adjusting the volume when watching a film: too high a volume causes
discomfort, while too low a volume makes understanding the words difficult.

3. Expt. 1: Spectral Reallocation Preferences for Full-Bandwidth Speech
3.1. Listeners

Thirty-five native Spanish listeners (30 females) aged between 18 and 34 years (mean
20.1; SD 2.6) took part in Expt. 1. Participants were recruited through an announcement
shared with the students of the English and German philology and translation and inter-
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pretation department of the University of the Basque Country. The recruitment criteria
included being native Spanish listeners or bilingual Spanish and Basque listeners, and hav-
ing no known hearing impairment. All listeners passed an audiological screening with a
hearing level better than 25 dB at frequencies in octave steps in the range 125 Hz to 8 kHz
in both ears. Listeners were paid for their participation.

3.2. Stimuli

Speech stimuli were derived from the Sharvard Corpus [70], which consists of Spanish
sentences spoken at a normal speaking rate. The linguistic complexity of this corpus
is similar to that of the original English Harvard Corpus [71]. Each sentence contains
five keywords used for scoring. Target sentences were drawn from the male Sharvard
talker. Sentence numbers 1–380 and 381–540 were used in the adjustment and test phases,
respectively (these phases are defined in Section 3.3 below).

Stimuli were presented in quiet and in three additive stationary speech-shaped noise
(SSN) conditions at SNRs of −6, −3 and 0 dB. The masker was generated by filtering
random uniform noise with the long-term spectrum of 700 concatenated sentences of the
female talker of the Sharvard corpus.

Four kinds of variation (for brevity, referred to as ‘features’ below) were tested in
Expt. 1, namely, changes in spectral tilt and changes in the energy of octave bands in
the low-, mid- and high-frequency parts of the spectrum. For each feature, the entire
sentence set (both adjustment and test phase sentences) was processed at each level of
adjustment available to the listener, resulting in multiple examples of each sentence that
differed only in the degree of modification applied to them. Collectively, the sentence sets
formed the precomputed input to the SpeechAdjuster tool. The number of modification
steps was chosen in pilot testing as the minimum number required to give the impression
of continuous change to the listener. Different numbers of steps (indicated below) were
used for different feature types. The amplitude of each sentence was normalised using a
fixed root-mean-square criterion following modification to ensure that each sentence had
the same presentation level as every other sentence, and to remove any contribution to
intelligibility from changes in the overall energy.

3.2.1. Spectral Tilt Adjustment

Spectral tilt adjustment made use of pre-emphasis or de-emphasis to increase or de-
crease tilt, respectively, implemented in the time domain using digital filtering with the
transfer function 1 − λz−1 for pre-emphasis, and its reciprocal for de-emphasis. The pa-
rameter λ controls the degree of emphasis/de-emphasis and was drawn linearly from
the interval [0.2, 1] to produce tilts in the range [−10.85, 0.59] dB/octave. Some 23 steps
were used, the central one having the original (unmodified) tilt value of −5.25 dB/octave,
along with 11 having a progressively flatter tilt than the original, and 11 with a progres-
sively steeper tilt. Spectral tilt adjustments were implemented using the filter function in
Matlab 2016b.

3.2.2. Spectral Band Filtering

The three spectral band conditions had cut-off frequencies forming octave intervals
corresponding to the frequency ranges 0.5–1 kHz, 1–2 kHz and 2–4 kHz. We will refer to
these as the low, mid and high bands. In total, 21 energy adjustment steps were available
to listeners. These were determined according to the function y = a − b(cx−1) for a = 15,
b = 100, c = 0.8 and for step x taking on all integer values in the range 1–21, with the
level difference y expressed in decibels. Constants a-c were chosen to provide a range that
spanned an attenuation of 85 dB to a boost of nearly 15 dB. The lower value provided the
complete removal of speech energy in the band, while the upper value was chosen to avoid
clipping in the output. Band energy changes were implemented by multiplying 1024-point
Fourier amplitude spectra computed in successive 30 ms Hann windows with 50% overlap,
followed by inverse Fourier transformation, with the phase component unmodified.
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3.3. Procedure

The experiment was divided into four blocks according to SNR (quiet plus three
masked conditions). Within each block, listeners were presented with five trials for each
of the four features being modified, for a total of 20 trials. The presentation order of the
20 trials was randomised, meaning that listeners would typically adjust different features
on consecutive trials (i.e., there was no blocking by feature type).

Each trial consisted of an adjustment phase followed by a test phase. In the adjustment
phase, sentences were presented in a random order, with a 0.5 s gap between sentences.
In order to prevent listeners from simply selecting the same adjustment value as on the
previous trial, the modification value applied to the initial sentence in the adjustment
phase was randomly selected from the available steps. Participants could listen to as much
speech as desired during the adjustment phase but they were forced to listen to at least
5 s of speech before proceeding to the test phase. Listeners made their adjustments using
on-screen buttons labelled with up and down arrows. They were instructed to “use the
buttons to alter the speech in order to recognise as many words as possible”. In the test
phase of each trial, intelligibility was evaluated by a speech perception task using the value
chosen at the end of the adjustment phase. Participants listened to two sentences and
typed what they heard into an on-screen text box immediately after presentation of each of
the two sentences. Prior to the experiment, participants underwent a task-familiarisation
phase consisting of five trials (two in quiet and three in noise), using sentences from the
adjustment set i.e., different from those used in any test phase.

Block ordering was counterbalanced across listeners using a balanced Latin square
design. Stimuli were presented through Sennheiser (Wedemark, Germany) HD380 head-
phones at a fixed presentation level, different for each condition (approximately 84, 79,
77 and 75 dB SPL for the −6, −3, 0 dB SNR and quiet conditions, respectively) as mea-
sured by a Brüel and Kjaer (Nærum, Denmark) type 4153 artificial ear and a Brüel and
Kjaer type 2260 sound level meter. Listeners were seated in a sound-attenuating booth
in a purpose-built speech perception laboratory at the University of the Basque Country
(Vitoria Campus).

3.4. Postprocessing

Participant responses in the test phase were scored by counting the number of key-
words identified correctly. Prior to scoring, user responses were normalised by the au-
tomatic application of the following processes: conversion to lower case, removal of
vowel stress marks, removal of non-alphanumeric characters, substitution of homophones,
and conversion of numbers represented as digits to orthographic form. In addition, limited
word-level error correction was applied based on a list of 84 common issues (typos, missing
tildes, and spelling mistakes) identified manually in a previous study [72] that used the
Sharvard Corpus. Finally, participants were encouraged to spend as much time as necessary
during the adjustment phase; thus, trials with long response times were also considered
valid. Therefore, all collected data were included in the statistical analysis to ensure a
representative understanding of participants’ preferences.

3.5. Results
3.5.1. Preferences

For each of the four features, Figure 2 depicts listeners’ preferred adjustments relative
to the unmodified speech baseline (left column), mean keywords correct scores (middle),
and the time spent in the adjustment phase (right). For all features, listeners made the
smallest adjustment relative to the original in quiet, and adjustments became progressively
larger as the noise level increased. While listeners boosted energy in the mid and high
bands, the opposite was the case for the low band, where listeners preferred to attenuate
its energetic contribution. Since the attenuation of the low band results in the boosting of
the other spectral regions, the strategies employed by listeners point to a consistent goal
of increasing the SNR in the mid-high frequency region. Listeners also preferred flatter
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spectral tilts with increasing noise, again suggesting a preference for reallocation of energy
to the mid-high frequencies.

40
30
20
10
0

10

lo
w 

ba
nd

 b
oo

st
 (d

B)

preference

70

80

90

100
correct (%)

10

15

20

25

adj. time (s)

40
30
20
10
0

10

m
id

 b
an

d 
bo

os
t (

dB
)

70

80

90

100

10

15

20

25

40
30
20
10
0

10

hi
gh

 b
an

d 
bo

os
t (

dB
)

70

80

90

100

10

15

20

25

6 3 0 quiet

5
4
3
2
1
0

sp
ec

tra
l t

ilt
 (d

B/
oc

t.)

6 3 0 quiet
70

80

90

100

6 3 0 quiet

10

15

20

25

SNR (dB)

Figure 2. (Left): Listeners’ preferred energy adjustments relative to the unmodified speech baseline
(dotted line); (middle): mean keywords correct; (right): time spent in the adjustment phase. Error
bars here and elsewhere denote ± 1 standard errors.

Since adjustment choices were not always normally distributed (see Figure 3), rank-
based Kruskal–Wallis H tests were conducted to examine the effect of SNR on preferences
for each feature independently. These tests showed a statistically significant effect of SNR
for all features (min H = 56.3, all p < 0.001). Post hoc pairwise comparisons using Dunn’s
test, with Holm correction [73] for multiple comparisons, indicated that preferences for all
features differed across pairs of SNR conditions (all p < 0.05), with the following exceptions:
−3 and −6 dB for the low band (p = 0.07), and between the pair 0 and −3 dB for both the
mid band (p = 0.08) and spectral tilt (p = 0.12). Statistical comparisons were performed
using the kruskal and posthoc_dunn functions of the stats.scipy and scikit_posthocs
libraries in Python [74].



Appl. Sci. 2023, 13, 8734 8 of 22

0

20

40

60

80

100
low band mid band high band

qu
ie

t

spectral tilt

0

20

40

60

80

100

0 
dB

0

20

40

60

80

100

3 
dB

0

20

40

60

80

100

atten. boost atten. boost atten. boost

6 
dB

steeper flatter

ke
yw

or
ds

 c
or

re
ct

 (%
)

preference

Figure 3. [Colour online] Distribution of preferences (blue bars) and percentage of keywords iden-
tified correctly at each preference (points with error bars; points in red correspond to preferences
chosen only once). The units on the y-axis represent both percentage correct values (for intelligibility)
and preference counts (i.e., height of blue bars). In the latter case, distributions sum to 175 (35 listeners
× 5 trials).

3.5.2. Intelligibility

As expected, listeners achieved the highest intelligibility in quiet. In noise, listeners
were able to maintain intelligibility at a reasonably high level, even at the most adverse
SNR, when presented with the possibility of modifying energy in the high band or by
adjusting spectral tilt; modifications to the low and mid bands led to lower scores in the
most adverse conditions. The intelligibility scores for all types of modification tested in this
experiment are substantially in excess of those reported in [70] for unmodified speech from
the same corpus and talker, and using the same type of masking noise, where psychometric
functions indicate that listeners would achieve scores of 83%, 72% and 54% at 0, −3, and
−6 dB SNR, respectively.

A generalised linear mixed-effects model using the glmer function from the lme4
library [75] in R [76] was constructed to predict the proportion of keywords identified
correctly in each trial. This model had fixed effects of SNR and feature, by-subject ran-
dom intercepts and per-feature slopes. The model indicated significant effects of SNR
(χ2(3) = 1232, p < 0.001) and feature (χ2(3) = 78.1, p < 0.001) together with a significant
interaction of the two (χ2(9) = 25.6, p < 0.01). Post hoc pairwise comparisons using
function emmeans [77] with Tukey corrections showed that all SNR pairs differed for all
features (all p < 0.001) except for the 0/−3 dB SNR pair for the high band (p = 0.13).
Intelligibility was not statistically different for all features in the quiet (min p = 0.50) and
SNR = 0 dB (min p = 0.08) conditions, indicating that in the least challenging conditions,
listeners may have been able to optimise intelligibility to an equivalent level for all types of
adjustment. Adjustments to spectral tilt and to the high band were not statistically different
at all SNRs, apart from −3 dB, where they tended to differ (p = 0.054).
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3.5.3. Adjustment Time

Median rather than mean per-participant adjustment times were analysed, i.e., the
data presented in the third column of Figure 2 represents the cohort mean of per-participant
median adjustment times.

At the level of the listener cohort (i.e., comparing columns 2 and 3 of Figure 2), the time
spent during the adjustment phase was strongly inversely correlated with the final score
achieved in the test phase (Pearson r = −0.96, N = 16, p < 0.001). Listeners spent nearly
2.5 times longer when adjusting the mid band in the most challenging condition compared
to the noise-free condition. Expressed as an average across all conditions, listeners varied
substantially in the amount of time taken to reach a preference, ranging from 6 s to 32 s.
However, individual listener scores were not significantly correlated with the median
adjustment time (r = 0.30, N = 35, p = 0.08), indicating that those listeners who spent more
(or less) time exploring the range of possible adjustments did not necessarily achieve higher
(or lower) intelligibility rates. A linear mixed-effects model using function lmer from the
lme4 library [75], with fixed effects of SNR and feature, and by-subject random intercepts,
indicated the main effects on the adjustment time of SNR (χ2(3) = 102, p < 0.001) and
feature (χ2(3) = 23.9, p < 0.001), with a modest interaction between the two (χ2(9) = 17.8,
p = 0.04). Post hoc tests with Tukey corrections indicated that listeners took longer to
adjust in the −6 dB condition than in quiet for all features (all p < 0.01 except for the high
band, where p = 0.053). As was the case for intelligibility, adjustment times did not differ
statistically in the quiet and 0 dB conditions for any feature (min p = 0.18).

3.5.4. Relationship between Preference and Intelligibility

Figure 3 shows the distribution of listener preferences alongside the percentage of
keywords identified correctly as a result of that choice. Listeners exhibited clear preferences
when intelligibility was at (or close to) ceiling in quiet and 0 dB SNR conditions in par-
ticular. Two-sample Kolmogorov–Smirnov tests using function ks_2samp in scipy.stats
of Python [74] confirmed that listeners’ preference distributions were non-uniform for all
combinations of feature and SNR (all p < 0.01).

In some conditions, listeners did not adopt extreme preferences, even though intelligi-
bility was not compromised at those extreme adjustment values. This is especially evident
in the quiet condition but also prevails over most of the adjustment range for the 0 dB
condition. However, as conditions became more adverse, preferences and intelligibility
outcomes were more closely related, and listeners appeared more willing to choose the
extremes of the adjustment range. This is clearly seen for the low- and high-frequency
bands in the −6 dB SNR condition, where the modal value of listeners’ choices occupies
one or the other extreme of the range.

3.5.5. Energetic Masking

The consequences of choosing a specific adjustment level on speech audibility in noise
can be assessed by estimating the amount of energetic masking at each frequency resulting
from that specific adjustment choice. Figure 4 plots the proportion of glimpses of the target
speech at each frequency as a function of the adjustment level. Glimpses were computed
using the extended glimpse proportion metric defined in Tang and Cooke [32]. It is evident
from this visualisation that a listener’s reallocation strategy in the face of a speech-shaped
noise masker is to make adjustments that ensure the availability of speech glimpses in the
frequency region above 1 kHz. This is clearly seen for the low and high bands and for
spectral tilt, where attenuation and boosting, respectively, lead to a high glimpse density
in the 2–4 kHz region in particular. The middle 1–2 kHz band represents an interesting
compromise; here, many listeners chose to keep the energy level close to that of the original
speech (as evidenced by Figure 3), presumably because boosting this band leads to a loss
of glimpses at higher frequencies, while attenuation conversely produces a paucity of
glimpses in the central frequency region itself. The average preference made by listeners
here enables the maintenance of glimpses in the 1–2 kHz range.
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Figure 4. Proportion of glimpses (spectro-temporal regions where the speech is more intense than
the masker) in each spectral region as a function of listeners’ level adjustment preferences. In each
panel, the x-axis represents the adjustment chosen by listeners, while the y-axis represents spectral
frequency (34 channels on an ERB-rate scale). Darker areas indicate a higher proportion of glimpses.
Vertical bars indicates mean listener preferences.

3.6. Interim Discussion

When provided with the opportunity to adjust spectral tilt or the level of an octave
band of speech in the presence of masking noise, listeners made adjustments that tended
to maximise intelligibility (Figure 3), enabling the effect of the masker to be counteracted
to some extent, and moreover achieved intelligibility scores well in excess of those for un-
modified speech [70]. The utility of spectral energy reallocation as a strategy for improving
the intelligibility of speech in noise is illustrated by the range of keyword scores across
conditions at each SNR (Figure 2): under a constant energy constraint, reallocating energy
to the 2–4 kHz region or flattening spectral tilt resulted in approximately half as many
keyword errors as modifying speech level in the 1–2 kHz band. A transfer of energy to mid-
frequencies is in line with natural modifications made by talkers when speaking in noise
(e.g., [78]), or when asked to speak clearly, e.g., [36]. The finding that speech modification
can lead to substantial gains in intelligibility echoes earlier studies [1,3,10,13], and confirms
the outcome of studies that indicated the value of spectral modification in particular [41,44].
The present study extends previous investigations by providing a listener-centric approach,
which has the potential to permit the identification of optimal values for any parameters
tested, rather than relying on an a priori set of conditions chosen by the experimenter, as is
the case in earlier studies e.g., [42].

Glimpse distributions across frequency were relatively stable over a range of neigh-
bouring adjustment values (Figure 4). This can be explained by the binary nature of
glimpses: once the target speech has sufficient energy in a given region, the glimpse distri-
bution does not change by further boosting the target speech energy in that region. This
fact provides listeners with some latitude in the choice of adjustment, and it may be that
other factors come into play once a glimpse pattern that supports a high level of intelligi-
bility has been established. Indeed, listeners made adjustments at a scale commensurate
with the adversity of the listening condition, evidenced by the choice of modifications
whose deviation from the unaltered speech increased monotonically as SNR decreased
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(Figure 2). Listeners also spent more time selecting the appropriate adjustment in challeng-
ing listening conditions. These findings indicate a tension between maintaining a spectral
balance close to that of the original speech, and making changes to overcome the masker.
The distribution of adjustment values chosen by listeners also hints at bimodality in several
conditions (Figure 3). This tendency is best appreciated in the high band and for spectral
tilt, where, in addition to a relatively central mode, a secondary and more extreme mode
exists. A similar tendency in the opposite direction is evident for the low band.

Reallocation of speech energy to the remainder of the spectrum provides an opportu-
nity for listeners to optimise intelligibility while simultaneously expressing a preference
influenced by other factors. In Expt. 1, the entire spectral band of speech was intact, and as
such, provides only a partial view into listeners’ preferences. To explore choices in a
different—and more challenging—scenario, in Expt. 2, listeners were presented with a sin-
gle band of speech and were able to control its spectral extent via three forms of bandwidth
modification, or by changing the spectral location of the band.

4. Expt. 2: Spectral Reallocation Preferences for Band-Limited Speech

In experiment 2, listeners were able to modify the bandwidth of speech by adjusting
the low-pass (LP) or high-pass (HP) cut-off frequency of the band, or by modifying the
bandwidth (BW) directly for a band with a constant centre frequency. They were also able
to modify the centre frequency (CF) of an octave band of speech. Except where specified
below, all procedural and post-processing details for Expt. 2 are identical to those for
Expt. 1.

4.1. Listeners

Thirty-seven native Spanish listeners (32 females) aged between 18 and 34 (mean
20.1 years; SD 2.6 years) participated in Expt. 2. Most (N = 32) of these listeners had also
participated in Expt. 1.

4.2. Stimuli

As in Expt. 1, sentences came from the Sharvard Corpus [70]. For the adjustment
phase only, the same sentence subset (1–380) as in Expt. 1 was employed. This decision
was driven by the limited availability of utterances in the corpus, given that listeners
required a potentially unlimited amount of speech material during this phase. While
during adjustment listeners may have recognised elements from sentences used in the
earlier experiment, which in turn may have led to changes in preferences, we believe that
any such changes due to repeated exposure would be modest, and that our main research
question involves comparisons of conditions within each experiment rather than across
experiments. Note that a different set of utterances (sentences 541–700) from those used in
Expt. 1 was used during the test phase.

Features being modified (LP, HP, BW, CF) all involved spectral filtering implemented
with frequency-domain FIR filters, designed using a Chebyshev window with 100 dB of
attenuation from the pass to stop bands, via the fir1 and chebwin functions in Matlab
2016b. For each of the four conditions, the parameter adjustment range of interest was
divided into 25 steps, a number chosen to ensure that the transitions between steps were
smooth and to avoid redundant steps. After filtering, every sentence in every condition
was normalised to have the same RMS energy.

For the LP and HP conditions, the frequency cut-off varied from 0.45 to 5.4 kHz
in equal steps on a logarithmic scale. For the BW condition, all bands were centred on
1470 Hz, and the bandwidth varied from 1.14 to 4.58 octaves in equal steps of 0.143 octaves,
corresponding to a bandwidth of 1.2 kHz at the narrowest end of the continuum and
6.9 kHz at the widest. The CF condition consisted of octave bands of speech with centre
frequencies equally spaced on a log scale from 0.42 kHz to 5.09 kHz. Parameter ranges
for the LP, HP and BW conditions were designed to permit choices that would lead to
intelligibility scores close to ceiling in the quiet condition. No such choice was possible in
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the CF condition, but the bandwidth was restricted to a single octave for compatibility with
earlier studies that examined the intelligibility of octave bands of speech (e.g., [79]).

4.3. Results
4.3.1. Preferences

Figure 5 shows mean listener preferences at the end of the adjustment phase, intelli-
gibility scores in the test phase, and the time spent in the adjustment phase, for the quiet
and masked presentation conditions. For each of the four features, listeners’ preferences
indicate a clear effect of increasing masker level. For the LP feature, listeners chose a cut-off
frequency of around 3 kHz in quiet but raised the cut-off frequency to increasingly higher
frequencies as the SNR decreased. Listeners also raised the cut-off frequency in the HP con-
dition, from a value of around 700 Hz in quiet to around 1 kHz in noise. As a consequence,
listeners chose to transfer energy from the sub-1 kHz to the region above 1 kHz. A similar
preference for high frequencies is seen in the CF condition, in which listeners shifted the
octave band of speech from a centre frequency of around 1.5 kHz in quiet to a value close
to 2.5 kHz in noise. In the condition where listeners were able to choose the bandwidth
of speech, a mild increase from 3.25 octaves in quiet to 3.45 octaves in the −6 dB SNR
condition was observed. However, this increase is not statistically significant (see below).
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Figure 5. (Left): Listeners’ preferred adjustments; (middle): keyword identification rates; (right): ad-
justment times for the four modifications of Expt. 2. Details as for Figure 2.

Unlike in Expt. 1, none of the adjustment options open to listeners in Expt. 2 corre-
sponded to the original speech, since in all cases the bandwidth of speech was restricted.
Listeners might have been expected to choose the adjustment value that led to the widest
speech band in the quiet condition but this was not the case (see Section 4.4 below). For the
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LP condition, the mean preferred cut-off of 3 kHz is substantially lower than the 5.4 kHz
cut-off that would have led to the widest band of speech; likewise, for high-pass filtering,
the chosen value of just above 700 Hz is well above the 450 Hz value that produces the
widest band. A similar outcome is present in the BW condition, where listeners were able
to choose a 4.58 octave band but instead preferred a bandwidth closer to 3.25 octaves on
average. The notion of the widest band is less straightforward in the CF case since all
bands were 1 octave wide; in terms of linear Hz bandwidth, the highest cut-off frequency
(5.09 kHz) produced the widest band but presumably listeners were also sensitive to opti-
mising the location in the frequency of this band, resulting in a choice of around 1.5 kHz in
the quiet condition.

Kruskal–Wallis H tests were conducted to compare the effect of SNR on preferences
for each of the four features, indicating significant effects for LP, HP and CF conditions
(min H = 43.3, p < 0.001) but not for BW (H = 6.2, p = 0.10). Post hoc tests suggest that all
pairs of SNRs differed at the p = 0.05 level, except for the following: preferences in the −6
and −3 dB conditions were identical (p = 0.23) in the LP condition; for the HP condition,
the masked conditions did not differ statistically (min p = 0.25) but all differed from the
quiet condition.

4.3.2. Intelligibility

Apart from the CF feature, intelligibility was at or close to ceiling in the quiet condition
and, as expected, reduced progressively with noise level. Scores were generally lower
in noise than in Expt. 1 due to the restricted speech bandwidth available. To analyse
the impact of bandwidth manipulations in Expt. 2, a general linear mixed-effects model
with the same effects structure as its counterpart in Expt. 1 was constructed. The CF
feature was omitted from this analysis since it is rather different from the other three
features in having a fixed bandwidth on an octave scale, and intelligibility is clearly lower
for the CF feature at all SNRs. The mixed-effects model indicated significant effects of
SNR (χ2(3) = 1303, p < 0.001) and feature (χ2(2) = 51.3, p < 0.001) together with a
significant interaction (χ2(6) = 94.0, p < 0.001). Post hoc pairwise comparisons showed
that intelligibility was different at all SNRs for all features (max p = 0.003). Intelligibility
was identical in the quiet (min p = 0.11) and 0 dB (min p = 0.42) conditions for all
3 features but differed in the −3 and −6 dB conditions (all p < 0.001) apart from in
the −3 dB condition, where high-pass filtering and bandwidth modification led to the
same intelligibility.

4.3.3. Adjustment Time

Listeners took longer to make their choices as the noise level increased, in all conditions,
and for those conditions with lower overall scores, the time taken was significantly longer.
Across all conditions and noise levels, a very clear inverse relationship between adjustment
time and intelligibility is evident (r = −0.98, N = 16, p < 0.001). As in Expt. 1, there is no
significant correlation between an individual listener’s adjustment time and intelligibility
(r = 0.22, N = 37, p = 0.20). A linear mixed-effects model analysis (again omitting the
CF condition) indicated significant effects of SNR (χ2(3) = 161, p < 0.001) and feature
(χ2(2) = 33.5, p < 0.001) together with a significant interaction (χ2(6) = 16.2, p < 0.05).
As in Expt. 1, listeners spent longer on adjustments in the −6 dB condition than in quiet for
the three features (all p < 0.001).

4.3.4. Relationship between Preference and Intelligibility

Figure 6 shows the distribution of listener preferences and intelligibilities at each pref-
erence value. Two-sample Kolmogorov–Smirnov tests confirmed that listeners’ preference
distributions were non-uniform (all p < 0.01). Unlike the mean preferences shown in
Figure 5, modal choices tended to be at values most similar to the original speech, i.e., at
adjustment values that produce the widest speech bandwidth. Indeed, for almost all of
the LP, HP and BW adjustments (the exception being the HP/−6 dB condition), the most
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frequently chosen adjustment led to the widest possible speech band. These preferences
are apparent even when other choices lead to a similar intelligibility as seen by the gen-
erally uniform range of scores obtained for a range of adjustment values for many of the
conditions. Intelligibility scores in the case where listeners were able to adjust bandwidth
appear to be largely independent of the chosen bandwidth. In contrast, the relationship
between intelligibility and preference is quite close for most of the other conditions. This
correspondence is clearest in the CF condition.
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Figure 6. [Colour online] Distribution of preferences (blue bars) and percentage of keywords iden-
tified correctly at each preference (points with error bars; points in red correspond to preferences
chosen only once). Details as for Figure 3, except distributions, sum to 185 (37 listeners × 5 trials).

4.3.5. Energetic Masking

Figure 7 depicts spectral regions that survive energetic masking for the conditions of
Expt. 2. Unlike the case in Expt. 1, many spectral regions contain no speech information for
most of the range of adjustment available to listeners. As in Expt. 1, preferences suggest a
desire to ensure that speech information is audible in regions above 1 kHz, and especially
in the 2–4 kHz range.
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Figure 7. Proportion of glimpses in each spectral region as a function of listeners’ adjustment
preferences. Vertical bars indicates mean listener preferences. Details in Figure 4.

4.4. Interim Discussion

When given the ability to control the cut-off frequency of low-pass and high-pass
filtered speech, listeners’ most frequent choice was for values that led to the widest possi-
ble speech bandwidth (Figure 6), although this was by no means a universal preference
(Figure 5). A similar finding was observed when listeners controlled the bandwidth of
speech directly. For the HP and BW conditions, listeners were able to achieve similar
intelligibility rates over a wide range of bandwidths. This can be explained on the basis
of the existence of audible speech glimpses in the region above 1 kHz across a range of
parameter values (Figure 7) for the HP and BW conditions; conversely, the LP and CF
conditions indicate an absence of adjustment latitude if the goal is to maintain mid-high
frequency speech. Our findings for the HP condition also align with the results reported
by Tang and Cooke [44], who employed machine learning techniques and an intelligibility
model to determine appropriate spectral weightings. Their study found that enhancing
frequencies above 1 kHz was optimal for improving speech intelligibility in the SSN condi-
tion at −6 dB SNR, consistent with the findings in our study. Additionally, both studies
observed a similar trend concerning the optimal frequency range for the different SNRs.
Specifically, for lower SNR, there was a preference for a greater cut-off frequency.

The finding that listeners preferred to increase the high-pass cut-off frequency by
around 50% in noise is unexpected but explicable on the basis of trading off energy in the
sub- and supra-1 kHz regions. The relative unimportance for message decoding of the
sub-1 kHz frequency region is consistent with the observation that talkers, when confronted
by high-pass filtered noise, also increase energy in the mid-frequency region rather than
attempting to exploit the (unmasked) lower frequency zone [80].

In the more adverse masking conditions, listeners appeared to trade off bandwidth
increases against the availability of audible speech in important frequency regions. This
search for a compromise is most evident in the HP and BW manipulation conditions.
Listeners sacrificed frequency components below 1 kHz (LP/BW modifications) and above
4 kHz (HP/BW modifications), leading to the boosting of the mid-frequencies.
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In noise-free conditions, listeners chose an octave band of speech centred on about
1.4 kHz. Our work extends Warren et al. [79] (Expt. 1), who measured intelligibility for
low-predictability SPIN sentences [81] in six different 1-octave bands, finding the highest
score of approximately 55% for a band centred on 2 kHz, and the next highest score of 40%
for the 1 kHz band. Our findings suggest that intelligibility is rather sensitive to the choice
of centre frequency: selecting bands centred on 1 or 2 kHz leads to a substantial drop in
scores (top right panel of Figure 6).

5. General Discussion
5.1. Do Listeners’ Preferences Optimise Intelligibility?

When provided with a simple instruction to adjust some characteristic of a speech
signal in order to recognise as many words as possible, much of the time listeners re-
sponded by choosing a setting that maximised intelligibility. This finding suggests that
a listener-centric approach can be used to design algorithmically modified speech in a
way to optimise intelligibility. A further benefit of the experimental paradigm is in de-
livering findings at a finer level of granularity than is normal in a traditional experiment
that tests a limited number of conditions. This is exemplified by the ability to fine tune
centre frequency (Expt. 2), leading to a more refined estimate of the optimal choice than
would be possible using the smaller number of octave bands typically studied (e.g., [79]).
In addition, preference distributions indicate how sensitive the choice of adjustment is to
small perturbations.

However, while much of the time listeners’ choices did maximise intelligibility, this
outcome has to be tempered by the finding that in a substantial number of trials, listeners’
preferences were sub-optimal as evidenced by the reduced intelligibility at values chosen
by some listeners on some trials (see Figures 3 and 6). The difficulty in choosing the optimal
value is most evident when adjusting the centre frequency of an octave band of speech in
Expt. 2, especially in the quiet condition. In that condition, listeners spent nearly twice as
long attempting to optimise the band centre than for any of the other seven features tested
in the two experiments. The extreme sensitivity to the precise location of an octave band
of speech is an unexpected finding and merits further study using a more fine-grained
adjustment scale.

5.2. Do Listeners Solely Optimise Intelligibility?

The second motivation for the present study was to determine whether listeners
optimise intelligibility alone. The outcomes of both experiments strongly suggest that
the answer is no. This is most clear in the quiet conditions where, apart from the centre
frequency adjustment, intelligibility was high and close to ceiling levels throughout all or
most of the range of adjustment, yet preference distributions were non-uniform. In quiet,
listeners tended to prefer small adjustments relative to the unmodified speech.

What is less clear is what drives preferences when intelligibility is already at ceiling.
One possibility is that leaving speech close to its original form in terms of spectral balance
favours naturalness. Moore and Tan [82] assessed how the perceived naturalness of speech
is affected by several spectral distortions in quiet, finding that spectral tilt modifications
degrade naturalness, especially when they are applied over the whole frequency range.
The situation is somewhat different in the presence of masking noise, where any reduction
in naturalness due to spectral distortion may be less perceptually salient.

Speech quality may also play a role in listener preferences. In the present study, lis-
teners shifted the spectral centre of gravity to higher frequencies in noise. High-frequency
regions are known to include cues that contribute to the perception of sound quality.
Gabrielsson et al. [83] evaluated the effect of different frequency weightings on speech qual-
ity. The preferred weighting with quiet and with noise at 10 dB SNR was characterised by a
flat response at frequencies below 1 kHz and a 6 dB/octave increase in the 1–4 kHz range.
This high-frequency boosting led to improvements in characteristics such as brightness,
clarity, and spaciousness. One study found that hearing aid users who were allowed to
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select their own parameters reported better sound quality than those whose parameters
were selected by a clinician [67].

Another possibility is that listeners made their choices in a way that decreased pro-
cessing demands, reducing listening effort. It has been proposed that lexical retrieval is
less demanding when more acoustic information is available, even when intelligibility is
at ceiling, due to a reduction in the mismatch between the target speech and its mental
representation [84]. A recent study by Borghini and Hazan [85] supports this speculation.
They conducted a pupillometry experiment to test the impact of clear versus plain speech
in noise on listening effort. Even though intelligibility was equalised for the two types
of speech, pupil data suggest that clear speech requires less listening effort. One of the
characteristics that differentiates clear from plain speech is greater energy in the mid fre-
quencies, allowing more energy to escape the babble noise masker, perhaps contributing to
reduced effort.

5.3. How Do Preferences Change When Listening in Noise?

The other issue addressed concerns whether listeners’ preferences change in noise.
Apart from bandwidth modification in Expt. 2, all other features showed clear monotonic
changes with noise level (Figures 2 and 5). In all cases, the modification direction was
the one that promoted audibility in the region above 1 kHz. There is also some evidence
that preferences become more consistent as noise level increases. Combined across the
32 preference distributions of the two experiments, distributional entropy is positively
correlated (r = 0.58, p < 0.001) with intelligibility. The entropy of preference distributions
for 6 of the 8 features showed a reduction from quiet to the most adverse SNR, suggest-
ing that noise has a constraining effect on listener choice. Taken together, these lines of
evidence suggest that a large component of listener preference in masked conditions is
aimed at the maintenance of comprehension rather than expressing choices influenced
by supra-intelligibility factors. One explanation might be that listeners need a degree of
informational richness as the basis for adjusting speech in ways that address factors other
than comprehensibility, and some of the necessary information may not survive energetic
masking, or may be sacrificed in the interest of maintaining intelligibility. For example,
pitch cues and related intonational information are likely to be less salient in noise following
spectral modifications that transfer energy from the sub-1 kHz region.

5.4. Limitations and Further Studies

One major limitation of the listener-centric preferences paradigm adopted in the
present study is its inability to distinguish between those signal characteristics that listeners
are seeking to optimise when intelligibility is maximised, some of which are explored in
Section 5.2 above. Studies like the present one, in which the existence of supra-intelligibility
factors and the range of parameter variation over which intelligibility is at a plateau can be
assessed, should be regarded as precursors to more detailed investigations, using, for ex-
ample, pupillometry or dual-task paradigms, which target specific potential characteristics,
such as cognitive effort.

It is also not clear whether findings with a speech-shaped masker can be extrapolated
to stationary maskers with different spectral profiles, or to non-stationary maskers, such as
competing speech. In the latter case, it is possible that listeners will favour modifications
that enhance cues that help in sound source segregation, such as those based on the
fundamental frequency of the target and masker voices.

Further, the available forms of manipulation were unidimensional, and therefore
unrepresentative of both human speech production modifications and those implemented
algorithmically. For example, Assmann et al. [86] demonstrated that shifts in fundamental
frequency that are not accompanied by appropriate formant frequency changes have a
negative impact on naturalness.

While it is normal practice in speech perception studies, such as the present one, to use
sentences of moderate linguistic predictability, embedded in maskers at relatively adverse
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noise levels, further studies will be needed to determine whether listeners’ preferences
show similar patterns for the high-context speech material and more benign SNRs, which
are more typical of everyday speech communication.

Finally, although allowing listeners to modify speech features to satisfy preferences
may be beneficial due to the potential for customising applications to individual needs (see
Section 5.5), it may be necessary to use larger sample sizes in future studies in order to
provide a more fine-grained view of listeners’ preferences without issues of data sparsity
that could result from providing listeners with a wide spectrum of response possibilities.

5.5. Potential Impact

In terms of practical applications, the listener-centred paradigm opens up the pos-
sibility for future speech technology adapting to individual needs. For example, readily
available feedback from listeners in the form of comfortable volume settings might be
used to assess the effectiveness of audio adjustments in a process of the continual online
adjustment of speech parameters by speech output devices. This paradigm might be ap-
plied in the development of algorithms that are specifically designed to enhance speech
intelligibility for listeners with hearing loss. For example, we would expect that individual
variations in frequency selectivity exhibited by hearing-impaired listeners will result in
distinct spectral modification preferences.

Additionally, our study provides significant insights that can be utilised in near-end
listening enhancement (NELE) algorithms, such as the algorithm proposed by Chermaz
and King [10], which is grounded in audio engineering knowledge. Specifically, for that
algorithm, our findings can contribute to the identification of the optimal spectral power
distribution (Figure 1 in their paper) for enhancing speech. NELE algorithms in general
can benefit from the decision making, regarding the selection of different speech feature
values for speech enhancement.

Finally, this experimental paradigm offers the potential to go beyond intelligibility
and explore additional applications. One such application is the prevention of fatigue and
annoyance in environments where audio announcements are frequently used. By test-
ing different speech modifications, it may be possible to optimise the speech of audio
announcements to be more pleasant and less effortful to understand, enhancing the overall
listener experience.

6. Conclusions

When provided with real-time auditory feedback, listeners are capable of modifying
properties such as the spectral balance or bandwidth of speech, in ways that enhance
intelligibility in stationary noise. Moreover, listeners exhibit distinct preferences that
appear to be governed by factors other than intelligibility, most notably in quiet conditions
but also in moderate levels of noise. Further studies are required to uncover the factors
that drive listeners’ choices.
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LP Low-pass
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CF Centre Frequency
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NELE Near-End Listening Enhancement
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