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Abstract 

We propose a method to measure the thermal contact resistance at the vertical interface between 

two materials using lock-in infrared thermography with laser spot heating. We found an 

analytical expression for the surface temperature of the two media when one of them is 

illuminated by a modulated and focused laser spot. We analyzed how the thermal conductivities 

of the two-media affect the sensitivity to the interface thermal resistance.  We concluded that 

the key factor is the product of both thermal conductivities: the higher this product, the lower 

the thermal resistance that can be detected. The surface temperature of two media with 

calibrated interface thickness is measured using an infrared camera. The thermal resistance of 

the interface is obtained by fitting the surface temperature to the analytical model. The good 

agreement between the nominal and retrieved width of the interface confirmed the validity of 

the model. 
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1. Introduction 
 

Detecting and characterizing narrow vertical cracks is a challenge for conventional 
nondestructive testing methods like dye penetrant, magnetic particles, eddy currents, ultrasonics 
and x-ray. Since the pioneering work by Kubiak [1] infrared (IR) thermography has been 
applied as a noncontact, nonintrusive and health safe method to detect near-surface defects. 
Ultrasound excited thermography (vibrothermography), has been used to detect closed fissures, 
which absorb the acoustic energy conveyed by the ultrasound waves and convert it into heat. 
This heat propagates toward the surface, indicating the presence of the defect on a cold 
background (for a recent comprehensive review see Ref. 2 and references therein). However, 
the main drawback of this technique is that the ultrasonic transducer must be in contact with 
the sample, which reduces its versatility. In a similar way, induction thermography uses 
electromagnetic pulses to launch eddy currents in electrical conductors. The eddy currents 
generate heat by resistive losses in the material. Subsurface flaws produce local changes of the 
electrical current densities, which become visible in the thermographic images [3,4]. Although 
it is noncontact, it is restricted to electrical conducting samples.  

Optically stimulated thermography is noncontact and applies to any kind of material, 
but the presence of the defect produces just a perturbation of the existing surface temperature 
field generated by the optical excitation. Moreover, the spatial shape of the illumination 
strongly affects the detectability of defects. In the case of vertical cracks, if the sample is excited 
by a homogeneous illumination producing a heat flux perpendicular to the sample surface, the 
crack will barely disperse the heat flux thus producing a negligible signature on the surface 
temperature distribution. Accordingly, to detect vertical cracks an asymmetry in the heat flux 
must be produced: A laser spot is focused close to the crack, whose thermal resistance partially 
blocks the heat flux, thus inducing an asymmetry in the temperature field at both sides of the 
fissure. This method was first used for imaging the presence of cracks [5-7]. In the last years, 
several approaches to characterize the crack (depth, length and width) have been developed. 
For instance, by solving numerically the heat diffusion equation in a homogeneous sample 
containing a vertical crack, the depth of the crack is retrieved [8-10]. On the other hand, 
analytical solutions of the surface temperature can be obtained for infinite cracks. By fitting the 
surface temperature measured by an infrared camera to the model, the thermal resistance of the 
crack is obtained [11-15].  

In this work, we deal with the characterization of the thermal contact resistance at the 
vertical interface between two different media. We propose a method based on laser spot 
excitation close to the interface and using lock-in infrared thermography, which provides 
amplitude and phase thermograms with a very low noise level. As we consider infinite 
interfaces, we have found an analytical expression for the surface temperature. In previous 
works dealing with the interface between two materials, the surface temperature was calculated 
using Green functions [11,16]. In this work, we take advantage of the Hankel transform [17] to 
obtain simple analytical solutions. Due to the different thermal properties of the two materials, 
a singularity in the amplitude and phase of the temperature appears at the interface, even if the 
thermal contact is perfect. The lack of thermal contact at the interface adds a discontinuity (a 
jump) in both amplitude and phase of the temperature. The goal is to measure the thermal 
contact resistance Rth at the interface, which quantifies its width. To do this, we fit a temperature 
profile across the interface to the analytical model. We have found that the key factor for 
detecting narrow interfaces is the product of the thermal conductivities of both materials: the 
higher this product, the lower the thermal resistance that can be detected. To verify the method, 
we have prepared calibrated infinite vertical interfaces by inserting thin metallic tapes (down 
to 1 µm thick) between two blocks of different materials. A modulated cw-laser beam is focused 
close to the crack. An IR video camera, equipped with a lock-in module, provides the amplitude 
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and phase of the surface temperature around the crack. We fit the temperature profile crossing 
the center of the laser spot and perpendicular to the interface to obtain Rth. The agreement 
between the thickness of the metallic tapes and the retrieved Rth confirms the validity of the 
method, which could be useful to characterize the junction between two solids (e.g. welding) 
or in the quality control of contacts between different parts of composite materials. 

It is worth mentioning that this method can be used with other photothermal techniques 
sensing a quantity proportional to the surface temperature like photothermal reflectance [18]. 
This technique allows using high modulation frequencies (MHz) together with tightly focused 
laser beams (spot diameter ≈ 1 µm), thus sensing the temperature field at micrometer scale. 
Accordingly, the method proposed in this manuscript opens the way to size the thermal 
resistance at grain boundaries in composite materials (in the range of Rth = 10-9-10-8 m2K/W), 
which are responsible for reducing the thermal conductivity due to the scattering of heat carriers 
at the interfaces [15,19].  
 
2. Theory 
 
 Let us consider two semi-infinite and opaque materials placed in contact through an 
infinite vertical interface placed at plane y = 0. Medium 1 is at y < 0 and medium 2 is at y > 0. 
The surface of medium 2 is illuminated by a laser beam of power Po, modulated at a frequency 
f (ω = 2πf). The center of the Gaussian laser spot is located at a distance d from the interface 
and its radius is a (at 1/e2 of the maximum intensity). The geometry of the problem is shown in 
Fig. 1. We assume adiabatic boundary conditions at the sample surfaces, i.e. heat losses by 
convection and radiation to the surroundings are neglected. The aim is to calculate the surface 
temperature (amplitude and phase) distribution. To do this, we proceed in three steps: (a) First, 
we calculate the temperature due to a point-like heat source and infinite media, (b) then, we 
include  the effect of the free surface at z = 0 and (c) finally, we take into account the effect of 
the Gaussian profile of the heat source. 

 
Figure 1. Geometry of the problem showing the vertical interface (in grey) between medium 1 and 2 
and illuminated by a Gaussian laser beam. 
 
 

 We start considering a point-like heat source of modulated power [ ]( ) 1 cos( )
2
oPP t tω= +

located at (0,d,0) and infinite media 1 and 2, i.e. without free surface at z = 0. The expressions 
for the spherical thermal wave T generated at the heat source, and the thermal waves scattered 
at the interface travelling through medium 2 and through medium 1, τ2 and τ1 respectively, are 
given by [13,20] 
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where /j jq i Dω=  is the thermal wave vector, 2 2
j jqβ δ= + , with subscript j = 1,2. K and 

D the thermal conductivity and diffusivity of the material respectively, Jo is the Bessel function 
of order zero, 2 2 2( )R x y d z= + − + and 2 2r x z= + . Note that the last expression in Eq. (1) 
represents a spherical thermal wave in the Hankel space.  

The temperature of material 1 and 2 is given by 1 1T τ=  and 2 2T T τ= +  respectively. 
Moreover, the values of A and B are determined from the boundary conditions at the interface: 
heat flux continuity and temperature discontinuity due to the lack of thermal contact: 
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where Rth is the thermal contact resistance at the interface, which is related to the air gap width  
L through the equation /th airR L K=  [21]. By solving Eqs. (4) and (5) we obtain 
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 Accordingly, the temperature inside each material is given by 
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 Now we consider now a semi-infinite sample whose free surface is located at plane z = 
0. If we assume adiabatic boundary conditions at the sample surface (z = 0), the effect of this 
surface is accounted for by introducing a reflected image of the laser spot with respect to the 
surface (image method). As in our problem, the laser spot is located at the sample surface, 
applying the image method means having a laser spot of double power. Accordingly, the 
temperature in the material is twice the value given by Eqs. (7) for the infinite material 
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 Finally, if we consider not an ideal point-like heat source but a real Gaussian spot of 
power Po and radius a (at 1/e2 of the intensity), the temperature in each material is obtained by 
adding the contribution of each point of the Gaussian spot weighted by its intensity 
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where 2 2( )o or x x z= − +  and 2 2
1 x ( )r y d= + − . Eqs (10) give the temperature at any point 

of each material but its numerical evaluation is rather time consuming since a triple integral is 
concerned. By considering the surface temperature profile along the y axis, i.e. perpendicular 
to the interface and crossing the center of the laser spot, the order of the integrals drops, 
drastically reducing the computing time. 
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Here Io is the modified Bessel function of order zero. 
 
3. Numerical simulations 
 

In this section, we analyze how the presence two different materials modify the surface 
temperature if compared to a single medium. Moreover, the lack of perfect thermal contact at 
the interface between both materials is also studied. In all the simulations, material 2, which is 
illuminated, is AISI-304 stainless steel (D = 4.0 mm2/s and K = 15 Wm-1K-1).  

Figure 2 shows the calculation of the natural logarithm of the temperature amplitude 
LnITI and the phase Ψ along the y axis for an AISI-304 sample in contact with a material whose 
thermal conductivity is 5 times smaller than AISI-304 (D = 1.0 mm2/s and K = 3 Wm-1K-1). The 
steel sample is illuminated by a Gaussian laser beam with the following parameters: Po = 0.1 
W, a = 0.3 mm, d = 0.6 mm and f = 1 Hz. These parameters have been selected because they 
are convenient values in IR thermography experiments and moreover, they fulfill the rule of 
thumb we established to detect and size vertical cracks [14]: 2 / 2a d µ≈ ≈ , where 

( )/D fµ π=  is the thermal diffusion length. Calculations have been performed using Eqs. 
(11). Four thermal resistances at the interface between the two materials are studied: 0, 10-5, 10-

4, 10-3 m2K/W. As the room temperature thermal conductivity of air is Kair = 0.025 Wm-1K-1, 
these thermal resistances correspond to air gaps of 0, 0.25, 2.5 and 25 µm. Figure 3 is the same 
as Fig. 2, but for a medium 1 whose thermal conductivity is 5 times higher than AISI-304 (D = 
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25 mm2/s and K = 75 Wm-1K-1). It is worth noting that we are using the natural logarithm of the 
temperature since the it discriminates the low temperature values (typically found at the non-
illuminated material) better than the temperature itself.  

As can be observed in both figures, the interface produces a singularity in both LnITI 
and Ψ when there is a perfect thermal contact (Rth = 0). However, if there is a lack of adherence 
between the two media, an abrupt discontinuity appears. We have used the same scale level in 
LnITI and Ψ to clearly show that the jump at the interface is much higher for the former. 
Accordingly, in the remaining of the paper we will deal only with the temperature amplitude in 
order to size the thermal resistance. Besides, note that the height of the jump in LnITI increases 
with Rth.  

Comparing Figs. 2 and 3, the main difference is that for a fixed value of the thermal 
resistance the jump in LnITI is higher for the good thermal conductor than for the poor thermal 
conductor. For instance, the thermal resistance of 10-5 m2K/W, the red lines in both figures, is 
barely distinguishable from a perfect thermal contact when material 1 is a worse thermal 
conductor than AISI-304, but produces a clear jump of 0.96 if material 1 is a better thermal 
conductor than AISI-304. This result can be explained after analyzing Eqs. (8). Actually, the 
thermal resistance is correlated to 1K and 2K  through the factor 1 2thR K K . This means that for a 
fixed value of material 2, the higher the value of 1K , the lower the Rth value that can be detected. 
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Figure 2. Simulation of the natural logarithm of the temperature amplitude, Ln(ITI), and phase, Ψ(T), 
along the y axis for an AISI-304 sample (D2 = 4 mm2/s and K2 = 15 Wm-1K-1) sample in contact with a 
worse thermal conductor (D1 = 1 mm2/s and K1 = 3 Wm-1K-1). The AISI-304 sample is illuminated by a 
modulated laser beam: Po = 0.1 W, a = 0.3 mm, d = 0.6 mm and f = 1 Hz. The effect of the thermal 
resistance Rth (m2K/W) at the interface (y = 0) is shown.  
 

Rth = 0 S.I. 
Rth = 10-5 S.I. 
Rth = 10-4 S.I. 
Rth = 10-3 S.I. 

Rth = 0 S.I. 
Rth = 10-5 S.I. 
Rth = 10-4 S.I. 
Rth = 10-3 S.I. 
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Figure 3. The same as in Fig. 2, when medium 1 is a better thermal conductor (D1 = 25 mm2/s and K1 = 
75 Wm-1K-1) than medium 2.  
 

 
In order to quantify the height of the temperature jump at the crack position we introduce 

the temperature contrast in LnITI, ∆ , which we define as 
( ) ( )2 1(0,0,0) (0,0,0)Ln T Ln T∆ = − .       (18) 

Note that this contrast is independent of the laser power Po. 
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Figure 4. Simulation of the dependence of the temperature contrast ∆ on the thermal contact resistance 
Rth. Calculations are performed by keeping fixed material 2 (AISI-304) and varying the thermal 
properties of material 1. The lower horizontal line indicates the threshold to detect the discontinuity at 
the interface and the upper one the limit to size the discontinuity.  The experimental parameters are: (a) 
a = 0.3 mm, d = 0.6 mm and f = 1 Hz and (b) a = 0.03 mm, d = 0.06 mm and f = 100 Hz.   
 
 
 In Fig. 4 we show the simulations of the temperature contrast ∆ as a function of the 
thermal contact resistance Rth. In the simulations, material 2 is AISI-304 while the thermal 
conductivity of material 1 varies from 0.4 (thermal insulators like polymers) to 400 Wm-1K-1 
(good thermal conductors like copper) in multiplying steps of 10 . The corresponding thermal 

Rth = 0 S.I. 
Rth = 10-5 S.I. 
Rth = 10-4 S.I. 
Rth = 10-3 S.I. 

Rth = 0 S.I. 
Rth = 10-5 S.I. 
Rth = 10-4 S.I. 
Rth = 10-3 S.I. 

K1 = 0.4, 1.26,  
4, 12.6, 40,  
126, 400 S.I. 
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diffusivity also varies in steps of 10  from 0.1 to 100 mm2/s. In Fig. 4a the experimental 
parameters we have used in the numerical calculations are a = 0.3 mm, d = 0.6 mm and f = 1 
Hz. The first thing to be mentioned is the general rule that low Rth are better detected (produce 
higher ∆) when material 1 is a good thermal conductor than when it is an insulator. For instance, 
a thermal resistance of 10-5 m2K/W (equivalent to an air gap of L = 0.25 µm) remains undetected 
when material 1 is an insulator with K1 = 0.4 Wm-1K-1 (see the black line in Fig. 4a), but 
produces a thermal contrast as high as ∆ = 2.17 for K1 = 400 Wm-1K-1 (see the dark green line 
in Fig. 4a). On the other hand, note that for a given material 1 (a given color in Fig. 4a), there 
is a minimum Rth value below which the temperature contrast becomes negligible and therefore 
the discontinuity at the interface remains undetected. Taking into account the experimental 
noise, we have stablished a quite conservative detection threshold when the temperature 
contrast is ∆ = 0.2 (see Fig. 4a). Finally, as Rth increases the temperature contrast rises 
monotonously, indicating that these air gaps are easily detectable. However, as high ∆ means 
that the temperature in material 1 is very low, these wide air gaps cannot be sized precisely due 
to the experimental noise. Accordingly, we have stablished a sizing threshold ∆ ≈ 4, which 
corresponds to a temperature in material 1 around 15 mK. Accordingly, for higher thermal 
contrasts the air gap is clearly identified but cannot be sized accurately. 

Figure 4b is the same as Fig. 4a, but we increasing the frequency two orders of 
magnitude: f = 100 Hz. Moreover, in order to fulfill the relationship 2 / 2a d µ≈ ≈ , which 
provides the best experimental conditions to size vertical cracks, we have reduced consequently 
a and d one order of magnitude: a = 30 µm, d = 60 µm. As can be seen, as the modulation 
frequency is increased by two orders of magnitude, the thermal contrast ∆ is displaced to lower 
Rth values by almost one order of magnitude. This result means that high frequencies are better 
suited to detect and size extremely narrow discontinuities. Anyway, note that although focusing 
a cw laser to a radius of 30 µm and positioning its center at 60 µm from the interface between 
two media is easy, the spatial resolution of the current IR video cameras is not enough to work 
so close to the interface. For instance, our IR camera with a microscope lens has a resolution of 
30 µm, which is not enough to deal with frequencies higher than 10 Hz. 

The method we propose to size the thermal resistance at the interface between two 
different materials consists in fitting the temperature profile across the interface to the analytical 
model given by Eqs. (11). 
 
4. Experimental results 
 

Figure 5 shows the scheme of the experimental setup. A cw laser (532 nm), whose 
intensity is modulated by an acousto-optic modulator, is directed to the sample surface by 
means of a mirror and a germanium window, which is opaque to visible light but transparent to 
IR wavelengths. We focus the laser beam onto the sample surface using a 10 cm focal length 
lens. We adjust the laser power to obtain a similar temperature rise at the center of the laser 
spot of about 5-10 K. An IR video camera (FLIR, model SC7500) with an InSb detector 
operating in the 3 - 5 µm spectral range and equipped with a lock-in module delivers the 
amplitude and phase of the surface temperature. A microscope lens improves the spatial 
resolution so that each pixel measures the average temperature over a square of 30 µm in side. 
To enhance the signal to noise ratio we record a large number of images, since in lock-in 
measurements the average noise level in temperature amplitude is inversely proportional to the 
square root of the number of images collected for the lock-in analysis [22]. In our case, as we 
record 2×104 images at a frame rate of 350 images/s (about 1 minute) the noise level of the data 
is kept below 1 mK. 
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Figure 5. Diagram of the experimental setup. AOM is the acousto-optic modulator and M is the 
microscope lens. The laser hits material 2. 
 
 

To verify the method we have proposed to size the thermal resistance at the interface 
between two materials with different thermal properties, we have put in contact under pressure 
a parallelepiped block of AISI-304 stainless steel with another parallelepiped piece of a 
different material. First, we use a thermal insulator, polyether-ether-ketone (PEEK, D = 0.18 
mm2/s and K = 0.25 Wm-1K-1) and then, a good thermal conductor, copper (D = 116 mm2/s and 
K = 400 Wm-1K-1). The surfaces in contact have mirror like finishing. In order to calibrate the 
air gap between the blocks, we insert calibrated nickel tapes of micronic thickness between 
them (see Fig. 6). In the two configurations (AISI-304 + PEEK and AISI-304 + Cu) we 
illuminate the steel piece, as we did in the simulations. We deposit a thin graphite layer a few 
microns thick onto the surface of the two materials in order to increase the absorption to the 
heating laser and to make the emissivity to infrared equal in both materials. 

 

 
 

Figure 6. Diagram of the infinite interface between two materials manufactured for the experiment: 
Two thin Ni tapes of the same thickness are sandwiched between two blocks of different materials. The 
upper surface of both blocks is covered by a thin graphite layer. 

 
 
We start analyzing the results corresponding to the combination of AISI-304 and PEEK. 

All measurements have been performed with the same experimental parameters: f = 0.42 Hz, d 
≈ 0.35 mm and a ≈ 0.20 mm. Using nickel tapes of several thicknesses we have obtained the 
following calibrated interface air gap widths: L = 0, 2.5, 5, 10, 20, 30 and 50 µm. The amplitude 
thermogram shown in Fig. 7a corresponds to the direct contact between the two blocks (L = 0 
µm). As can be observed, there is a horizontal line at the boundary between the two materials. 
Unlike in the case of infinite vertical cracks in the same material, where a clear line in the 
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thermogram indicates a thermal discontinuity and therefore a thermal resistance [13,14], in the 
case of the junction between two different materials there is always a line indicating the 
transition from a material to the other one, due to the difference in their thermal properties. 
Accordingly, just looking at the IR thermogram it is impossible to assess whether there is a 
perfect thermal contact or there is a thermal resistance between them. To size the thermal 
resistances we analyzed the profiles of Ln(ITI) along the y axis for all air gaps, which are plotted 
in Fig. 7b. Dots are the experimental data that for each profile have been shifted to better 
appreciate the jump at the crack. They exhibit a very low noise level due to lock-in averaging. 
Actually, at the longest distances shown in Fig. 7b, y = -1 and +4 mm, the temperature is around 
20 mK, but, as said before, the noise level remains lower than 1 mK. The continuous lines are 
the least squares fits to Eqs. (11) using four free parameters: Po, a, d and Rth. The retrieved 
thermal resistance values are Rth = (2.3±2.9)×10-5, (1.10±0.17)×10-4, (1.64±0.15)×10-4, 
(3.3±0.2)×10-4, (8.4±0.3)×10-4, (1.14±0.05)×10-3 and (1.61±0.06)×10-3 m2K/W, which 
correspond to the following air widths, L = 0.57±0.71, 2.8±0.4, 4.1±0.4, 8.5±0.4, 21±1, 29±1 
and 41±2 µm respectively. They are in good agreement with the nominal values of the nickel 
tapes thicknesses, except for the case of direct contact between both blocks. Note that the 
uncertainty is around 5% for interface widths verifying L ≥ 10 µm. However, as the width 
reduces the uncertainty increases (9%, 15% and 124% for L = 5, 2.5 and 0 µm, respectively). 
This is due to the reduction in the temperature contrast at the interface. In the case of direct 
contact (L = 0 µm), the fitting procedure is able to give a value of the thermal resistance, but 
the uncertainty is so high that the method cannot distinguish widths in the range 0-1 µm. This 
result is in agreement with the simulations given in Fig. 4a, where for temperature contrasts 
below 0.2 the thermal resistance cannot be detected. On the other hand, in all fittings the 
retrieved values of a and d are in the range d = 0.33-0.37 mm and a = 0.18-0.22 mm, which are 
very close to the values measured optically.  

Then, we studied the IR measurements corresponding to the ensemble of AISI-304 with 
copper. We use the same experimental parameters for all the measurements performed on this 
combination: f = 0.19 Hz, d ≈ 0.30 mm and a ≈ 0.15 mm. In Fig. 8a, we show the amplitude 
thermogram corresponding to the direct contact between steel and copper. As before, there is a 
clear border indicating the change of the thermal properties between both materials, but looking 
at this figure, it is not possible to evaluate whether the thermal contact is perfect. Figure 8b 
shows the temperature profiles along the y axis for seven air gap widths: 0, 1, 2.5, 5 and 10 µm. 
Dots are the experimental data and the continuous lines are the least squares fits to Eqs. (11). 
Note that even for a tightly contact between the two blocks (L = 0 µm) a net jump appears at 
the interface. This result confirms the prediction of section 3 that extremely narrow cracks are 
easily detected if the two materials are very good thermal conductors. The retrieved value of its 
thermal resistance is Rth = (4.3±0.4)×10-5 m2K/W, which corresponds to an air gap of L = 
1.1±0.1 µm. By fitting other perpendicular profiles on the same sample we obtain always 
interface widths in the range L = 0.7-1.2 µm. This is the closest interface that we can 
manufacture in cm-scale metallic samples. Simulations indicate that obtaining an almost perfect 
thermal contact in steel-copper ensembles using the same experimental parameters requires the 
interface width to be L ≤ 10 nm (see de dark green line in Fig. 4a), which are not possible to 
machine. The fittings corresponding to the remaining samples give the following thermal 
resistances, Rth = (7.4±0.6)×10-5, (9.1±0.7)×10-5, (1.61±0.14)×10-4 and (2.4±0.3)×10-4 m2K/W, 
which correspond to the following air gap widths, L = 1.86±0.16, 2.27±0.18, 4.0±0.4 and 
6.1±0.6 µm respectively. In all fittings the retrieved values of a and d are in the range d = 0.27-
0.33 mm and a = 0.13-0.17 mm, very close to the values measured optically. 

Although the retrieved values of the air gap width are good, they are worse than those 
obtained in the couple steel/PEEK. The reason for that is associated to the temperature data in 
the copper region as given in Fig. 8b. On the one hand, far away from the interface (-2 mm < y 
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< -1 mm) the temperature level is around  10 mK for L = 0 and falls down to 3 mK for L = 10 
µm. Therefore they are noisier than in the case of PEEK. This is due to the huge jump at the 
interface position when material 1 is a good thermal conductor. On the other hand, near the 
interface (-0.5 mm < y < 0 mm) the temperature does not exhibit the expected sharp 
discontinuity at the interface but a smooth transition involving around 15 pixels. This result is 
due to the imperfect imaging system of the IR camera (diffraction, multiple reflections, optical 
aberrations…). The so-called Point Spread Function (PSF) describes the response of an imaging 
system to a point source or point object, and depends on the lens quality [23]. This effect is 
more noticeable as the temperature difference at the interface increases. Actually, this effect is 
also present in the PEEK temperature data (see Fig. 6b), but only involves 2 or 3 pixels. 
Accordingly, the effect of the PSF is negligible in the fittings in the steel/PEEK couple, but 
becomes significant in the steel/Cu ensemble. In this way, the retrieved values of the thermal 
resistance are less accurate as the jump at the interface increases. Both, the low temperature 
level together with the PSF are the reason why we established a sizing limit in Fig. 3, indicating 
it is impossible to get accurate Rth values when the temperature contrast verifies ∆ > 4. This is 
just what happens for L ≥ 5 µm in the couple steel/Cu for which the temperature contrast verifies 
∆ ≈ 4.5-5, as can be seen in Fig. 8b. This means that this method is not able to size air gaps 
thicker than 5 µm in steel/Cu ensembles. Accordingly, the retrieved value for L = 5 µm is still 
acceptable (L = 4.0 µm), but becomes just an estimation for L = 10 µm (L = 6.0 µm).  
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Figure 7. (a) Amplitude thermogram at 0.42 Hz for an AISI-304 block in direct contact with a PEEK 
block (L = 0 µm). (b) Natural logarithm of the surface temperature amplitude along the y axis for seven 
interface widths. The interface is placed at y = 0. Dots correspond to experimental data and continuous 
lines to the fit to Eqs. (11). The values of LnITI for each profile have been shifted to better appreciate 
the jumps at the interface. 
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Figure 8. (a) Amplitude thermogram at 0.42 Hz for an AISI-304 block in direct contact with a copper 
block (L = 0 µm). (b) Natural logarithm of the surface temperature amplitude along the y axis for five 
interface widths. The interface is placed at y = 0. Dots correspond to experimental data and continuous 
lines to the fit to Eqs. (11). The values of LnITI for each profile have been shifted to distinguish the jump 
at the interface. 
 
  
 
5. Conclusions 
 
 In this work, we addressed the issue of sizing the vertical interface between two different 
media using lock-in thermography with laser spot heating. First, we found an analytical 
expression for the surface temperature of the two-media when a modulated and focused laser 
beam impinges near the interface. This interface between the two media produces a singularity 
in the temperature field, just at the interface position, due to the difference in their thermal 
properties. Besides, if the thermal contact between the two materials is not perfect, an abrupt 
discontinuity in the temperature at the interface is added. The method we propose to size the 
thermal resistance consists in fitting the temperature profile across the interface to the analytical 
model. The validity of the model has been tested experimentally by performing lock-in 
thermography measurements on steel/PEEK and steel/copper ensembles with calibrated 
interface widths. By fitting the temperature amplitude profiles across the interface to the model, 
the air gap width at the interface is obtained. The good agreement between the optically 
calibrated width and the retrieved one confirms the validity of the method. The results indicate 
that it is easier to detect narrow interfaces in good thermal conductors than in insulators. Due 
to the diffraction limit and the spatial resolution of nowadays cameras, IR thermography is 
restricted to size interfaces widths down to tenths of micron (Rth ≈ 10-5 m2K/W). Characterizing 
interface widths in the nanometer scale (Rth ≈ 10-8-10-9 m2K/W), as is the case of grain 
boundaries in polycristaline samples or composite materials, requires a high modulation 
frequencies (MHz) and a point-like laser spot. Modulated photothermal reflectance (MPR) is 
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an ideal technique to reach the nanometer limit. It is worth mentioning that the method proposed 
in this manuscript is directly applicable to MPR. 
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Figure captions 
 
Figure 1. Geometry of the problem showing the vertical interface (in grey) between medium 1 
and 2 and illuminated by a Gaussian laser beam. 
 
Figure 2. Simulation of the natural logarithm of the temperature amplitude, Ln(ITI), and phase, 
Ψ(T), along the y axis for an AISI-304 sample (D2 = 4 mm2/s and K2 = 15 Wm-1K-1) sample in 
contact with a worse thermal conductor (D1 = 1 mm2/s and K1 = 3 Wm-1K-1). The AISI-304 
sample is illuminated by a modulated laser beam: Po = 0.1 W, a = 0.3 mm, d = 0.6 mm and f = 
1 Hz. The effect of the thermal resistance Rth (m2K/W) at the interface (y = 0) is shown.  
 
Figure 3. The same as in Fig. 2, when medium 1 is a better thermal conductor (D = 25 mm2/s 
and K = 75 Wm-1K-1) than medium 2.  
 
Figure 4. Simulation of the dependence of the temperature contrast ∆ on the thermal contact 
resistance Rth. Calculations are performed by keeping fixed material 2 (AISI-304) and varying 
the thermal properties of material 1. The lower horizontal line indicates the threshold to detect 
the discontinuity at the interface and the upper one the limit to size the discontinuity. The 
experimental parameters are: (a) a = 0.3 mm, d = 0.6 mm and f = 1 Hz and (b) a = 0.03 mm, d 
= 0.06 mm and f = 100 Hz.   
 
Figure 5. Diagram of the experimental setup. AOM is the acousto-optic modulator and M is 
the microscope lens. The laser hits material 2. 
 
Figure 6. Diagram of the infinite interface between two materials manufactured for the 
experiment: Two thin Ni tapes of the same thickness are sandwiched between two blocks of 
different materials. The upper surface of both blocks is covered by a thin graphite layer. 
 
Figure 7. (a) Amplitude thermogram at 0.42 Hz for an AISI-304 block in direct contact with a 
PEEK block (L = 0 µm). (b) Natural logarithm of the surface temperature amplitude along the 
y axis for several interface widths. The interface is placed at y = 0. Dots correspond to 
experimental data and continuous lines to the fit to Eqs. (11). The values of LnITI for each 
profile have been shifted to better appreciate the jumps at the interface. 
 
Figure 8. (a) Amplitude thermogram at 0.42 Hz for an AISI-304 block in direct contact with a 
copper block (L = 0 µm). (b) Natural logarithm of the surface temperature amplitude along the 
y axis for five interface widths. The interface is placed at y = 0. Dots correspond to experimental 
data and continuous lines to the fit to Eqs. (11). The values of LnITI for each profile have been 
shifted to distinguish the jump at the interface. 
 


