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A B S T R A C T

Trustworthy Artificial Intelligence (AI) is based on seven technical requirements sustained over three main
pillars that should be met throughout the system’s entire life cycle: it should be (1) lawful, (2) ethical, and (3)
robust, both from a technical and a social perspective. However, attaining truly trustworthy AI concerns a wider
vision that comprises the trustworthiness of all processes and actors that are part of the system’s life cycle,
and considers previous aspects from different lenses. A more holistic vision contemplates four essential axes:
the global principles for ethical use and development of AI-based systems, a philosophical take on AI ethics,
a risk-based approach to AI regulation, and the mentioned pillars and requirements. The seven requirements
(human agency and oversight; robustness and safety; privacy and data governance; transparency; diversity,
non-discrimination and fairness; societal and environmental wellbeing; and accountability) are analyzed from
a triple perspective: What each requirement for trustworthy AI is, Why it is needed, and How each requirement
can be implemented in practice. On the other hand, a practical approach to implement trustworthy AI systems
allows defining the concept of responsibility of AI-based systems facing the law, through a given auditing
process. Therefore, a responsible AI system is the resulting notion we introduce in this work, and a concept of
utmost necessity that can be realized through auditing processes, subject to the challenges posed by the use of
regulatory sandboxes. Our multidisciplinary vision of trustworthy AI culminates in a debate on the diverging
views published lately about the future of AI. Our reflections in this matter conclude that regulation is a key
for reaching a consensus among these views, and that trustworthy and responsible AI systems will be crucial
for the present and future of our society.
. Introduction

We are witnessing an unprecedented upsurge of Artificial Intelli-
ence (AI) systems. Despite its important historical development, in the
ast years AI has vigorously entered all professional and social domains
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of applications, from automation to healthcare, education and beyond.
Recently, a family of generative AI (DALL-E2 [1], Imagen3 [2] or large
language model products such as ChatGPT4) have sparked a significant
amount of debates. These arise as a concern on what this could mean
in all fields of application and what impact they could have.
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Fig. 1. Our holistic approach to attain responsible AI systems from trustworthy AI breaks down trustworthy AI into 4 critical axes: assuring the principles for ethical development
and use of AI, philosophically reflecting on AI ethics, complying with AI regulation, and fulfilling Trustworthy AI requirements.
These debates, active for years now, pose questions regarding the
ethical aspects and requirements that AI systems must comply with.
They emerge from the ethical principles’ perspective, from the regula-
tion ones, from what it means to have fair AI, or from the technological
point of view, on what an ethical development and use of AI systems
really mean. The notion of trustworthy AI has attracted particular
interest across the political institutions of the European Union (EU).
The EU has intensively worked on elaborating this concept through
a set of guidelines based on ethical principles and requirements for
trustworthy AI [3].

Trustworthy AI is a holistic and systemic approach that acts as
prerequisite for people and societies to develop, deploy and use AI
systems [3]. It is composed of three pillars and seven requirements:
the legal, ethical, and technical robustness pillars; and the follow-
ing requirements: human agency and oversight; technical robustness
and safety; privacy and data governance; transparency; diversity, non-
discrimination and fairness; societal and environmental wellbeing; and
accountability. Although the previous definition is based on require-
ments, there is a larger multidimensional vision. It considers the ethical
debate per se, the ethical principles and a risk-based approach to
regulation, backed up by the EU AI Act [4].

The goal of this paper is to become a primer for researchers and
practitioners interested in a holistic vision of trustworthy AI from 4
axes (Fig. 1): from ethical principles and AI ethics, to legislation and
technical requirements. According to this vision, our analysis tackles
the main aspects of trustworthy AI in a non-exhaustive but technical
fashion, by:

• Providing a holistic vision of the multifaceted notion of trustworthy
AI that considers its diverse principles for ethical use and devel-
opment of AI, seen from international agencies, governments and
the industry.

• Breaking down this multidimensional vision of trustworthy AI into 4
axes, to reveal the intricacies associated to its pillars, its technical
and legal requirements, and what responsibility in this context
really means.

• Examining requirements for trustworthy AI, addressing what each
requirement actually means, why it is necessary and proposed,
and how it is being addressed technologically. While this paper
is not intended to be an exhaustive review, we will delve into an
2

overview of technical possibilities to address the aforementioned
seven key requirements for trustworthy AI.

• Analyzing AI regulation from a pragmatic perspective to understand
the essentials of the most advanced legal piece existing so far, the
European Commission perspective, and to fully grasp its practical
applicability.

• Defining responsible AI systems as the result of connecting the
many-sided aspects of trustworthy AI above. This is the notion we
advocate for, in order to truly attain trustworthy AI. Their design
should be guided by regulatory sandboxes.

• Dissecting currently hot debates on the status of AI, the moratorium
letter to pause giant AI experiments, the current movements
around an international regulation and our positioning based on
the previous analyses.

By bridging the gap from theory (AI Principles, Ethics, and Key
Requirements) to practice (Responsible AI Systems and Regulation),
our holistic view offered in this work aims to ultimately highlight the
importance of all these elements in the development and integration of
human-centered AI-based systems into the everyday life of humans, in
a natural and sustainable way.

The paper is organized as follows: Section 2 revises the most widely
recognized AI principles for the ethical use and development of AI
(axis 1). Section 3 considers axis 2: a philosophical approach to AI
ethics. Section 4 (axis 3) presents the current risk-based viewpoint
to AI regulation. Section 5 analyzes axis 4, i.e., key requirements to
implement trustworthy AI from a technical point of view. Section 6
discusses the practical applicability of trustworthy AI by first closing
the loop through the necessary definition of responsible AI systems, and
then exposing the requirements for high-risk AI systems to comply with
the law. It also proposes the use of regulatory sandboxes as a challenge
to test the former requirements via auditing, and a practical blueprint
as a case study for AI healthcare. We end this section by elaborating
on the needs of emerging AI systems (including general purpose AI and
neuroscience technology), which demand evolved evaluation protocols
and dynamic regulation. Section 7 follows by dissecting currently hot
debates on the status of AI, from the AI moratorium letter to regulation
as the key for consensus, including a reflection on the gap to be closed
between regulation and technological progress. Finally, Section 8 draws
concluding remarks, and highlights the aforementioned convergence
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between AI technology and regulation as the beacon for research efforts
that safely bring the benefits of this technology to humanity.

2. Principles for ethical use and development of Artificial Intelli-
gence

A large set of declarations and guidelines for the ethical use and
development of AI has bloomed. These declarations lead to different
similar approaches for introducing sets of principles as a departure
point for discussing about the responsible development of AI.

In this section we will analyze three different principle declarations.
We will start in Section 2.1 with the general UNESCO Recommendation
on the Ethics of Artificial Intelligence, and continue in Section 2.2
taking a practical perspective from the industry point of view through
the principles of Responsible AI by Design in Practice by Telefónica, a
lobal telecommunication and media company with large presence in
he Spanish and Portuguese markets. Finally, in Section 2.3 we analyze
he ethical principles based on fundamental rights associated to the
uropean approach.

.1. UNESCO recommendation on the ethics of Artificial Intelligence

In November 2021, UNESCO proposed in Paris a Recommendation
n the Ethics of AI. Recognizing that AI can be of great service to
umanity and all countries can benefit from it, but also can raise fun-
amental ethical concerns (can deepen existing divides and inequities
n the world), and accounting for the Universal Declaration of Human
ights (1948) and the rest of relevant international recommendations
nd declarations, the UNESCO Recommendation on the Ethics of Artificial
ntelligence, [5] are the following:

1. Proportionality and do no harm: AI methods should not infringe
upon the foundational values in these recommendations, should
be based on rigorous scientific foundations, and final human
determination should apply.

2. Safety and security: Unwanted harms such as safety risks, and
vulnerabilities to attacks (security risks) should be avoided and
addressed throughout the life cycle of AI systems.

3. Fairness and non-discrimination: AI actors should promote so-
cial justice and safeguard fairness. Member States should tackle
digital divides ensuring inclusive access and equity, and partic-
ipation in the development of AI.

4. Sustainability: The continuous assessment of the human, social,
cultural, economic and environmental impact of AI technology
should be carried out with ‘‘full cognizance of the implications
of AI for sustainability’’ as a set of constantly evolving goals.

5. Right to Privacy, and Data Protection: Privacy must be respected,
protected and promoted throughout the AI life cycle.

6. Human oversight and determination: Member States should en-
sure that it is always possible to attribute ethical and legal
responsibility for any stage of the life cycle of AI systems, as well
as in cases of remedy related to AI systems, to physical persons
or existing legal entities.

7. Transparency and explainability: Transparency is necessary for
relevant liability regimes to work effectively. AI actors should
commit to ensuring that the algorithms developed are explain-
able, especially in cases that impact the end user in a way that
is not temporary, easily reversible or otherwise low risk.

8. Responsibility and accountability: ‘‘The ethical responsibility
and liability for the decisions and auctions based in any way
on an AI system should always ultimately be attributable to AI
actors’’

9. Awareness and literacy: Public awareness and understanding
of AI technologies and the value of data should be promoted
through open and accessible education, civic engagement, dig-
ital skills and AI ethics training. All society should be able to
take informed decisions about their use of AI systems and be
3

protected from undue influence. s
10. Multi-stakeholder and adaptive governance and collaboration:
‘‘Participation of different stakeholders throughout the AI system
life cycle is necessary for inclusive approaches to AI governance,
enabling the benefit to be shared by all, and to contribute to
sustainable development’’.

The proposed principles are accompanied by values to promote,
e.g., human rights and fundamental freedoms. Values and principles
are designed to be respected by all actors involved in the AI system life
cycle, being amenable of change through amendments to existing and
new legislation and business guidelines, since they must comply with
international law, the United Nations Charter and Member States.

2.2. Telefónica’s principles of responsible AI by design in practice

Enterprises also need to cope with and adapt to new demands of AI
products and associated risks. The previous recommendations are also
aligned with the more generic principles for AI defined by the Berkman
Klein Center for Internet & Society at Harvard University that started
being developed since 2016: Principled AI maps ethical and rights-based
approaches to principles for AI to address issues related to the potential
threats of AI to both individuals and society as a whole. Derived from
these, in industry, e.g., Telefónica defines the so-called 5 principles of
Responsible AI by Design in Practice [6] as:

1. Fair AI: the output of AI systems must not lead to discrimination.
2. Transparent and explainable AI: people should know whether

they are communicating with a person or an AI-based system.
3. Human-centered AI (AI for Social Good, Human-centered AI [7]):

AI products and services must be aligned with the UN Sustain-
able Development Goals.

4. Privacy and security by design: standards should be considered
during all life cycles, also from the Responsible Research and
Innovation Guidelines [8].

5. Extend them to any third party.

The adoption of these and similar principles is part of new aware-
ness strategies being carried out in companies, sometimes known as
change management. Telefónica’s approach is only one example of such
adoption. This implies a change in organizations culture to take into
account and implement these principles on a day-to-day basis.

2.3. Ethical principles based on fundamental rights

In Europe, the foundations of trustworthy AI adhere to the four
ethical principles proposed by the European Commission’s High-Level
Expert Group (HLEG) [3]. These are based on fundamental rights,
to which AI practitioners should always strive to adhere, in order
to ensure the development, deployment and use of AI systems in a
trustworthy way. Trustworthy AI is grounded in fundamental rights and
reflected by the European Commission’s Ethical Principles:

1. Respect for human autonomy: Ensure freedom and autonomy of
humans interacting with AI systems implies humans should keep
full and effective self-determination over themselves and the
ability to take part on democratic processes; AI systems should
not ‘‘unjustifiably subordinate, coerce, deceive, manipulate, con-
dition or herd humans, but rather, argument, complement and
empower human cognitive, social and cultural skills, leave op-
portunity for human choice and securing human oversight over
work processes’’ in AI systems, e.g., support humans in the work
environment and support the creation of meaningful work.

2. Prevention of harm5: AI systems should not ‘‘cause nor exac-
erbate harm or adversely affect humans’’. AI systems should

5 Harm can be individual or collective, can include intangible harm to
ocial, cultural, political or natural environments and all living beings.
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‘‘protect human dignity, mental and physical integrity, be techni-
cally robust and assure they are not open to malicious use’’. For
instance, they should be supervised so they do not exacerbate
adverse impacts due to information asymmetries or unequal
balance of power.

3. Fairness: Fairness is closely related to the rights to Non-
discrimination, Solidarity and Justice. Although there are many
different interpretations of fairness, the European Commission
advocates for having both: (a) a substantive dimension of fairness
that ‘‘commits to ensure equal and just distribution of benefits
and costs, commits to free from unfair bias, discrimination and
stigmatization, implies respecting the principle of proportionality
between means and ends and a careful balancing of competing
interests and objectives’’ [3]. (b) a procedural dimension allowing
to ‘‘contest and seek redress against decisions taken by AI
systems or who operates them’’. To achieve this, the entity
responsible for the decision must be identifiable, while decision
making processes should be explainable.

4. Explainability: Being crucial for building and maintaining users
trust in the AI system, explainability means that processes need
to be transparent, the capabilities and purpose of AI systems
openly communicated, and decision – to the extent possible –
explainable to those directly and indirectly affected. When a
decision cannot be duly contested (e.g., because explaining a
particular model output or decision and what combination of
input factors contributed to it is not always possible), then other
explainability measures may be required (traceability, auditabil-
ity and transparent communication on the capabilities of the
AI system). This will depend on the context and severity of
consequences if an output is erroneous.

hese ethical principles are placed in the context of AI systems. They
ct as ethical imperatives, and advocate for AI systems to strive to
mprove individual and collective wellbeing.

As we can see, the mobilization has been worldwide: from the
ontréal Declaration for a responsible development of AI – an initiative

f University of Montréal –, to the Ethics of AI recommendations led by
nternational organizations such as UNESCO, passing by the adoption
ed by industry. All sets of principles share terminology, common
rounds on human rights, and agree on the relevance of preserving
uman decisions and responsibilities, which are the most prominent
eatures of ethics of AI.

. A philosophical approach to Artificial Intelligence ethics

Ethics is an academic discipline which is a subfield of philosophy
nd generally deals with questions such as ‘‘What is a good action?’’,
‘What is the value of a human life?’’, ‘‘What is justice?’’, or ‘‘What is
he good life?’’ [3].

Aligned with the European Commission ethics guidelines [3], our
thical vision of AI consists of five main actions [9]. These can help
mooth the way to attain ethical AI. Next, we develop these, taking a
hilosophical approach to AI ethics:

1. Use philosophy and science to examine and critically discuss assump-
tions around the role that AI and humans play in these scenarios and
discussions. For example, one could critically discuss claims that
are made about the possibility of Artificial General Intelligence
or human-level AI. Large language models, for instance, may
give the impression that they have a human-like level of intelli-
gence, but work very differently than the human brain and make
many mistakes that humans would not make. This also leads
to the question regarding the differences between humans and
machine, and is also linked to the question concerning the moral
status of AI. For example, it has been claimed that a chatbot was
sentient, while it did not meet the criteria for sentience. That
being said, it is not always clear what these criteria are. AI makes
4

us re-visit philosophical questions concerning moral status. /
2. Observe attentively the nature of AI and which functions it is assigned
to perform today within its diversity of applications. We should
recognize the pervasiveness of AI. One reason why it is impor-
tant to ask ethical questions about AI is that it is pervasive: it
is used in many applications such as search, text generation,
recommendations for commercial products, and so on. In the
ethical analysis, we need to pay attention to the details of each
application

3. Discuss the most concrete and pressing ethical and social prob-
lems that AI presents in terms of how it is being applied today.
AI raises a number of ethical questions such as privacy and
data protection, safety, responsibility, and explainability. For
example, a chatbot can encourage someone to take their life.
Does this mean that the application is unsafe? How can we deal
with this risk? And if something happens, who is responsible?
Typically, there are many people involved in technological ac-
tion. It is also important to be answerable to those who are
affected by the technology [10], for example in the case of a
suicide6 the company may need to be answerable to the family
of the victim. Furthermore, it is important that when AI offers
recommendations for decisions, it is clear on what basis these
recommendations and decisions are taken. One problem is that
this is usually not clear in the case of deep learning. In addition,
there are societal implications such as potential unemployment
caused by the automation that is enabled by AI, and the environ-
mental costs of AI and its infrastructures through energy use and
carbon emissions linked to the use of the algorithms, the storage
of data, and the production of hardware.

4. Investigate AI policies for the near future. There are now already
many policy documents on AI, for example the Ethics Guidelines
for Trustworthy AI produced by the European Commission’s
High-Level Expert Group on AI [3] and the Recommendation on
the Ethics of Artificial Intelligence [5]. These documents need
to be critically investigated. For example, in the beginning, less
attention was given to environmental consequences of AI. A
more general problem is that principles and lists of ethical con-
siderations are not sufficient; there is still a gap between those
principles and implementation in the technology, in standards,
and in legal regulation.

5. Ask ourselves whether the attention that concentrates the public
discourse in AI is useful as we face other problems, and whether AI
should be our unique focus of attention. Given that we also face
other global problems such as climate change and poverty, it is
important to ask the question regarding prioritization: Is AI the
most important problem we face? And if not – if, for instance, we
insist on climate change being the main and most urgent global
problem – how does AI impact and perhaps contribute to this
problem, and how can it perhaps help to solve it? Reflection on
these challenges will be important in the coming years.

Once expressed the ethics of AI from the philosophical perspective,
the next section will analyze the regulation of AI.

4. Artificial Intelligence regulation: A risk-based approach

In the currently hot debate of AI, a fundamental aspect is regulating
AI for it to be righteous. The most advanced regulation to date is the
European Commission’s AI Act proposal7 for the regulation of AI [4].

In this section we are presenting AI regulation from two angles; first
in Section 4.1 from the perspective of risk of AI systems and then, in
Section 4.2, we make a deeper analysis into high-risk AI systems.

6 https://coeckelbergh.medium.com/chatbots-can-kill-d82fde5cf6ca,
ccessed on June 08th, 2023

7 On April 27th, 2023, the Members of European Parliament (MEPs)
eached a political agreement on the AI Act, https://www.euractiv.com/secti
n/artificial-intelligence/news/meps-seal-the-deal-on-artificial-intelligence-act

, accessed on May 1st, 2023.
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Fig. 2. AI Act criticality pyramid and risk-based approach regulatory system for the use of algorithmic systems; SS stands for subsequent articles (figure extended from the EU
Portal8 and inspired from [11,12]).
4.1. A risk-based approach to regulate the use of Artificial Intelligence
systems

The AI Act draft proposal for a Regulation of the European Parlia-
ment and of the Council laying down harmonized rules on AI [4] is the
first attempt to enact a horizontal AI regulation. The proposed legal
framework focuses on the specific use of AI systems. The European
Commission proposes to establish a technology-neutral definition of AI
systems in EU legislation and defines a classification for AI systems
with different requirements and obligations tailored to a ‘‘risk-based
approach’’, where the obligations for an AI system are proportionate to
the level of risk that it poses.

The rules of the AI Act specifically consider the risks created by AI
applications by proposing a list of high-risk applications, setting clear
requirements for AI systems for high-risk applications, defining specific
obligations for AI users and providers of high risk applications, propos-
ing a conformity assessment before the AI system is put into service or
placed on the market, proposing enforcement after it is placed in the
market, and proposing a governance structure at European and national
levels.

The four levels of risk [4] outlined by the AI Act are the following
(Fig. 2):

• Minimal or No risk: The vast majority of AI systems currently
used in the EU fall into this category. The proposal allows the free
use of minimal-risk AI. Voluntarily, systems providers of those
systems may choose to apply the requirements for trustworthy
AI and adhere to voluntary codes of conduct (Art. 69 - Codes
of Conduct). 9 When a compliant AI systems presents a risk, the
relevant operator will be required to take measures to ensure the
system no longer presents that risk, withdraw the system from

8 Regulatory framework proposal on Artificial Intelligence, https://digital-
strategy.ec.europa.eu/en/policies/regulatory-framework-ai, accessed on April
25th, 2023.

9 Codes of conduct are encouraged by the Commission and the Member
States to foster the voluntary application to AI systems other than high-risk AI
systems (HRAIs) ‘‘on the basis of technical specification and solutions that are
appropriate means of ensuring compliance with such requirements in light of
the intended purpose of the systems’’ (Art. 69).
5

market, or recall the risk for a reasonable period commensurate
with the nature of the risk (Art. 67 - Compliant AI systems which
present a risk). For instance: AI-enabled video games or spam
filters.

• Limited risk: Systems such that users should be aware that they
are interacting with a machine so they can take an informed deci-
sion to continue or step back. These have to comply with specific
information/transparency obligations; for instance, chatbots, and
systems generating deepfakes or synthetic content.

• High-risk AI systems (HRAIs): Systems that can have a significant
impact on the life chances of a user (Art. 6); they create an
adverse impact on people’s safety or their fundamental rights.10

Eight types of systems fall into this category; these are subject to
stringent obligations and must undergo conformity assessments
before being put on the European market, e.g. systems for law
enforcement or access to education. They will always be high-
risk when subject to third-party conformity assessment under that
sectorial legislation.

• Unacceptable risk: AI systems considered a clear threat to the
safety, livelihoods and rights of people will be prohibited in the
EU market (Title II — Prohibited Artificial Intelligence Practices, Art.
5). For example: Social scoring, facial recognition, dark-patterns
and manipulative AI systems, e.g., voice assistance systems that
encourage dangerous behavior, or real time remote biometric
identification systems in public spaces for law enforcement.

As we can see, very differently to the Chinese, government-centric,
approach, or the US industry-owned-data approach to AI, the EU is
taking a human-centric approach to regulate the use of AI. This risk
scenario-based approach regulates usages rather than models and tech-
nology themselves. This is the position we defend.

Since the beginning of 2023, the European Parliament has been con-
sidering amendments to the law proposing how to conduct fundamental
rights impact assessments and other obligations for users of HRAIs.
Issues still to be finalized include closing the list of HRAI scenarios
above exposed, prohibited practices, and details concerning the use

10 As protected by the EU Charter of Fundamental Rights (source: https:
//ec.europa.eu/commission/presscorner/detail/en/QANDA_21_1683).

https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://ec.europa.eu/commission/presscorner/detail/en/QANDA_21_1683
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of copyrighted content to train AI systems11 and the regulation of
general purpose AI systems (GPAIS).12 The first consideration indicates
the EU Parliament will force AI operators to reveal whether they use
protected content. The second request emerges from the Privacy and
Access Council of Canada, who agrees that GPAIS carry serious risks
and harmful unintended consequences, and must not be exempt under
the EU AI Act, or equivalent legislation elsewhere. A recent definition
of GPAIS can be found in [13]: ‘‘An AI system that can accomplish
a range of distinct valuable tasks, including some for which it was
not specifically trained’’. It has also been referred to as foundation
model [14, JRC Glossary, pag. 32], but really a GPAIS refers to a
model of different nature, beyond the generative AI or foundation models
that can be considered as specific cases of GPAI systems. A point of
agreement among all definitions to date is the capability of a GPAIS to
accomplish tasks beyond those for which it was originally trained. This
is one of the main reasons why GPAIS have become a pivotal topic of
debate in what refers to AI regulation. Section 6.5 will delve further
into this.

4.2. High-risk Artificial Intelligence systems

The European AI Act is predicted to become the global standard
for AI regulation13 by unifying within a single framework the con-
ept of risk acceptability and the trustworthiness of AI systems by their

users [15]. The risk-based approach of the AI Act specifically catego-
rizes as HRAIs the following eight kind of AI systems (AI Act, Annex III
— High-risk AI systems referred to in Art. 6(2) [4]):

1. Surveillance systems (e.g., biometric identification and facial
recognition systems for law enforcement)

2. Systems intended for use as security components in the manage-
ment and operation of critical digital infrastructures (road traffic
and water, gas, heat and electricity supply).

3. Systems to determine access, admission or assignment of people
to educational institutions or programs or to evaluate people (for
the purpose of evaluating learning outcomes, learning processes
or educational programs).

4. Systems intended to be used for recruitment or selection of
personnel, screening or filtering of applications and evaluation
of candidates, or systems for making decisions on promotion
and termination of contractual relationships, assignment of tasks
based on individual behavior and the evaluation of performance
and behavior.

5. Systems for assessing the eligibility for public benefits or assis-
tance, assessing creditworthiness or establishing credit scores.
Systems for dispatching or prioritizing emergency first response
services (firefighters, medical first aid, etc.).

6. Systems to assess the risk of a person committing crime or
recidivism, or the risk that he or she is a potential offender.

• Systems intended for use as polygraphs or to detect emo-
tional state, or to assess the reliability of evidence in the
course of an investigation or prosecution of crime.

• Systems for predicting the occurrence or re-occurrence of
crimes based on profiles of people or assessment of person-
ality traits and characteristics or past criminal behavior.

11 Financial Times, European parliament prepares tough measures over use
f AI, https://www.ft.com/content/addb5a77-9ad0-4fea-8ffb-8e2ae250a95a?
hareType=nongift, accessed on April 25th, 2023.
12 Privacy and Access Council of Canada, Five considerations to guide the

egulation of ‘‘General Purpose AI’’, https://pacc-ccap.ca/five-considerations-to-
uide-the-regulation-of-general-purpose-ai/, accessed on April 25th, 2023.
13 The EU AI Act’s Risk-Based Approach: High-Risk Systems and What They
ean for Users, https://futurium.ec.europa.eu/en/european-ai-alliance/docu
ent/eu-ai-acts-risk-based-approach-high-risk-systems-and-what-they-mean-us
6

rs, accessed on April 25th, 2023.
• Systems for profiling individuals by law enforcement au-
thorities in the course of detecting, investigating or prose-
cuting crimes.

7. Systems intended for use by competent public authorities (such
as polygraphs or to detect the emotional state of individuals):

• Risk assessment systems, including security risks, irregular
immigration or health risk posed by a person seeking to
enter a member state.

• Systems for the examination of applications for asylum,
visas and residence permits and claims associated with the
eligibility of people applying for status.

8. Systems intended for the administration of justice and demo-
cratic processes (intended to act on behalf of the authorities in
the administration of justice for the interpretation of acts or law
and the application of the law to a particular set of facts, or
evaluation of reliability of evidence).

One fact worth noting in the AI Act is its special emphasis on the
importance of taking into account, when classifying AI systems, the
result of the AI system in relation with the decision or action taken by
a human, as well as the immediacy of its effect (AI Act Intro, (32) [4]).

5. Trustworthy Artificial Intelligence: Pillars and requirements

In a technical sense, trustworthiness is the confidence of whether a
system/model will act as intended when facing a given problem [16].
This confidence generates trust in the user of the model (the audience),
which can be supported from multiple perspectives. For instance, trust
can be fostered when a system provides detailed explanations of its
decisions [17]. As Lipton puts it, a person can be more confident
when using a model if he/she understands how it works and how it
produces its decisions [18]. Likewise, trust can be bolstered if the user is
offered guarantees that the model can operate robustly under different
circumstances, that it respects privacy, or that it does not get affected
by biases present in the data from which it learns.

Trustworthiness is, therefore, a multifaceted requisite for people and
societies to develop, deploy and use AI systems, and a sine qua non
condition for the realization of the potentially vast social and economic
benefits AI can bring [3]. Moreover, trustworthy does not concern only
the system itself, but also other actors and processes that take their part
during the AI life cycle. This requires a holistic and systemic analysis of
the pillars and requirements that contribute to the generation of trust
in the user of an AI-based system.

This section addresses this need by first dissecting the three pillars
that set the basis for trustworthy AI – namely, lawfulness, ethics and
robustness (Section 5.1) – followed by a thorough analysis of the seven
requirements proposed by the European Commission’s High-Level Ex-
pert Group (HLEG): human agency and oversight (Section 5.2); tech-
nical robustness and safety (Section 5.3); privacy and data governance
(Section 5.4); Transparency (Section 5.5); diversity, non-discrimination
and fairness (Section 5.6); societal and environmental wellbeing (Sec-
tion 5.7); and accountability (Section 5.8). Definitions (what does the
requirement stand for?), motivations (why is the requirement relevant for
trustworthiness?) and a short glimpse at methodologies (how can the
requirement be met in AI-based systems?) will be given for each of these
requirements in their respective sections.

5.1. The three pillars of trustworthy Artificial Intelligence

In general, a pillar can be understood as a fundamental truth of
a given idea or concept, from which key requirements to realize the
idea can be formulated. Similarly to construction engineering, pillars
are essential for building up the concept of trustworthy AI: each pillar

is necessary but not sufficient on its own to achieve trustworthy AI. Key
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Fig. 3. Pillars and requirements of Trustworthy AI [3].
requirements can contribute to one or several pillars, just like construc-
tion elements such as concrete, formwork or cantilevers are used to help
pillars support the structure of the building. These requirements must
be continuously ensured throughout the entire life cycle of AI systems,
through methodologies that must not only be technical, but also involve
human interaction.

According to the EU Ethical Guidelines for Trustworthy AI [3],
pillars of trustworthy AI systems are defined as three basic properties
that such systems should possess:

• Pillar 1: Lawful. Trustworthy AI systems should comply with
applicable laws and regulations, both horizontally (i.e. the Euro-
pean General Data Protection Regulation) and vertically (namely,
domain-specific rules that are imposed in certain high-risk appli-
cation domains, such as medical or finance).

• Pillar 2: Ethical. Besides their compliance with the law, trust-
worthy AI systems should also adhere to ethical principles and
values. The rapid technological development of current AI-based
system rises ethical questions that are not always addressed syn-
chronously by regulatory efforts. The democratized usage of large
language models and misinformation using deepfakes are two
avant-garde exponents of the relevance of Ethics as one of the
pillars of trustworthy AI.

• Pillar 3: Robust. Trustworthy AI systems should guarantee that
they will not cause any unintentional harm, working in a safe and
reliable fashion from both technical (performance, confidence)
and social (usage, context) perspectives.

Trustworthy AI stands on these three pillars. Ideally, they should
act in harmony and pushing in synergistic directions towards the real-
ization of trustworthy AI. However, tensions may arise between them:
for instance, what is legal is not always ethical. Conversely, ethical
issues may require the imposition of law amendments that become
in conflict with prevalent regulations. Trustworthy AI must guarantee
ethical principles and values, obey the laws, and operate robustly so
as to attain its expected impact on the socioeconomic environment in
which it is applied.

The above three pillars lie at the heart of the HLEG guidelines [3],
which establish the seven requirements for trustworthy AI. As depicted
in Fig. 3, each requirement spans several components or dimensions in
which the requirement becomes of special relevance for the design and
operation of an AI-based system. Apart from recommending technical
and non technical methods, the guidelines also include an Assessment
7

List for Trustworthy Artificial Intelligence, ALTAI, for self-assessment
of AI systems and for making the 7 requirements operative [19].

The next subsections elaborate in detail on these requirements:

5.2. Requirement 1: Human agency and oversight

WHAT does it mean? AI systems should empower human beings, allow-
ing them to make informed decisions and fostering their fundamental
rights. At the same time, proper oversight mechanisms need to be
ensured, which can be achieved through human-in-the-loop, human-on-
the-loop, and human-in-command approaches. In other words, AI-based
systems must support human autonomy and decision making.

WHY is it important for trustworthiness? This requirement is necessary
for autonomy and control. The unfair manipulation, deception, herding
and conditioning of AI-based systems can be a threat to the individual
autonomy, rights and freedom of their users. Therefore, trustworthy AI
systems should provide the means for the user to supervise, evaluate
and freely adopt/override a decision made by such systems, avoiding
decisions that are automatically made without humans being involved
in the process.

HOW can this requirement be met in practice? Two dimensions under-
lie this first requirement, namely, human agency (Section 5.2.1) and
human oversight (Section 5.2.2). We now analyze different method-
ological approaches that can be adopted in these two dimensions:

5.2.1. Human agency
Mechanisms for human oversight will depend on the area of applica-

tion and potential risk. For the preservation of human rights, human-
compatible [20], human-centric approaches [14,21,22], AI for social
good [7,23] and human computation or interactive machine learn-
ing [24] are computing paradigms aligned with this requirement. How-
ever, more structured toolkits (along the lines of [25] or C-Suite [26])
will need to be materialized for a smooth domain-specific consideration
of this requirement. In terms of technical tools to reach different
audiences, language appears as the universal means of communica-
tion among humans and machines, and thus, AI models using natural
language processing and/or counterfactual and natural language expla-
nations [27] will be relevant to help humans supervise and take the
most appropriate decision based on the output of AI systems.
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5.2.2. Human oversight
Different degrees of human involvement in the supervision of AI-

based systems can be specified [3]:

• Human-in-the-loop (HITL), which refers to the ability of the su-
pervisor to intervene in every decision cycle of the system being
monitored [24].

• Human-on-the-loop (HOTL), which stands for human intervention
during the design and monitoring cycles of the AI-based system.

• Human-in-command (HIC), namely, the capability of the supervi-
sor to oversee the overall activity of the AI system including its
broader economic, societal, legal and ethical impacts, and ensur-
ing that decisions produced by the AI system can be overridden
by the human.

Depending on the application under consideration, mechanisms
upporting one of the above levels of human oversight can be de-
igned. Methods proposed so far are largely domain-specific, since user-
lgorithm interfaces vary depending on the capabilities and background
f the supervisor and the design of the AI-based solution.

.3. Requirement 2: Technical robustness and safety

HAT does it mean? This second requirement includes several func-
ionalities all aligned with the prevention of unintentional harm and
he minimization of the consequences of intentional harm. These include
he resilience of AI-based systems (to attacks and security), ensuring
allback plans (in case something goes wrong), general safety, and being
ccurate, reliable and reproducible. Robustness and safety refer to the
eed of AI systems to be secure, reliable and robust enough to errors
nd/or inconsistencies in all phases of the life cycle [28].

HY is it important for trustworthiness? AI-based systems deployed
n real-world scenarios can undergo changes in their operating envi-
onment that can induce changes at their inputs (e.g. concept drift).
ikewise, such changes can be the result of the interaction of malicious
sers with the AI-based system in an adversarial fashion. Disregarding
hether such changes are intentional or not, the trustworthiness of the
I-based system is subject to the capability of the model to mitigate the

mpact of these changes in their issued predictions. Likewise, in risk-
ritical applications trustworthy AI systems should evaluate relevant
afety measures and endowed with functionalities to fall back when
he AI-based system deviates from its expected behavior as per the
onitored measures. Finally, reliability and reproducibility connects

ightly with trustworthiness in what refers to the verification of the
xpected operation and performance of AI-based systems. When AI-
ased systems are to be used in different contexts and deployed in
ifferent systems, such components are vital to ensure that the system
t hand resiliently accommodates the differences and particularities
hat may arise in each context/system, ultimately working as expected.

OW can this requirement be met in practice? Methodologies that can
e explored to support this requirement can be analyzed over three
imensions: technical robustness (Section 5.3.1), safety (Section 5.3.2)
nd reproducibility (Section 5.3.3).

.3.1. Technical robustness
When dealing with an AI-based system, robustness and reliability

re properties that refer to the ability of the system to have compara-
le performance on atypical data with respect to typical operational
egimes [29]. Robustness can be established in the face of different
ircumstances: when we hope a model to be robust, it is due to the
act that the model may degrade, be perturbed or affected during its
uture usage. It is desirable to have a model that is robust in terms of
ts generalization or generative capabilities, against adversarial attacks
r models, or against data perturbations.

Systematically, several levels of robustness can be distinguished in
I-based systems [30]:
8

• Level 0 (no robustness or standard training): this first level of
robustness refers to the one provided by the AI-based system
by itself, without any risk mitigation functionalities or additions
added to its design. This level concerns generalization capabilities
such as being robust to distributional changes caused by spuri-
ous features or data instances. Despite the lack of specific risk
mitigation measures, some naive information provided by certain
naive AI models (e.g. quantification of epistemic confidence) can
be exploited to detect when the AI-based system is not working
in its expected operational regime.

• Level 1 (generalization under distribution shifts): this second level
of robustness considers techniques aimed to mitigate different
types of changes in data. Data changes or shifts include covariate
shift, prior probability shift, concept drift and confounding shift,
depending on the change happening in the distribution of the
input variables, the output of the model, the statistical relation-
ship between the inputs and outputs, or the change of a variable
that influences both inputs and outputs, respectively [31]. In
this level we can also place the generalized framework of Out-
of-Distribution (OoD) detection [32], which refers to anomaly
detection, novelty detection and open set recognition, the latter
referring to the capability of the model to detect, characterize
and incorporate new unknown patterns to its knowledge base
(e.g. new classes in a classification problem). Level 1 of robustness
against these data shifts can be approached by concept drift
detection and adaptation techniques, OoD detection methods or
class-incremental learning schemes, to mention a few.

• Level 2 (robustness against a single risk): this third worst-case
robustness tackles a single point of risk, e.g., the presence of ad-
versarial examples. Assessing this level requires model inspection
and intervention (e.g., active model scanning, probing to find
failure cases, adversarial defenses against different attack modes).

• Level 3 (robustness against multiple risks): It extends the former to
multiple risks (e.g., common data corruptions, spurious correla-
tions).

• Level 4 (universal robustness): this level is reached by AI-based
systems that are proven to be effectively robust to all known risks.

• Level 5 (human-aligned and augmented robustness): it furthers com-
plements level 4 by aligning human-centered values and user
feedback, automatically augmenting existing robustness demands
as per the requirements, context and usage of the AI-based system.
This level should be targeted by high-risk AI-powered applica-
tions.

The robustness of the AI-system system should be a core part of the
risk management strategy adopted by the owner of the system itself,
hence becoming a core part of their accountability procedures. Indeed,
AI maintenance frameworks should ease achieving robustness and AI
status tracking and control through the AI life cycle [33]. Monitoring
can be produced either passively (by periodically measuring different
quantitative metrics related to robustness over the data, model, or both)
or actively emulating the circumstances under which the robustness of
the model can be thought to be compromised (e.g. emulated adversarial
attack instances or perturbations of known samples). In both cases, AI
maintenance frameworks can detect model degradation through time
by detecting systematic deviations of the aforementioned metrics in
data and models [34]. Interestingly, areas currently under study in AI
research aim in this direction, endowing AI-based systems with the
ability to learn continually from infinite streams of varying data [35],
to quantify and communicate their confidence in their outputs [36],
or to characterize and consolidate new patterns arising from data over
time [37].

We end the discussion about how technical robustness can be sup-
ported in AI-based systems by highlighting the potential that techniques
used to address other requirements can bring to technical robustness.

For instance, explainability techniques can help make models more



Information Fusion 99 (2023) 101896N. Díaz-Rodríguez et al.

5

d
i
t
p
t

p
d
i

robust, since they can show which features are more stable to out of
distribution changes in the input or adversarial attacks. Likewise, the
intensity of changes needed to reach a target adversarial confidence
score in counterfactual generation can be a reliable estimator of the
extent to which a certain data instance can be considered to be out
of distribution [38]. All in all, these examples are a few among the
multiple cases in which a functionality added to an AI-based system can
simultaneously contribute to several requirements for trustworthiness.

5.3.2. Safety
Evolving from a generic Information Technologies context, safety

in AI [39–41] is developing in relation to the alignment with human
values. In this sense, concrete protocols and procedures are challenging
to define, but necessary for AI safety. Safety in AI concerns several
unsolved research issues [40], including:

• Attaining robustness as the objective of withstanding hazards, and
building systems less vulnerable to adversarial threats such as
adversarial perturbations which cause high confidence mistakes,
and robust to long tails.

• Facilitating tools to inspect AI-based systems, identify hazards
and anomalies, calibrate them, identify honest outputs, and detect
emergent capabilities. One risk of AI systems that links with the
need for safety tools is that they may carry backdoors [42]: back-
doored models behave correctly in nearly all scenarios, except in
chosen scenarios taught to behave incorrectly due to the training
on poisoned data as a way to have backdoors injected. These are
problematic, specially in foundational models that serve as the
architectural backbone of downstream models, all evolved from
originally poisoned data from massive training datasets [40].

• Defining safety objectives in order to steer models, either inter-
nally (how models should learn to guarantee compliance with
safety metrics) and externally (how such safety compliance can
be safely pursued). Problems in this regard include:

– Value learning, as the inability of AI systems to code human
values (e.g., happiness, sustainability, meaningful experi-
ences or safe outcomes). Although giving open-world inputs
to models can partially tell apart pleasant and unpleasant
states, utility values of such states are no ground truth
values, and are a result of the model’s own learned utility
function [43].

– Proxy gaming: This is a phenomenon due to the fact that op-
timizers and adversaries can manipulate objective proxies.
As Goodhart’s law states, a measure ceases to be a reliable
indicator when it becomes the target. For instance, proxy
gaming occurs as reward hacking in reinforcement learn-
ing. Similarly, objective countable metrics end up substi-
tuting human values when opaque AI models are forced to
learn by optimizing a single quantitative measure.14 There-
fore, merely acquiring a proxy for human values is insuf-
ficient: models must also be resilient to solvers seeking to
manipulate it.

.3.3. Reproducibility
Once robustness and safety have been addressed, an important

imension in this key requirement for trustworthy AI is reproducibil-
ty. It can be defined as the ability of AI experiments to exhibit
he same behavior when repeated under the same conditions. Re-
roducibility is related to replicability, which refers to the capability
o independently achieve non-identical conclusions that are at least

14 These are also known as weapons of math destruction [44] that may contain
ernicious feedback loops that perpetuate stereotypes and biases [45] if they
o not consider context nor a concrete person’s features, but rather those of
ts neighbors.
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similar while differences in sampling, research procedures and data
analyses may exist [14]. Since both concepts are essential parts of
the scientific method, the National Information Standards Organization
(NISO) and the Association for Computing Machinery (ACM) redefine
these concepts as:

• Repeatability (same team, same experimental setup), which means
that an individual or a team of individuals can reliably repeat
his/her/their own experiment.

• Replicability (different team, same experimental setup): an inde-
pendent group of individuals can obtain the same result using
artifacts which they independently develop in their entirety.

• Reproducibility (different team, different experimental setup with
stated precision): a different independent group can obtain the
same result using their own artifacts.

It should be clear that when formulated in the context of trustwor-
thy AI systems, one should regard an experiment in the above definitions
as the performance, robustness and safety evaluation of a given AI-
based system. This evaluation can be done by different groups (as in
research) or by a certification lab (as in commercial software-based
solutions). The extent to which reproducibility can be guaranteed in
trustworthy AI systems depends on the confidentiality of the system or
the singularity of the experimental setup for which the AI-based system
was developed, among other constraining circumstances. For instance,
in mild contexts (as in research), reproducibility of experiments by
third parties is often favored by public releases of the source code
implementing the AI-based system being proposed.

5.4. Requirement 3: Privacy and data governance

WHAT does it mean? This requirements assures the respect for privacy
and data protection thorough the AI system life cycle (design, training,
testing, deployment and operation), adequate data governance mecha-
nisms taking into account the quality and integrity of the data and its
relevance to the domain, and also ensures legitimized access to data
and processing protocols.

WHY is it important for trustworthiness? AI systems based on digital
records of human behavior can be capable of inferring individual
preferences and reveal personal sensitive information such as the sexual
orientation, age, gender, religious or political views. Since AI-based
systems learn from data, systems must guarantee that such personal
information is not revealed while data is processed, stored and retrieved
throughout the AI life cycle, facilitating means to trace how data is used
(governance) and verifying that protected information is not accessed
(privacy awareness) during the life cycle phases. If such guarantees
are not provided, AI-based systems will not be trusted by end users,
nor will they conform to existing legislation (e.g. the European GDPR).
Citizens should have full control over their data, and their data will
not be unlawfully or unfairly used to harm or discriminate against
them [28]. This requirement is important to preserve human rights
such as the right to privacy, intimacy, dignity or the right to be
forgotten. Keeping the usage and scope of the data limited, protected
and informed is paramount, since digital information can be used
towards clustering a person into profiles that may not reflect reality,
while reinforcing stereotypes, historical differences among minorities,
or perpetuate historical or cultural biases [44].

HOW can this requirement be met in practice? In the following we an-
alyze technologies that can maintain data privacy in AI-based systems
(Section 5.4.1), and strategies to deal with data governance as quality
and integrity processes (Section 5.4.2).
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5.4.1. Data privacy
In order to land down the data privacy requirement into actual tech-

nologies, we emphasize the relevance of Federated learning (FL) [46,
47], homomorphic computing [48] and differential privacy (DP) [49]
as examples of privacy-aware technologies in the current AI landscape:

• In FL, a model is trained across multiple decentralized devices
without moving the data to a central location. In doing so, in-
stead of delivering all the data to a central server, devices learn
models locally using their own data, so that only numerical
model updates are sent to the central server. The central server
aggregates the updated model parameters from all the devices
or servers to create a new model. This allows learning a global
model leveraging all data in situations where the data is sensi-
tive. Besides preserving the privacy of local data, FL can reduce
communication costs and accelerate the model training.

• In homomorphic computing, data can be processed in encrypted
form without the need for deciphering it first. As a result, data
remains secure and private by performing operations directly
on encrypted data. By using specially devised mathematical op-
erations, the underlying structure of data is preserved while it
is processed, so that the result of the computation, which is
also encrypted, stays the same. Only authorized parties having
the decryption key can access this information. Homomorphic
computing can be an effective way to implement privacy-aware
preprocessing, training and inference in AI-based systems.

• Finally, DP enables processing and learning from data while
minimizing the risk of identifying individuals in the dataset at
hand. To this end, DP injects random noise to the data before it
is processed. This noise is calibrated to guarantee that the data
remains statistically accurate, while concealing any information
that could be used to identify individuals and thereby, compro-
mise their privacy. The amount of noise added to data balances
between the level of privacy protection provided by DP and the
performance degradation of the AI-based system when compared
to the case when no noise is injected.

By resorting to any of the above technologies (also combinations of
hem), the privacy of individuals in the datasets is preserved, minimiz-
ng their risk of harm.

.4.2. Data governance: Quality and integrity of data and access to data
Data protocols must govern data integrity and access for all individ-

als even if these are not users of the AI system. Only duly qualified
taff, with explicit need and competence, should be allowed to access
ndividuals’ data. As a part of AI governance, data governance calls
or a broader level regulation than a single country or continent reg-
lation. This context has motivated guidelines and recommendations
or AI governance over the years emphasizing on the importance of
nsuring data quality, integrity and access. An example can be found
n the Universal Guidelines for AI published in 2018 [50], which were
ndorsed by 70 organizations and 300 experts across 40 countries. In
hese guidelines, Data Quality Obligation was established as one of the

principles that should be incorporated into ethical standards, adopted
in regulations and international agreements, and embedded into the
design of AI-based systems. These recommendations helped inform the
OECD AI Principles (2019), the UNESCO Recommendation on AI Ethics
(2021), the OSTP AI Bill of Rights (2022), and the EU AI Act and the
Council of Europe Convention on AI.

In terms of guidelines to implement data governance, the Infor-
mation Commissioner’s Officer (ICO) has proposed recommendations
on how to use AI and personal data appropriately and lawfully [51].

mong these, there are actions such as taking a risk-based approach
hen developing and deploying AI – ‘‘addressing risk of bias and
iscrimination at an early stage’’, ‘‘ensuring that human reviews of
10

ecisions made by AI is meaningful’’, ‘‘collect only data needed and
no more’’, and ‘‘working with external suppliers to ensure the use of AI
will be appropriate’’.

At the European level, the European Strategy for Data established in
2020 aims at making the EU a role model for a society empowered
by data. This strategy has given rise to the European Data Governance
Act [52] to facilitate data sharing across sectors and Member States.
In particular, the EU Data Governance Act intends to make public
sector data available for re-use, promote data sharing among busi-
nesses, allow the use of personal data through a ‘‘personal data-sharing
intermediary’’, help exercising rights under the General Data Protection
Regulation (GDPR), and allowing data use on altruistic grounds [52].

Later in 2022, the European Union strategy for data proposed the
Data Act [53],15 a regulation harmonizing rules on fair access to and use
of data. In practice this regulation complements the Data Governance
Act by specifying who can create value from data and under which
circumstances. In practice, the Data Act will take action to (1) increase
legal certainty for companies and consumers who generate data, on
who can use what data and under which conditions, (2) prevent abuse
of contractual imbalances that hinder fair data sharing. (3) provide
means to the public sector to access data of interest held by the
private sector; (4) set the framework conditions for customers. There-
fore, the benefits of the Data Act for consumers and business include,
from achieving cheaper aftermarket prices for connected objects, to
new opportunities to use services based on data access, and better
access to data produced by devices. Serving these two EU regulations,
ten European common data spaces exist, ranging from industry to
mobility.

5.5. Requirement 4: Transparency

WHAT does it mean? Transparency is the property that ensures ap-
propriate information reaches the relevant stakeholders [29]. When
it comes to AI-based systems, different levels of transparency can be
distinguished [54]: simulatability (of the model by a human), its de-
composability (the ability to explain the model behavior and its parts),
and algorithmic transparency (understanding the process of the model
and how it will act for any output). Another classification establishes
transparency at the algorithmic, interaction and social levels [55], em-
phasizing the role of the stakeholder audience to which the explanation
is targeted: developer, designer, owner, user, regulator or society.

WHY is it important for trustworthiness? In the context of trustworthy
AI systems, data, the system itself and AI business models should be
transparent. Humans must be informed of systems capabilities and
limitations and always be aware that they are interacting with AI
systems [3]. Therefore, explanations should be timely, adapted and
communicated to the stakeholder audience concerned (layperson reg-
ulator, researcher or other stakeholder), and traceability of AI systems
should be ensured.

HOW can this requirement be met in practice? The dimensions to be
treated within this requirement concern traceability, explainability and
communication, which are essential for realizing transparent AI-based
systems. In the following we will first explain what traceability stands
for (Section 5.5.1), the current state of the art on explainable AI (Sec-
tion 5.5.2), and mechanisms for communicating AI systems decisions
(Section 5.5.3).

15 Data Act & Data Act Factsheet, https://digital-strategy.ec.europa.eu/en/
policies/data-act, accessed on April 25th, 2023.

https://digital-strategy.ec.europa.eu/en/policies/data-act
https://digital-strategy.ec.europa.eu/en/policies/data-act
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5.5.1. Traceability
Traceability is defined as the set of mechanisms and procedures

aimed to keep track of the system’s data, development and deploy-
ment processes, normally through documented recorded identifica-
tion [14]. Traceability and logging from the early design stages of the
AI-based systems can help auditing and achieving the required level of
transparency according to the needs of the concerned audience.

In this regard, special attention must be paid to provenance tools [56],
hich ease the traceability or lineage of data and model decisions,
ence contributing to the requirement of transparency. In this area, the
se of Blockchain mechanisms are promising towards guaranteeing the
ntegrity of data used to train (and explain) machine learning models,
.e., the provenance of databases, their associated quality, bias and
airness.

.5.2. Explainability
The so-called eXplainable AI (XAI) [54] field is widely and globally

eing recognized as a crucial feature for the practical deployment
f trustworthy AI models. Existing literature and contributions al-
eady made in this field include broad insights into what is yet to
e achieved [54,57,58]. Efforts have been invested towards defin-
ng explainability in machine learning, extending previous conceptual
ropositions and requirements for responsible AI by focusing on the
ole of the particular audience for which explanations are to be gener-
ted [54]: Given an audience, an explainable AI is one that produces details
r reasons to make its functioning clear or easy to understand.

Explainability techniques are blooming as tools to support algorith-
ic auditing. They have emerged as a necessary step to validate and
nderstand the knowledge captured by black-box models, i.e., a system
n which only inputs and outputs are observed without knowing the
nternal details of how it works. This can be problematic, as we cannot
redict how the system may behave in unexpected situations (connect-
ng with the technical robustness requirement, Section 5.3), or how it
an be corrected if something goes wrong (linked to the accountability
equirement, Section 5.8). Explaining which input factors contribute
o the decisions of complex black-box algorithms can provide a useful
lobal view of how the model works, jointly with traceability methods
nd a clear and adapted communication of information to the target
udience.

Since the quality of explanations depends on the audience and
he motivation for which they are generated, several taxonomies of
AI techniques have been proposed over the years [54]. A primary
istinction can be done between model-agnostic and model-specific
pproaches to explaining machine learning models, the difference being
hether the XAI technique can be applied to any machine learning
odel disregarding their structure and learning algorithm. Another
istinction can be done between ex-ante and post-hoc XAI techniques,
epending on the moment at which explainability is addressed (before
r after the model is designed and trained). On one hand, ex-ante
echniques (also referred to as the explainable-by-design paradigm) make
I models aspire to provide an explanation that avoids the construction
f additional models or extra complexity (layers or mechanisms not
riginally part of the original one), so that explanations are as faithful
o the real reasoning carried out by the model as possible. On the
ther hand, post-hoc XAI techniques usually add artifacts around the
riginal AI model or build a surrogate of it – a local approximation
r simpler version of the original one – in order to more easily ex-
lain the original one (for example, LIME [59]). Likewise, some XAI
echniques may use external knowledge (e.g. from the web, Wikipedia,
orums) [60], for instance, to explain language models or dialogue
odels that interactively answer questions about a model’s particular
ecision.

Other criteria to categorize XAI tools can be formulated, such as
he format of the issued explanations (e.g., attribution methods [61],
ounterfactual studies [62], simplified model surrogates [63]) or the
11

ybridization of explanations expressed in different modalities, such as
visual and textual (e.g., linguistic summaries [64], ontologies [65], or
logical rules defined on top of knowledge graphs [66], to cite a few).
Natural language explanations [27,67], quantitative measures of the
quality of explanations [68,69], and models that support their learning
process with formal symbolic basis such as language, rules, compo-
sitional relationships or knowledge graphs (neural-symbolic learning
and reasoning [66]) are key for explanations to be understood by
non-expert audience. These interfaces allow such users to assess the
operation of the model in a more intelligible fashion, hence supporting
the human agency and oversight requirement for trustworthy AI systems
Section 5.2).

.5.3. Communication
The third dimension of transparency is how the audience is in-

ormed about the AI-based system, namely, how explanations or in-
ormation tracked about the system’s operation is communicated to the

user. Humans should know when they are interacting with AI systems,
as well as be notified about their performance, instructed about their
capabilities, and warned about their limitations. The same holds when
conveying the model’s output explanation and its functioning to the
user. The adaptation of the explanation must be in accordance to the
specifics of the AI system being explained and the cognitive capabilities
(knowledge, background expertise) of the audience.

Therefore, communication is a crucial dimension, so that all aspects
related to transparency are delivered to the audience in a form and
format adapted to their background and knowledge. This is key to
attain trust in the audience about the AI-based system at hand.

5.6. Requirement 5: Diversity, non-discrimination and fairness

WHAT does it mean? This requirement contemplates different dimen-
sions: the avoidance of unfair bias, diversity fostering, accessibility to
all regardless any disability, and the involvement of stakeholders in
the entire AI system life cycle. All these dimensions of this manifold
requirement share an ultimate purpose: to ensure that AI-based systems
do not deceive humans nor limit their freedom of choice without
reason. Therefore, it is a requirement tightly linked to the ethical and
fairness principles that underlie trustworthiness in AI (Section 2).

WHY is it important for trustworthiness? This requirement is necessary to
broaden the impact of AI to all social substrates, as well as to minimize
the negative effects that automated decisions may have in practice if
data inherits biases hidden in the data from which models are learned.
Unfair bias in data must be avoided as decisions drawn by a model
learned from such data could have multiple negative implications,
including the marginalization of vulnerable groups, the exacerbation
of prejudice or discrimination [3].

HOW can this requirement be met in practice? Methods to tackle this
requirement can be classified depending on the specific dimension
they support: as such, methods to enforce diversity, non-discrimination,
accessibility, universal design and stakeholder participation are briefly
revisited in Section 5.6.1, whereas Section 5.6.2 describes how to
achieve fairness in AI-based systems. Finally, Section 5.6.3 examines
mechanisms to avoid unfair bias.

5.6.1. Diversity, non-discrimination, accessibility, universal design and
stakeholder participation

AI systems should take into account all human abilities, skills and
requirements, and ensure accessibility to them. Developing methodolo-
gies based on the requirement of non-discrimination and bias mitiga-
tion is paramount to ensure the alignment of requirements to the com-
pliance with ethical values. Assuring properties of non-discrimination,
fairness and bias mitigation restrict the systematic differences treating
certain groups (of people or objects) with respect to others [29]. A prac-
tical example of recommendation encourages, e.g., hiring from diverse

backgrounds, cultures and disciplines to assure opinion diversity.



Information Fusion 99 (2023) 101896N. Díaz-Rodríguez et al.
This requirement involves the inclusion of diverse data and people,
and ensures that individuals at risk of exclusion have equal access to
AI benefits. Concrete implementations of this requirement range from
quantifying the impact of demographic imbalance [70] and the effects
of missing data (which, as a matter of fact, has been shown to be
beneficial in terms of fairness metrics [71]).

In what refers to diversity, it advocates for the needs for heteroge-
neous and randomly sampling procedures for data acquisition, diverse
representation of a population that includes minorities, and the assur-
ance for non-discriminating automated processes that lead to unfairness
or biased models. Diversity can be applied at the technical level dur-
ing model training by penalizing the lack of diverse prototypes on
latent space areas with challenging separation between classes [72].
Alternatively, the lack of diversity can be counteracted by means of
imbalanced learning or by informing data augmentation. When placing
the focus on the solutions of an AI-based system, their diversity is a
very relevant component to guarantee non-biased outcomes. Frame-
works unifying quality and diversity optimization can guarantee the
diversity of generated solutions that may later serve in robotics to learn
behaviorally diverse policies [73]. From a global perspective, the so-
called discrimination-conscious by-design paradigm collective refers to
methodologies where discrimination detection and prevention is con-
sidered from the beginning of the design of the AI-based system through
fairness [74]. Methods adopting this paradigm include discrimination-
aware data mining [75], compositional fairness, interpretation of sanity
checks and ablation studies.

In summary, diversity must be enforced both in the data from
which models are learned and among the stakeholders, i.e., fostering
the inclusion of minorities (practitioners and users) [7,22] or using
methodologies such as participatory design for accessibility [76]. Uni-
versal Design principles, which consider accessibility and ‘‘design for
all’’ [3] during development, governance, policy and decision making
processes is one way to facilitate AI life cycles that take into account
what is beneficial for everyone, accounting for different conditions and
situations, and no discrimination.

To further enable universal design and stakeholder participation,
often feedback – even after deployment – is sought for stakeholder
participation and consultation. One way to achieve this is through
active learning for machine learning systems. Active learning allows for
the integration of users’ feedback while models are learned, and enables
interactivity with the user, one of the goals targeted by human-centered
AI [77] and AI for social good [23].

5.6.2. Fairness
The second dimension of this requirement is fairness, namely, tech-

niques aimed to reduce the presence of unfair outputs elicited by
AI-based systems. An unfair algorithm can be defined as that producing
decisions that favor a particular group of people. Following the com-
prehensive view on this topic published in [78], biases leading to such
unfair decisions can be propagated from the data to the AI algorithm
(including measurement, omitted variable sampling, or representation
biases, among others); from the algorithm to the user (as in algorithmic,
popularity or evaluation biases); or from the user to the data (respec-
tively, biases induced in the production of content, temporal, historical
and/or social biases).

Fairness guarantees in the decisions of AI-based systems has been
approached extensively in the literature, reporting bias targeting meth-
ods that can be classified in three large groups:

• Pre-processing methods, where the available data are transformed
for the source of bias to be reduced and at best, removed.

• In-processing methods, which modify the learning algorithm of the
model at hand (by e.g. changing the objective function at hand
or imposing constraints to the optimization problem) so as to
12

minimize the effect of biases in the training process.
• Post-processing methods, which operate on the output of the model
(for instance, by reassigning the predicted class for a query in-
stance) without modifying its learning algorithm or the training
data from which it was learned.

In general, it is widely acknowledged that fairness can be achieved
by sacrificing accuracy to a certain extent [79]. However, it is also
possible to debias machine learning models from the influence of spuri-
ous features to even improve their performance [80]. Another trade-off
is between fairness and privacy. Here, adversarial learning [81] can
simultaneously learn a predictor and an adversary that models a pro-
tected variable, and by minimizing the adversary capacity to predict
this protected variable, accurate predictions can show less stereotyping
of the protected variable, almost achieving equality of odds as a fairness
notion.

An important concept to be acquainted with when dealing with
fairness in AI-based systems is fairwashing : as a risk of rationalization,
fairwashing is the promotion of a false perception that a machine
learning model respects ethical values through an outcome explanation
and fairness metric [82]. This makes it critical to characterize the ma-
nipulability of fairwashing [83], as well as LaundryML approaches [82]
to better audit unfair opaque models.

5.6.3. Avoidance of unfair bias
Data and models can be exposed to a large set of potential bias-

inducing phenomena. Ensuring diversity, representativeness and com-
pleteness in data and models needs to be a core part of the full AI
life cycle (design, development and deployment phases of AI-based sys-
tems). Bias can be uncovered through proxy discrimination by models,
since proxy variables are likely to be picked up, showing features as
proxy that otherwise would not have been considered, i.e., zip codes in
predictive policing [44]. As has been shown in the previous dimension,
bias is not only algorithmic, but extends beyond the limits of models
in a vicious cycle: starting with human activity bias, data bias, leads
to sampling bias on the web (specially to be considered in the use
of data to learn generative models), algorithmic bias, interaction bias
and finally, self-selection bias that can revert back into the algorithm a
second-order bias [84].

Bias mitigation techniques include several approaches [45,85], from
generic requirements and toolboxes [86] to concrete taxonomies of
bias [87,88] at different stages of the AI life cycle [89]. Different no-
tions of fairness can be also defined [78,90], including causal fairness –
which relies on causal relations and requires establishing causal graphs
– or counterfactual fairness. Causality can help debugging algorithmic
bias mitigation or explaining models [91], e.g., causal mediation anal-
ysis can help uncover disparate impact of models by estimating the
fairness associated to different explaining variables [92].

5.7. Requirement 6: Societal and environmental wellbeing

WHAT does it mean? AI-based systems should benefit all humankind,
not only at the present time but also in future generations. Therefore,
AI-based systems must be sustainable and environmentally friendly, so
that the technological adoption of AI does not entail a progressive de-
pletion of natural resources and maintains an ecological balance [29].
Therefore, dimensions supporting this requirement include sustainabil-
ity and environmental friendliness, as well as a careful assessment of
the social and societal impacts of AI.

WHY is it important for trustworthiness? AI systems should increase
positive social change and enhance sustainability and ecological re-
sponsibility. Although they can be an effective tool to mitigate climate
change [93,94], greenhouse gases emitted by the computationally in-
tensive training processes of complex AI-based systems can exacerbate
existing social and ethical challenges linked to AI [95]. For instance,
training only one single AI model can emit as many CO2 emissions

as five cars in their entire lifetime. Computational and environmental
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costs grow proportionally to the complexity of the model in terms of
its number of parameters [96]. In particular, this study was done for
large language models [97] which cost about 8.4 tons per year, where
an average carbon footprint for a person yearly is around 4. Although
emissions are amortized over the model lifetime, the recent ChatGPT
model was estimated to consume 1287 MWh that translates into a cost
of 522 tCO2e [98]. Therefore, energy and policy considerations are
to be taken into account by institutions and companies implementing
AI [97].

HOW can this requirement be met in practice? This requirement is cur-
rently approached from two different angles: sustainability and en-
vironmental wellbeing (Section 5.7.1) and societal wellbeing (Sec-
tion 5.7.2).

5.7.1. Sustainability and environmental wellbeing
Sustainable AI [99] considers a holistic perspective that spans from

models to data algorithms and hardware, and how software–hardware
co-design can help mitigate carbon footprints of AI model life cycles
(design, training and deployment stages). As mentioned previously,
sustainable AI finds its motivation in the costly energy consumption
of large AI models. Thus, sharing key learned lessons, best design prac-
tices, metrics, and standards is key for a sustainable development of AI
systems. Technical contributions aimed to implement this requirement
for the sustainability of AI are at the core of the Green AI research
area [100], which studies efficient and ecologically aware designs of
AI-based algorithms, systems and assets.

Many strategies to attain this requirement have been proposed
over the years to reduce the environmental impact of AI models, with
emphasis on those characterized by a large number of parameters and
requiring long training latencies (e.g., deep neural networks). Among
others:

• Assessment of the environmental impact of AI-based systems with
e.g., carbon footprint calculators16 [101]. Evaluating the factors
that influence AI’s greenhouse gas emissions is the first step
towards mitigating its negative effects [95].

• Selection of the most relevant and necessary data, i.e., with smart
data approaches [102].

• Model compression [103,104], e.g. using quantization [105], dis-
tillation techniques [106,107] or acceleration [108] techniques.

• Consideration of efficiency as an evaluation metric and as a price
tag to make models greener and more inclusive for researchers
having limited resources [100].

• Use of models that can rapidly adapt to new situations, domains
and similar tasks by virtue of learning functionalities specifi-
cally devoted to this adaptation (e.g., multitask, few-shot learn-
ing, AutoML, meta-learning, neural architecture search or open-
ended learning. This family of GPAIS can provide more efficient,
sustainable and less data depending AI systems.

• Deployment of models on cloud computing servers fed with re-
newable energy sources, to minimize CO2 emissions.

5.7.2. Societal wellbeing
At the societal level, AI can improve social welfare. AI-based sys-

tems can perform routine tasks in an autonomous safer, and more effi-
cient fashion, enhancing productivity and improving the quality of life
of humankind. In the public administration AI can speed up processes,
smooth administrative bottlenecks and save paperwork. Furthermore,
it can aid policy making and help city planners, e.g., by visualizing the
consequences of climate change, predicting future floods, or identifying
urban heat islands. Possibilities for the society at large to benefit from

16 Greenhouse Gases Equivalencies Calculator, https://www.epa.gov/ene
gy/greenhouse-gases-equivalencies-calculator-calculations-and-references, ac-
essed on April 25th, 2023.
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AI developments have exploded in recent years with the progressive
digitization of almost all sectors of activity. Infrastructure planning,
health and hunger, equality and inclusion, education, economic em-
powerment, security and justice are among those sectors where AI can
unleash its full potential to foster use cases of societal impact.

Bringing such benefits of AI into practice is, therefore, a matter of
leveraging such amounts of available data in AI-based systems. Such
AI-based systems address learning tasks that solve a problem of societal
impact, such as the ones exemplified above. However, since decisions
issued by the AI-based system affect human beings and are subject
to social scrutiny, other requirements of trustworthy AI become of
utmost relevance, including fairness, privacy, transparency or human
oversight. Above all, the importance of AI ethics and regulation be-
comes paramount in societal wellbeing, since decisions issued in use
cases arising in education, justice and security have to comply with
fundamental human rights and the legal restrictions in force.

5.8. Requirement 7: Accountability

WHAT does it mean? This last requirement of trustworthy AI systems
imposes the provision of mechanisms to ensure responsibility and
accountability for the development, deployment, maintenance and-or
use of AI systems and their outcomes. Auditability, which enables
the assessment of algorithms, data and design processes, plays a key
role in accountability, namely, the attribution of the results of the
actions that were taken based on the outcome of the AI-based sys-
tem. Accountability, therefore, implies the minimization of harm and
reporting of negative impact, the communication of design trade-offs
to the user, and the implementation of adequate and accessible redress
strategies associated to AI-based systems. Therefore, auditability and
accountability are closely related to each other and lie at the core of
responsible AI systems, which are later discussed in Section 6.1.

WHY is it important for trustworthiness? The required auditability prop-
erty of Trustworthy AI systems demands the development of practical
tools [109] that are capable of verifying desirable properties of neural
networks such as stability, sensitivity, relevance or reachability [110],
as well as metrics beyond explainability [111–115], such as on trace-
ability, data quality and integrity. Auditability is becoming increas-
ingly important when standards are being materialized touching upon
all AI requirements. This includes IEEE, ISO/IEC and CEN/CENELEC,
which are implementing concrete guidelines to apply trustworthy AI
requirements in industrial setups (see [11,29] for an overview). At
the national level, the German standardization road map on AI within
DIN/DKE [11] is a clear exponent of the standardization efforts made
by different governments to dictate how practical AI-based systems
should be audited.

On the other hand, accountability is a key requirement to be able
to recourse [116] when an AI model contributes to making a proven
wrong decision, issuing explanations and recommendations to cases
that are unfavorably treated by such decision. Accountability is a
matter of compliance with ethical and legal standards, answerability,
reporting and oversight, and attribution and enforcement of conse-
quences [117]. Therefore, when framed under AI regulatory standards
and ethical principles like the ones discussed in this work, account-
ability becomes crucial for AI-based systems to distribute cost, risks,
burdens and liabilities among the different stakeholders participating
in its life cycle.

HOW can this requirement be met in practice? Similarly to other re-
quirements, we next analyze how the different dimensions spanned by
this requirement can be tackled in practice. In doing so, Section 5.8.1
deals with accountability, whereas Section 5.8.2 addresses auditability.
The minimization and reporting of negative impacts is discussed in
Section 5.8.3. Finally, Section 5.8.4 describes methods for algorithmic

redress.
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5.8.1. Accountability
Mechanisms of accountability are especially relevant in high-risk

scenarios, as they assign responsibility for decisions in the design,
development and deployment phases of the AI system. Tools to at-
tain this requirement involve algorithmic accountability policy toolkits
(e.g., [118]), the post-hoc analysis of the output of the model (e.g. via
local relevance attribution methods) or algorithms for causal inference
and reasoning [119]. Since accountability is linked to the principle of
fairness, it is closely related to risk management since unfair adverse
effects can occur. Therefore, risks must be identified and mitigated
transparently so they can be explained to and verified by third par-
ties. Therefore, techniques and tools for auditing data, algorithms
and design processes are required for accountable decisions issued by
AI-based systems. An overview on 16 risk assessment frameworks is
available in [120], whereas built-in derisking processes at design and
development phases can be found in [86,121]. These processes oper-
ationalize risk management in machine learning pipelines, including
explainability and bias mitigation. Another set of resources to tackle
bias and fairness are discussed in [86].

Emerging trade-offs between requirements should be stated and
assessed with regards to the risk they pose to ethical requirements and
compromise of fundamental rights, since no AI system should be used
when no risk-free trade-off for these can be found [3]. Consequently,
AI models useful for accountability often involve multi-criteria decision
making and pipelines at the MLOps level that help delineate and inform
such trade-offs to the user.

5.8.2. Auditability
The AI Act has been interpreted as the European ecosystem to

conduct AI auditing [122]. In the strict sense, the need for certifying
systems that embed AI-based functionalities in their design is starting
to permeate even within the international ISO standards for AI robust-
ness. In such standards, formal methods for requirement verification
or requirement satisfaction, typical of software engineering, are being
extended towards verifying desirable properties of AI models. More
specifically, in order to certify neural networks, properties such as
stability, sensitivity, relevance or reachability are sought [110].

In terms of auditing procedures, especially when the AI system
interacts with users, grading schemes adapted to the use case [123] are
in need for validating models. Examples include the System Causability
Scale [123] or the Muir Trust Scale [124], which are widely adopted
in human robot interaction and robotics and rely on predictability (To
what extent the robot behavior [the output of the AI-based system] can be
predicted from moment to moment?), reliability (To what extent can you
count on the system to do its job?), competence (What degree of faith
does the user have on the system for it to cope with similar situations in
the future?) and trust (How much does the user trust the system overall?).

5.8.3. Minimization and reporting of negative impacts and trade-offs
The urgent need for developing stable and verifiable mechanisms

for auditing AI-based systems becomes more relevant in the case of
generative AI, which has grown so maturely that it is difficult to distin-
guish between human-created multimodal content and those generated
by machines. If these are not properly identified, they can generate
confusion and deception, which may have negative consequences for
society, such as the manipulation of public opinion or the dissemination
of fake news.

A promising stream along these lines proposes to land the im-
plementation of verifiable claims [125], which are defined as those
falsifiable claims for which evidence and arguments can be provided to
influence the probability that such claims are true. This proposal stems
from the efforts of developers, regulators and other AI stakeholders, and
the need to understand what properties of AI systems can be credibly
demonstrated, through what means, and what trade-offs or commit-
ments should and can be quantified. While the degree of certainty
achievable varies across different claims and contexts, the idea is to
demonstrate that greater degrees of evidence can be provided for claims
about AI development than is typically done today to facilitate auditing
14

them. t
5.8.4. Redress
Lastly, once the risk has turned into a confirmed incident, it is

paramount that the user is aware of the possibility to redress, pre-
serving his/her trust when adverse or unfair impact takes place [3].
Redress is related to the concept of algorithmic recourse [116], and
consists of a procedure to correct or reverse an AI system outcome
that is considered wrong. A key to trustworthy AI is ensuring ade-
quate redress against decisions made by AI systems and by humans
operating them through accessible mechanisms to their users when
these fail, without forgetting vulnerable persons or collectives. Redress
mechanisms are to be ensured, and complemented with accountability
frameworks and disclaimers, since certification will obey particular
application domains, and cannot replace responsibility. Machine un-
learning [126], counterfactual explanations [127] or the analysis of
disparate impacts [128] can be also regarded as techniques that can
support redress in AI-based systems.

6. Trustworthy Artificial Intelligence from theory to practice and
regulation: responsible Artificial Intelligence systems

So far we have exposed the vision of trustworthy AI that has been
tackled in most of the literature: from a theoretical point of view, and
mainly based on principles and recommendations. In this section we
highlight the importance of tackling trustworthy AI from a practical
perspective. A clear mapping from trustworthy AI principles and re-
quirements into operative protocols that can be automated, verified
and audited does not always exist. To achieve this, the field needs
blueprints and standard models to be adopted and standardized. In
what follows we stress on the utmost importance of having practical
regulatory scenarios (regulatory sandboxes) and the final output of
processes implementing HRAIs using trustworthy AI: a responsible AI
system.

According to this idea, the section is organized as follows. First,
Section 6.1 defines the nuanced yet necessary notion of responsible
AI systems, to comply with both trustworthy AI requirements and the
law in force. Then, Section 6.2 describes the technical requirements
that the implementation of HRAIs will legally require in practice. Then,
Section 6.3 presents how these requirements are going to be evaluated
by regulators and auditors through regulatory sandboxes. Section 6.4
examines whether all these steps can be connected and applied through
a blueprint proposal to implement trustworthy AI in healthcare. Finally,
Section 6.5 examines the implications of new HRAIS and emerging AI
systems, justifying the necessity of a dynamic regulation and flexible
evaluation protocols to deal with new high-risk scenarios supported by
these systems.

6.1. Responsible Artificial Intelligence systems

A little prior to trustworthy AI is the term responsible AI, which has
een widely used quite as a synonym. However, it is necessary to make
n explicit statement on the similarities and differences that can be
stablished between trustworthy and responsible AI. The main aspects
hat make such concepts differ from each other is that responsible
I emphasizes the ethical use of an AI-based system, its auditability,
ccountability, and liability.

In general, when referring to responsibility over a certain task, the
erson in charge of the task assumes the consequences of his/her
ctions/decisions to undertake the task, whether they result to be even-
ually right or wrong. When translating this concept of responsibility
o AI-based systems, decisions issued by the system in question must
e accountable, legally compliant, and ethical. Other requirements
or trustworthy AI reviewed in this manuscript (such as robustness
r sustainability) are not relevant to responsibility. Therefore, trust-
orthy AI provides a broader umbrella that contains responsible AI
nd extends it towards considering other requirements that contribute

o the generation of trust in the system. It is also worth mentioning
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that providing responsibility over AI products links to the provision
of mechanisms for algorithmic auditing (auditability), which is part of
equirement 7 (Accountability, Section 5.8). Stressing on the importance
f a responsible development of AI, we now define the responsibility
ssociated to AI systems, following the discussed features.

efinition. A Responsible AI system requires ensuring auditability and
ccountability during its design, development and use, according to
pecifications and the applicable regulation of the domain of practice
n which the AI system is to be used.

In the following we discuss in depth these features:

1. Auditability : As an element to aid accountability, a thorough
auditing process aims to validate the conformity of the AI-
based asset under target to (1) vertical or sectorial regulatory
constraints; (2) horizontal or AI-wide regulations (e.g., EU AI
Act); and (3) specifications and constraints imposed by the ap-
plication for which it is designed. It is important to note that
auditability refers to a property sought for the AI-based system,
which may require transparency (e.g. explainability methods,
traceability), measures to guarantee technical robustness, etc.
This being said, the auditability of a responsible AI system may
not necessarily cover all requirements for trustworthy AI, but
rather those foretold by ethics, regulation, specifications and
protocol testing adapted to the application sector (i.e., vertical
regulation).

2. Accountability : which establishes the liability of decisions de-
rived from the AI system’s output, once its compliance with
the regulations, guidelines and specifications imposed by the
application for which it is designed has been audited. Again,
accountability may comprise different levels of compliance with
the requirements for trustworthy AI defined previously.

In the context of the European approach and AI Act, this translates
nto a required pre-market use of regulatory sandboxes, and the adapt-
bility of the requirements and regulation for trustworthy AI into a
ramework for the domain of practice of the AI system.

.2. Artificial Intelligence systems’ compliance with regulation in high-risk
cenarios

It has been concluded in the previous section that the conformity of
equirements are central for the definition of responsible AI systems.
n Europe, regulatory requirements in force for the deployment of AI-
ased systems are prescribed based on the risk of such systems to
ause harm. Indeed, the AI Act agreed by the European Parliament,
he Council of the European Union, and the European Commission, is
oreseen to set a landmark piece of legislation governing the use of
I in Europe and regulating this technology based on the definition of
ifferent levels of risks: minimal, limited and HRAIs. In these categories
ifferent requirements for trustworthy AI and levels of compliance are
stablished, so that regulatory obligations are enforced therefrom.

Furthermore, the European Commission has also asked the Euro-
ean Committee for Standardization (CEN), the European Commit-
ee for Electrotechnical Standardization (CENELEC) and the European
elecommunications Standards Institute (ETSI) to develop standards
imed to cover different practical aspects of AI systems, including
oundational AI standards, data standards related to AI, Big Data and
nalytics, use cases and applications, governance implications of AI
nd computational approaches of AI. Ethical, societal concerns and
I trustworthiness also appear among the prioritized areas of these
tandardization bodies.

Among these defined levels of risk associated to AI-based systems,
hose at the top of this classification (HRAIs) are subject to stringent
bligations. HRAIs are demanded to comply with the AI Act through
he fulfillment of the following seven requirements (AI Act, Chapter
15

[4]):
1. Adequate risk assessment and mitigation systems (Art. 9 - Risk
management system).

2. High quality of the datasets feeding the system to minimize risks and
discriminatory outcomes (Art. 10 - Data and data governance; Art.
9 - Risk management system).

3. Logging of activity to ensure traceability of results (Art. 12 - Record
Keeping ; 20 - Automatically generated logs).

4. Detailed documentation providing all information necessary on the
system and its purpose for authorities to assess its compliance (Art.
11 - Technical documentation; Art. 12 - Record-keeping).

5. Clear and adequate information to the user (Art. 13 - Trans-
parency).

6. Appropriate human oversight measures to minimize risk (Art. 14 -
Human oversight).

7. High level of robustness, security and accuracy (Art. 15 - Accuracy,
robustness and cybersecurity).

HRAIs must undergo conformity assessments before entering the
EU market. One of the most complete guidance procedures assisting
on complying with AI Act regulation is the CapAI procedure for con-
ducting conformity assessment of AI systems [129]. It describes notions
and metrics, checklists and other procedures to comply with the new
legislation.

Since the AI Act imposes obligations on providers, importers, dis-
tributors, and users, the latter can be deemed as providers in certain
cases. For instance, if a user slightly modifies or uses a ready-made
AI-based product such as ChatGPT for a different purpose, this makes
him/her become responsible and accountable for the system’s conse-
quences, depending on the conditions that define HRAIs. This is why in
order to realize trustworthy AI that is compliant with the law, we advo-
cate for the development of responsible AI systems, i.e., systems that not
only make a responsible implementation that fulfills the requirements
for trustworthy AI, but also comply with the AI regulation.

In practice, HRAIs providers must work to make their assets meet
these requirements, including post-market monitoring plans [122] (AI
Act Art. 61 - Post-market monitoring by providers and post-market monitor-
ing plan for high-risk AI systems) to document the performance through-
out the system’s lifetime, in a way that vague concepts become ver-
ifiable criteria that strengthen the assessment safeguards and inter-
nal checks. Likewise, conformity assessments (AI Act, Art. 19 and Art.
43) will be ruled by internationally harmonized testing principles,
guaranteeing high-quality testing. These tests can depart from ad-hoc
procedures and protocols for the domain at hand. This is the case
of the German standardization roadmap on AI [11], which proposes
conformity assessments based on several steps: calibration, inspection,
audit, validation and verification.

This need for harmonized testing protocols, monitoring plans and
conformity assessment procedures is the main reason for the emergence
of the concept of AI regulatory sandboxes, which are next detailed and
discussed.

6.3. Artificial Intelligence regulatory sandboxes: A challenge for auditing
algorithms

Once requirements for HRAIs have been established, the remaining
challenge is to make the AI system comply with them appropriately.
Such requisites (AI Act, Chapter 2, Art. 8–15) motivate the need for a
test environment where to audit AI-based systems by safe and harmo-
nized procedures established by the latter. Regulatory sandboxes are
indeed recommended by the AI Act (Chapter 5, Art. 53–54). Concretely,
the AI Act establishes that algorithms should comply with regulation
and can be tested in a safe environment prior to entering the market.
This auditing process can be implemented via regulatory sandboxes.

In order to successfully undertake AI auditing processes under the
new regulation, industry, academia and governmental actors are forced

to adapt their processes and teams to comply with the law. Regulatory



Information Fusion 99 (2023) 101896N. Díaz-Rodríguez et al.
Fig. 4. Diagram showing the role of sandboxes before (ex-ante) and after (post-hoc) the AI-based system has been deployed in the market. Sandboxes permit to evaluate the
conformity of the AI-based system w.r.t. technical specifications, horizontal & vertical regulation, and ethical principles in a controlled and reliable testing environment. Once
conformity has been verified, sandboxes can be used to interface with the deployed AI-based asset via the established monitoring plan, so that information about its post-market
functioning can be collected and processed. This information is used by the national supervisory authority to evaluate the compliance: if needed, the authority asks for corrective
actions and/or reports serious incidents/a continued lack of compliance to the European Commission. Articles in the AI Act related to each step are cited in the diagram.
sandboxes act as test beds and safe playgrounds that allow assessing
the compliance of AI systems with respect to regulation, risk miti-
gation strategies, conformity assessments, accountability and auditing
processes established by the law. Fig. 4 illustrates the two stages
where sandboxes play a crucial role: (i) pre-market auditability and
conformity check, and (ii) post-market monitoring and accountability.
The figure illustrates not only the different stakeholders participating
in these two stages, but also the articles in the AI Act where each step
within the process is described.

In the current context of rapidly evolving AI products, sandboxes
allow market stakeholders and business players to explore and exper-
iment with new and innovative products, services or businesses under
the supervision of a regulator. However, the idea of resorting to a
sandbox to explore, evaluate and gauge complex technology is not new,
nor exclusive of AI systems. They have already been used in other
contexts to test and validate Fintech [130] or Blockchain17 technologies
in the European Union. The objective of these controlled environments
is to test innovative technologies for a limited time, for innovators and
regulators to cooperate.18 The AI Act also contains measures with the

17 Launch of the European Blockchain Regulatory Sandbox. https://digital-
strategy.ec.europa.eu/en/news/launch-european-blockchain-regulatory-sandb
ox, accessed on April 25th, 2023.

18 First regulatory sandbox on Artificial Intelligence presented: https://digi
tal-strategy.ec.europa.eu/en/news/first-regulatory-sandbox-artificial-intelligen
ce-presented, accessed on June 07th, 2023.
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aim to reduce the regulatory burden on Small and Medium Enterprises
(SMEs) and startups, prioritize them, and to reduce their time to market
by ensuring legislation can be implemented in two years. The intended
goal is to support innovation and small-scale providers, getting apart
from the regulation stifling innovation critique.

The benefits of sandboxes is that they support the development,
testing and validation of innovative AI systems under the direct su-
pervision and guidance of competent authorities (AI Act Art. 53).
Furthermore, they allow experimenting by derogation (by putting aside
certain rules or laws), and experimentation by devolution, which requires
broad supra/national frameworks to establish guidelines that empower
and help local governments to establish a regulation in a particular
area. This enables differences among government levels by considering
local preferences and needs as a means to stimulate innovative policies.

When it comes to the challenges faced by sandboxes, there is a
concern for the lack of proper methodological assessments that are
indicative of the possible impact of AI on the society [131]. This
concern fosters the need for cross-border and multi-jurisdictional reg-
ulatory sandbox standardization [132], as well as generic AI stan-
dardization [133]. Governments will have to find a balance between
EU coordination and national procedures to avoid conflicts in the
implementation of the regulation [134]. Specifically in the AI Act (Art.
53), participants in the sandbox remain liable under applicable liability
legislation. Eligibility criteria and participants obligations and rights is
to be set up in implementing acts.
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Derived from the above challenge, we note that sandboxes are
still far from maturity. This leads to two main aspects that remain
unresolved: (1) the design of sandboxes with guidelines that rapidly
and effectively permit algorithmic auditing; and (2) the development
of intelligent systems for high-risk scenarios that are validated through
the necessary auditing processes. Important efforts are currently driven
towards addressing these aspects as two additional fundamental chal-
lenges. At European level, Spain is leading a pilot to set up a regulatory
sandbox according to the European AI Act legislation.

Together with sandboxes to work in practice, additional future
mechanisms will include the certification or quality control within
a regulatory framework. In this sense, Spain is starting to develop
a national seal of quality to certify the security and quality of AI
technology used in Spain. In cooperation with industry, they will
set up the technical criteria for companies to obtain this seal, and
develop tools to facilitate the certification process, e.g., developing self-
assessment software. Several companies will be open the possibility to
grant the seal, which will be voluntary for AI companies to obtain. At
the international level, one effort towards this end is the IEEE Certi-
fAIEd program19 to assess ethics of Autonomous Intelligent Systems via
certification guidance, assessment and independent verification. This
mark is meant for IEEE authorized assessors and certifiers to perform
an independent review and verification to grant a mark and certificate
based on ontological specifications for Ethical Privacy, Algorithmic
Bias, Transparency, and Accountability.

We expect that the first experiences and results of running regu-
latory sandboxes and their alignment with certification activities will
permit to learn lessons, to improve AI systems and eventually, to sup-
port the progressive proliferation of responsible AI systems deployed
in practical scenarios. We believe that sandbox assessment should be
periodically performed by independent and impartial assessment bodies
to certificate and audit AI systems during their lifetime.

6.4. Practical case study in Artificial Intelligence for healthcare

At the time of writing (April 2023), the AI Act regulation draft is
constantly being updated through different amendments, due in part to
new versions of AI products accessible to the general public. Concerned
with how essential is the translation of principles and regulation into
specific processes, it becomes necessary to have blueprint models and
protocols that serve to assess how trustworthy AI systems are.

The blueprint for Trustworthy AI Implementation Guidance and Assur-
ance for Healthcare is one step taken in this direction. Fig. 5 shows the
proposal by the coalition for health AI [135], based on collaboration,
guiding principles and leadership actions. It is aligned with the AI risk
management framework from the National Institute of Standards and
Technology (NIST).

In particular, to ensure trustworthiness this framework describes
four key functions [135]:

• Mapping the framing AI risks,
• Measuring quantitatively and qualitatively these risks and im-

pacts,
• Managing the allocation of risk resources, and a cross-cutting,
• Governance via risk management.

Based on these functions, they define values to set the key elements
of trustworthy AI in healthcare [135]:

1. Useful: valid and reliable, testable, usable and beneficial. These
values are closely linked to social wellbeing (Requirement 6,
Section 5.7) and auditability (Requirement 7, Section 5.8).

19 IEEE CertifAIEd: https://engagestandards.ieee.org/ieeecertifaied.html, ac-
cessed on June 6th, 2023.
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Fig. 5. The Coalition for Health AI (CHAI) Blueprint for Trustworthy AI implementa-
tion guidance and assurance [135]. It considers obligations on reliability and testability,
transparency, mitigation of biases particular to the domain, privacy, security and
resilience, among other aspects.

2. Safe, which is related to technical robustness and safety (Re-
quirement 2, Section 5.3).

3. Accountable and transparent, with clear connections to account-
ability (Requirement 7, Section 5.8) and transparency (Require-
ment 4, Section 5.5).

4. Explainable and interpretable, echoing several dimensions of the
transparency requirement.

5. Fair with harmful bias managed (systemic bias, computational
and statistical biases and human-cognitive biases). The consid-
eration of fairness and the focus on the management of conse-
quences of harmful biases are present in requirement 5 (Diver-
sity, non-discrimination and fairness, Section 5.6), particularly
in the avoidance of unfair biases. Furthermore, requirement
7 (accountability, Section 5.8) also regards the minimization
of negative impacts, either due to harmful biases or to other
consequences.

6. Secure and resilient, which relate to the dimension of trace-
ability (requirement 4, Section 5.5) and technical robustness
(Requirement 2, Section 5.3).

7. Privacy-enhanced, which is coupled with requirement 3 — Pri-
vacy and data governance (Section 5.4).

It is important to underscore that some dimensions of the require-
ments for trustworthy AI discussed in Section 5 are not reflected (at
least, explicitly) in the above list of values, e.g. environmental wellbe-
ing or reproducibility. This resounds with our formulated definition of
a responsible AI system, showing that a system as such, depending on
its domain of application, may require different degrees of compliance
with the requirements for trustworthiness.

The blueprint analyzed in [135] recognizes the difficulties on build-
ing ecosystems when multiple guidelines are left out in the wild without
a standardization consensus. It calls for mapping socio-technical sce-
narios to resolve tensions among principles, an ISO-based approach to
professional responsibility, and institutionalizing trustworthy AI Systems
(that is, responsible AI systems).

As a follow-up of the blueprint, the coalition for health AI [135]
suggests:

• Setting up an engaged assurance lab and advisory service inde-
pendent infrastructure.

• Institutionalizing trustworthy AI systems (responsible AI sys-
tems).

• Promoting a Coalition of the Willing through interesting strategies
that can be applied in health AI to drive a positive change.

Other practical frameworks exist. They count with strategies to
implement ethics and the governance of AI systems in health to sep-
arate the factors affecting trustworthy medical AI into design (data
and algorithm aspects) and application. This is done through controls
strategies [136] at both design and application phases. First, the ethical

https://engagestandards.ieee.org/ieeecertifaied.html
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governance system departs from social needs and ethical values, which
lead to ethical principles to be enforced at the research stage. After
that, those principles guide the ethical norms that allow performing
risk assessment, and later make the law and regulation concrete. In
particular, the framework in [137] aims at avoiding situations that
can have dire consequences for patients. For instance, integrating the
applied ethics Z-Inspection® [138] process to map and assess tensions
n socio-technical scenarios in trustworthy AI. Another proposal [139]
ormulates ten commandments (i.e., high-level ethical principles) that
hould be met by medical AI-based systems. Such commandments are
ormulated without the theoretical aspects underneath for the sake of
n easier understanding and verification of all stakeholders involved
n this domain. European fundamental rights also provide legal and
thical guidelines for the adoption, development and application of
edical AI [140]. These strategies and the blueprint are advancing the

esearch in the area, and results will be extensible to other domains to
ttain trustworthy AI.

Despite the clear establishment of the seven requirements for HRAIs
ithin the AI Act described in Section 6.2, the particular implemen-

ation steps to be taken within a particular area of application often
emain under-specified. It becomes evident that the AI-based system
s stringently dependent on the sector of application, as well as on
he coupling of the requirements for trustworthy AI to justify existing
egulations and standards. Therefore, for a given domain of practice,
n overarching consideration of the complete scenario is needed from
he Trustworthy AI practical point of view. The field needs to further
pecify legal requirements, risk assessment tools for the ethical impact
f the AI system, data privacy and data governance models, ad-hoc risk
anagement systems and conformity assessments, and rest of essential

lements evaluated in the regulatory sandboxes testing the scenario.
his may also spur the emergence of generic trustworthy AI frameworks
regulatory sandboxes) that can be potentially adapted to different
omains, as it is discussed in [141].

.5. Urgent needs for emerging AI systems, dynamic regulation, and evalu-
tion protocols

The widespread use and repercussion of the achievements of emerg-
ng AI systems, such as GPAIS or neuroscience technology, have brought
o the public arena the potentials and implications of new high-risk
cenarios supported by these technological advances. In this section
e discuss potential issues to be tackled to regulate new HRAIs as well
s future emerging AI systems. We discuss and argue that regulation
hould be dynamic and malleable to establish the boundaries of new
igh-risk scenarios supported by technological AI advances. Likewise,
e also highlight the need for flexible evaluation procedures that can
e adapted in an agile way to cope with the fast evolution of AI systems.

Indeed, the rapid pace at which AI evolves over time can unex-
ectedly give rise to new high-risk scenarios beyond those defined by
egulation, such as the AI Act (Section 6.2). This requires regulatory
rotocols to cope with new emerging applications. In the case of the
uropean AI Act, on 11th May 2023, MEPs endorsed new transparency
nd risk-management rules for AI systems.20 MEPs expanded the clas-
ification of high-risk areas to include those that could compromise or
arm people’s health, safety, fundamental rights or the environment.
uch revised classification of high-risk scenarios also considered AI
ystems used to influence voters in political campaigns, as well as
ecommender systems (with more than 45 million users) utilized by
ocial media platforms. Intrusive and discriminatory uses of AI-based
iometric systems have been also identified as prohibited AI systems,
uch as:

20 AI Act: a step closer to the first rules on Artificial Intelligence, https:
/www.europarl.europa.eu/news/en/press-room/20230505IPR84904/ai-act-
-step-closer-to-the-first-rules-on-artificial-intelligence, accessed on June 6th,
023.
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• ‘‘Real-time’’ remote biometric identification systems in publicly
accessible spaces;

• ‘‘Post’’ remote biometric identification systems, with the only ex-
ception of law enforcement for the prosecution of serious crimes
and only after judicial authorization;

• Biometric categorization systems using sensitive characteristics
(e.g. gender, race, ethnicity, citizenship status, religion, political
orientation);

• Predictive policing systems (based on profiling, location or past
criminal behavior);

• Emotion recognition systems in law enforcement, border manage-
ment, workplace, and educational institutions; and

• Indiscriminate scraping of biometric data from social media or
CCTV footage to create facial recognition databases (violating
human rights and right to privacy).

In this revision of the AI Act, MEPs have also proposed tailored
regulatory regimes for new and fast-evolving developments in the field
of AI and GPAIS. Since GPAIS are systems that have a wide range of pos-
sible uses without substantial modification and fine-tuning, generative
foundation models are examples of rapidly evolving areas for which, if
regulation is not set in place, consequences may be hard to revert. Such
systems must guarantee robust the protection of fundamental rights,
health and safety and the environment, democracy and rule of law.
To this end, such emerging AI systems must assess and mitigate risks,
comply with design, information and environmental requirements, and
be registered in the EU database. Furthermore, additional transparency
requirements have been demanded for generative foundation models
such as GPT: they must inform that the content is generated by an AI
model, the model must be designed to avoid generating illegal content
and publishing summaries or copyrighted content used during training.
Jurisdiction at national level will also need to be adapted to different
considerations demanded by different sectors, e.g., the public sector or
labor sector.

Another area in which regulation and technology yet have to ad-
vance is in copyright management of generated artwork produced by
foundation models. Although the AI Act requires to disclose the use
of copyrighted material in the training data, there is no current way
to detect when AI generated content may be directly related to existing
content protected by copyright, nor it is clear who owns the intellectual
property of generative models outputs [142,143].

Besides GPAIS, other emerging AI-based technologies also require
specialized adjustments of ongoing regulatory efforts. This is the case
of neurotechnology, such as brain interfaces. The needs to handle novel
applications never used before become evident by recent research [144]
that shows the potential of ‘‘mind-reading’’ [145]. For instance, the
study in [144] shows the potential of leveraging language models as
an autoregressive prior to generate novel sequences that can decode
structured sequential information in the form of text from brain signals.
Although the study of human imagination decoding shows human
cooperation is required for the approach to work, this may not be
a requisite in the future. Even if decoding is not accurate yet, these
systems could be used maliciously.

These recent results attained by neurotechnology call for raising
awareness about the risks posed by brain decoding technology, and
for the design of regulation and policies to preserve fundamental rights
such as mental privacy. A role model in this direction is the novel neu-
rorights regulation pioneered by Chile.21 Their neuroprotection agenda
(which is closely followed up by Spain) leads the way to the regula-
tion of brain technology and legislation of advances in AI-supported
medicine and science from a human rights’ point of view. This is of

21 NeuroRights Foundation, https://neurorightsfoundation.org/, accessed on
June 06th, 2023., which has taken a step towards the first Neurorights law in
this country.

https://www.europarl.europa.eu/news/en/press-room/20230505IPR84904/ai-act-a-step-closer-to-the-first-rules-on-artificial-intelligence
https://www.europarl.europa.eu/news/en/press-room/20230505IPR84904/ai-act-a-step-closer-to-the-first-rules-on-artificial-intelligence
https://www.europarl.europa.eu/news/en/press-room/20230505IPR84904/ai-act-a-step-closer-to-the-first-rules-on-artificial-intelligence
https://neurorightsfoundation.org/
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utmost importance to avoid mental manipulation, as mental diseases
are the grand pandemic of XXI century. If used appropriately, AI based
technology applied to the diagnosis and treatment of mental diseases
has a great potential to improve patients’ quality of life.

In order for regulation to evolve synchronously with technological
advances (and vice versa), evaluation procedures must be flexible and
dynamically adaptable to accommodate the implications of these ad-
vances over time. More comprehensive evaluation tools are required to
be adopted by the AI community of practitioners and users if we aspire
to synergistic solutions that can complement governmental efforts. In
particular, ML and AI model evaluation is normally based on leader-
board benchmarks that do not always reflect reality, and may have
a detrimental effect when they are not faithful to reality. A more
accountable evaluation should consider aggregated metrics. Improperly
constructed benchmarks may, for instance, reflect unrealistic overesti-
mation of the capabilities of a model when predicting over minority
classes. This may lead to hazards that end up obfuscating the real
benefits of AI.

To avoid these issues, important guidelines for robust evaluation
practices [146] include:

1. Granular performance reporting protocols with breakdowns
across the features that have demonstrated affecting perfor-
mance.

2. Designing benchmarks to test capabilities and to significantly
vary on important features of the problem space and labeling
instances to allow for granular analyses (e.g. as the Holistic
Evaluation of Language Models benchmark [147]).

3. Record all results, successful or failing, partial or fully traced, in
supplementary material or public repositories for each run and
validation split separately (e.g., in medical AI [148]).

4. Enable researchers follow-up instance-level analyses by includ-
ing data labels and annotations of those instances.

However, prospective evaluation methodologies as the one de-
cribed above should be versatile and extensible to embrace and
ncorporate new performance metrics, evaluation protocols or even
odeling tasks proposed along the years. But most importantly: their

ought flexibility should not give rise to exceptional cases that would
ndermine the validity and applicability of regulations in force.

We conclude that given the fast pace at which AI is progressing
n the last months, it is of paramount importance to have a dynamic
egulation from a double perspective: the appearance of risk-based
cenarios and the emergence of novel AI systems. Only in this way the
egulation will facilitate the realization of responsible AI systems, in
arallel to the development of methodologies for algorithmic auditing
nd the clearance of responsibilities in the use of such systems.

. From the Artificial Intelligence moratorium letter to regulation
s the key for consensus

At the time of writing, a global debate is held around the mora-
orium letter published by several renowned researchers calling for a
ause in large AI experimentation.22 The letter can be interpreted as

a contribution to pointing out the gap between the fast advance of
high-powered AI systems and the regulation. The letter also highlights
that:

‘‘AI research and development should be refocused on making today’s
powerful, state-of-the-art systems more accurate, safe, interpretable,
transparent, robust, aligned, trustworthy, and loyal’’.

22 Future of Life Institute, Pause giant AI experiments: An open letter, https:
/futureoflife.org/open-letter/pause-giant-ai-experiments/, accessed on April
5th, 2023.
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Following up this moratorium letter, several declarations and writ-
ten statements by reputed experts have been published to approach the
AI conundrum between ethics, regulation and technological progress
from different perspectives. Among them, we highlight the interview
with G. Hinton,23 in which he states that ‘‘We need to find a way to
control artificial intelligence before it’s too late’’. Interestingly under the
scope of this work, he has also underscored the different nature of
intelligent systems when compared to human intelligence, and thereby
the need for establishing regulation for these artificial systems:

‘‘Our brains are the result of evolution and have a series of integrated
goals — such as not hurting the body, hence the notion of damage; eating
enough, hence the notion of hunger. Making as many copies of ourselves
as possible, hence the sexual desire. Synthetic intelligence, on the other
hand, hasn’t evolved: we’ve built it. Therefore, it doesn’t necessarily come
with innate goals. So, the big question is, can we make sure that AI has
goals that benefit us? This is the so-called alignment problem. And we
have several reasons to be very concerned’’.

A similar line of thinking has been expressed by Harari,24 emphasiz-
ing on the pressing immediacy at which regulation is needed to match
the speed of AI technological development with the public use of AI
systems:

‘‘We can still regulate the new AI tools, but we must act quickly. Whereas
nukes cannot invent more powerful nukes, AI can make exponentially
more powerful AI. The first crucial step is to demand rigorous safety
checks before powerful AI tools are released into the public domain.
Just as a pharmaceutical company cannot release new drugs before
testing both their short-term and long-term side-effects, so tech companies
shouldn’t release new AI tools before they are made safe. We need an
equivalent of the Food and Drug Administration for new technology, and
we need it yesterday’’.

Another example is the proposal made by Sam Altman (OpenAI
co-founder) before the US Senate to defend the benefits of this revo-
lutionary technology, claiming that AI regulation should ensure that
the public has access to its many advantages25:

‘‘[...] we are not alone in developing this technology. It will be important
for policymakers to consider how to implement licensing regulations
on a global scale and ensure international cooperation on AI safety,
including examining potential intergovernmental oversight mechanisms
and standard-setting’’.

Finally, the manifesto on AI risk supported by multiple scientists
and notable figures in the AI landscape has claimed to elevate the mit-
igation of AI risks to the priority levels of other humanity-threatening
fatalities26:

‘‘Mitigating the risk of extinction from AI should be a global priority
alongside other societal-scale risks such as pandemics and nuclear war’’.

23 Geoffrey Hinton: ‘‘We need to find a way to control artificial intelligence
before it’s too late’’, https://english.elpais.com/science-tech/2023-05-12/geof
frey-hinton-we-need-to-find-a-way-to-control-artificial-intelligence-before-its-t
oo-late.html, accessed on June 4th, 2023.

24 Yuval Noah Harari argues that AI has hacked the operating system
of human civilization, https://www.economist.com/by-invitation/2023/04/
28/yuval-noah-harari-argues-that-ai-has-hacked-the-operating-system-of-
human-civilisation, accessed on June 4th, 2023.

25 Written Testimony of Sam Altman Chief Executive Officer Ope-
nAI, https://www.washingtonpost.com/documents/0668f6f4-d957-4b94-a745
-2aa9617d1d60.pdf?itid=lk_inline_manual_18, accessed on June 4th, 2023.

26 Statement on AI Risk, https://www.safe.ai/statement-on-ai-risk, accessed
on June 04th, 2023.
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The controversy held around these and other statements is whether
humanity is close to or far from the moment at which AI can pose
a realistic threat to its own existence. Unquestionably, triggering this
debate has ignited even further the need for ethical and regulatory
frameworks that regulate whether and how AI-based systems can be
trusted and used in practical setups.

After this latter manifesto, the Center for AI Safety has just published
new document entitled Existing policy proposals aimed at present and

uture harms’.27 The aim of this one-page document is to describe three
roposals that, in our view, promote AI safety. We follow with a short
nalysis of these proposals:

• Legal Liability for AI harms: The first issue highlighted in the
document is the need for establishing improved legal liability
frameworks for the accountability of damages caused by the
application of AI systems. GPAIS are also referred in the docu-
ment for the ill-advised implementation of legal exemptions to
absolve GPAIS developers of liability, as such exemptions could
unfairly shift the entire burden of responsibility from large cor-
porations to smaller actors, users and communities lacking the
necessary resources, access, and capabilities to effectively address
and alleviate all risks.

• Increased regulatory scrutiny : The second problem emphasized in
this document is the need for a greater regulatory inspection
during the development of AI systems, extending beyond the
application layer to encompass the entire product lifecycle. It
underscores the importance of holding companies responsible for
the data and design choices they make when developing these
models. In line with this proposal, increased transparency and
regulations over training data are crucial to address algorith-
mic bias effectively, and to prevent companies from unfairly
leveraging copyrighted materials through data modeling without
compensating their creators.

• Human supervision of automated systems: The third theme in the
document is the importance of human oversight in the imple-
mentation of HRAIs. Human oversight can contribute to lessening
potential concerns with bias and the propagation of false or
misleading information through AI systems. An explicit reference
is done to the EU’s regulatory proposal, with a positive emphasis
on the importance therein granted to the human oversight in the
deployment of HRAIs.

Our position, as we put it in this manuscript, is that ‘‘regulation is
key for consensus’’ among these diverging voices to cast light over

he shadows of modern AI technologies. For this to occur, technologies,
ethodologies and tools supporting the development, auditability and

ccountability of responsible AI systems are of utmost importance to
ope with high-risk scenarios and to meet regulatory constraints.

To finish this section, we pay attention to a final point made
y the authors of the paper [15]. Unfortunately, this road towards
onsensus is not exempt of their own risks. Indeed, conflating trust
nd trustworthiness with the acceptability of risks blurs the distinc-
ion between acceptability judgments made by domain experts and
he trustworthiness of AI systems implemented in society [15]. It has
een argued that trust is improbable to be produced on demand and
mpossible on command, as ‘‘trust engineering’’ may backfire and not
chieve its goal. Focused on trust and trustworthiness in AI in the public
ector, [15] argues on the four acute challenges facing the European
ommission’s attempt to signal the trustworthiness of AI through its
roposed regulation: the uncertainty about the antecedents of perceived
rust in public institutions that utilize AI; the threat of misalignment
etween trustworthiness and degrees of trust; concealed behavioral

27 Existing Policy Proposals Targeting Present and Future Harms, https:
/https://www.safe.ai/post/three-policy-proposals-for-ai-safety, accessed on
une 07th, 2023.
20
factors behind the acceptability of risks; and the need for impartial
intermediaries.

Despite these and other curves in the road, regulation can be an
unquestionable driving force to consolidate and put all these diverging
voices on the same page. Regulation has favored consensus about the
benefits and restrictions of technological advances that have evolved
faster than expected, permeating quickly into the society (e.g., social
networks, Internet or mobile communications). AI should not be an
exception. There is still a long way to go before we have fully aligned AI
technology and regulation, developing responsible AI systems adapted
to each risk scenario and fully leveraging the latest advances in the
field. For this to occur, the European regulatory model based on risk-
based use case scenarios can serve as a guiding light for the maturity
and implementation of ethical, legal and technical frameworks, fos-
tering the creation of industrial and institutional instruments (e.g. AI
sandboxes or AI ethics board [149]) that guarantee that AI-based
products and services comply with their requirements.

8. Concluding remarks

For years now, the ever-growing capabilities of AI-powered systems
have stimulated debates about the impact, benefits, implications and
risks brought by AI systems to the industry and society. The ground-
breaking potential of large generative AI models such as ChatGPT and
GPT4 has reinvigorated this debate, since their near general-purpose
capabilities learned from multimodal data can support a wide variety
of intended and unintended purposes and tasks, by generating con-
tent that is hardly distinguishable from that made by humans. This
notorious advance has reinvigorated the relevance and momentum of
trustworthy AI systems, particularly in what refers to (1) the ethical
usage of these models, and (2) the need for regulatory directives that
establish what, when and how AI systems can be adopted in practical
applications.

In this context, this manuscript has shed light on the principles,
pillars and requirements to be met by trustworthy AI systems to be
considered as such. To this end, we have departed from mature regula-
tion/supervisory frameworks developed around trustworthy AI (e.g. AI
Act) to provide clear definitions of all related concepts, placing em-
phasis on what each requirement for trustworthiness in AI stands for,
why they contribute to generating trust in the user of an AI-based
system, and how such requirements can be met technically. Regarding
the latter, a short tour over technological areas that can contribute
to each of these requirements has been offered. Our study has also
overviewed ethical principles for the development of AI, which es-
tablish an overarching set of recommendations that ensure that this
discipline will be advanced under social and ethical standards. The
study has been complemented by a discussion on practical aspects to
be considered in the design, development and use of trustworthy AI
systems, stressing on the importance of assessing their conformity to
regulations (auditability) and explaining how their decisions are issued
(accountability). These two practical aspects must be met by responsible
AI systems.

Further along this line, accountability and explainability have per-
meated deeply into the recommendations recently issued for the devel-
opment of trustworthy medical AI, a risk-critical sector in large demand
for trust when embracing new technological advances. Our analysis of
such recommendations has exposed that auditability and accountabil-
ity are at the core of the guidelines proposed in this area; together
with ethics, data governance and transparency. Medical AI exemplifies
the paramount relevance of considering all these requirements for
trustworthiness along the entire AI cycle.

For a given domain of practice, we need to assess the complete
scenario from the Trustworthy AI practical point of view, that
is, all essential elements audited in regulatory sandboxes for
scenario testing, together with clear accountability protocols.

https://https://www.safe.ai/post/three-policy-proposals-for-ai-safety
https://https://www.safe.ai/post/three-policy-proposals-for-ai-safety
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Above all, the development of responsible AI systems as the
final output of the chain is essential and must be the goal for
current AI designs and developments.

In summary, we hope that this paper serves as a reference for
esearchers, practitioners and neophytes who are new to the world
f AI, with interest in trustworthy AI from a holistic perspective. A
ell-rounded analysis of what trust means in AI-based systems and

ts requirements as the one offered in this manuscript is a key for the
esign and development of responsible AI systems throughout their life
ycle. We should not regulate scientific progress, but rather products
nd its usage. As we emphasize in this paper, regulation is the key
or consensus, and for this purpose, trustworthy AI and responsible AI
ystems for high risk scenarios are imperative, as they will contribute
o the convergence between technology and regulation, the advance of
cience, the prosperity of our economies, and the good of humanity,
ubject to legal requirements and ethical principles.
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