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Abstract 

Trust prediction in Social Networks is required to solve the cold start problem, which consists of 

guessing a Trust value when the truster has no direct previous experience on the trustee. Trust 

prediction can be achieved by the application of machine learning approaches applied to 

reputation features, which are extracted from the available Trust information provided by 

witness users. Conventional machine learning methods work on a fixed dimension space, so that 

variable size reputation information must be reduced to a fixed size vector. We propose and give 

validation results on two approaches, (1) a naïve selection of reputation features, and (2) a 

probabilistic model of these features. We report experimental results on trust prediction over 

publicly available Epinions and Wikipedia adminship voting databases achieving encouraging 

results. 

. Introduction 

Trust has been a traditional subject of study in four different areas of knowledge, namely 

social psychology [1], philosophy, economics and market research [4], however it is 

increasingly becoming a subject of research in technological domains, such as ad hoc 

networks [2], [5], [7], Medical Sensor Networks [14], Industrial Digital Ecosystems [9], 

and e-commerce [18]. There have been some efforts to produce mathematical definitions 

of trust [22], [10], however intuitive informal definitions, such as “the degree of 

subjective belief about the behaviors of (information from) a particular entity” [8], or “the 

expectation that a service will be provided or a commitment will be fulfilled” [15], are 

convenient for the purposes of this paper. Trust research can be organized [3] in four 

major areas: (1) policy-based trust, (2) reputation based trust, (3) general models of trust 

and (4) trust information resources, related with the following applications: networking, 

semantic web, computational models, game theory and agents, software engineering and 

information resources. The present paper deals with trust in a Social Network context. 

In Social Networks, trust is built from experience along a feedback process. The truster 

makes decisions based on trust built on the trustee part. Positive or negative results will 

maintain, increase or decrease the trust value. The cold start problem rises when there is 

no previous experience about the trustee behavior. Then, there is a need to predict the 

trust value [12] from indirect information, that is, from reputation information obtained 

from third party witness. Trust prediction can be formulated as a classification problem, 

where feature vectors are computed from the reputation information extracted from the 
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network. Although the trust relation between users is not transitive [7], [11], [21], 

reputation can be accepted as the best guess information that can be used to predict the 

trustworthiness of a trustee. In this paper we discuss specific reputation features that can 

be extracted from the social network for application of conventional machine learning 

classifiers to trust prediction, providing experimental results over benchmark databases. 

The paper is organized as follows: Section 2 describes the experimental databases and the 

feature extraction processes applied to obtain the reputation feature datasets. Section 3 

gives the experimental results. Finally, Section 4 gives some conclusions and directions 

of future research work. 

2. Experimental databases and reputation features 

2.1. The original databases 

We use two databases for experimentation which have been extracted from the Epinions 

and Wikipedia web sites and published for experimentation in the repository built by the 

Stanford Network Analysis Project http://snap.stanford.edu/ 

Epinions database: The Epinions site1 is a social webservice where users provide reviews 

of products of any kind, ranging from music up to perfumes or construction hardware. 

These reviews are the base for the establishment of trust relations between users. Trust is 

a binary variable taking values in  

: a truster user can choose to trust (1) or distrust (−1) another, the trustee. Negative trust values 

are not published in the web service, but the anonymized dataset provided for experimentation, 

which is available to the public,2 contains also negative Trust values. This dataset has 841,372 

data samples. Each sample is a triplet  

composed of two user indexing numbers (no personal data of any form is included) and 

the binary Trust value of the first user on the second user. Therefore, Trust relations define 

a directed graph, with weighted edges. Regarding class distributions, the database is 

unbalanced: 85.3% of instances are positive trust (717,667 triplets), while 14.7% are 

negative trust instances (123,705 triplets). This data base has been used previously to 

perform computational experiments of Trust models [19], [20]. 

Wikipedia database: Wikipedia is a free encyclopedia built by crowd-sourcing efforts 

from volunteers around the world. A small part of Wikipedia contributors are 

administrators, who are users with access to additional technical features that aid in 

maintenance. In order for a user to become an administrator a Request for adminship 

(RfA) is issued and the Wikipedia community via a public discussion or a vote decides 

whom to promote to adminship. The actual database3 employed in this paper has the 

following format: 

• •E: did the elector result in promotion (1) or not (0). 

• •T: time election was closed. 

• •U: user id (and screen name) of editor that is being considered for promotion. 

• •N: user id (and screen name) of the nominator. 

• •V: vote(1: support, 0: neutral, -1: oppose) user_id time screen_name. 
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For the work in this paper, the trust triplet  (A, B, t_ab) 

is built from three attributes: voting user, voted user and the vote value. Regarding the vote 

value, we are interested in two out of three possible vote values: 1 (support) and −1 (oppose). 

We ignore the vote “0”. For this reason, we reorganize the database as follows: each row has the 

three attributes mentioned before: [userA, userB, vote] 

In summary, we obtain a social network trust database containing 103,591 instances 

(78.83% for class “1” and 21.17% for class “−1”). We will make feature extraction from 

this database. 

Previous work on this database has been reported in [17], [16]. In the first work they 

investigated two theories of signed social networks: balance and status. These two 

theories make different predictions for the frequency of different patterns of signed links 

in a social network. In the second work, they investigated some of the underlying 

mechanisms that determine the signs of links in large social networks where interactions 

can be both positive and negative. 

2.2. Feature extraction 

From the original databases, we perform feature extraction in two different ways to obtain 

the reputation feature datasets, which will be published at the group׳s website4 for 

independent third party assessment of results and experimentation. From the original 

database of triplets, we build several databases of reputation features, consisting of the 

observation of the Trust values of related users. Each database entry is composed of a 

feature vector of specific dimension and the trust value to be predicted. Let us introduce 

some common notation: For each triplet (A, B, tAB) we construct a list of witness users, 

LAB = {C|(C,A, tAB) € D ̂  (C,B, tCD) € D} where D denotes the original database of triplets. 

The node A queries its trusted peers Ci about their trust on target trustee B. The 

computation of the feature extraction took several days due to the large database sizes 

and the need to perform exhaustive examinations. We did not record computation times 

precisely. 

 

2.2.1. Raw reputation vectors of fixed dimension 

Fig. 1 illustrates the reputation features provided by the witness and that are used to 

achieve the construction of the feature vector for a given (A,B) pair. Machine learning 

classifiers are often working in a data space of specific dimension, so that feature vectors 

are of fixed dimension. The set of witness that provide the reputation values may have 

any size. To solve this problem, a naive approach to the construction of the reputation 

database is as follows: Given feature vector dimension d, we discard the triplet (A,B, LAB) 

if | tAB |<d . If | LAB | > d, we perform a random selection of d witness nodes C obtaining 

L*AB such that | L*AB |. The input/output pair (X,Y) in the reputation feature database 

corresponding to triplet (A,B, tAB) is constructed such as X = { tCB | C € L*AB } and Y= 

tAB. We have considered d=3 and d=10 in the present paper, in other words, the input data 

X is a matrix of 3 or 10 columns. 
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Fig. 1. Unconditional reputation features of witnesses { Ci } on the trustee B. 

 

2.2.2. Probabilistic feature vectors 

Another approach to obtain fixed size feature vectors is to consider some functions on the 

variable size reputation sets obtained from the witness sets, i.e. some statistics. In this 

paper we consider probabilistic features which are the conditional probabilities of the 

witness trust on the trust of the truster on the witness. They are computed as follows: For 

each set of witness LAB we differentiate the following sets: 

 

These sets correspond to the possible kinds of paths linking the truster to the trustee 

through some witness. Fig. 2 illustrates these four possible paths. Then we can compute 

the following conditional probabilistic features of the reputation feature set: 
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Fig. 2. The four possible paths from truster A to trustee B through a witness C according to the 

trust labels used for the probabilistic reputation features. 

 

Therefore, we obtain a feature vector of low dimension (i.e., 4) that summarizes the trust 

information on the witness set. After calculation of the probabilistic feature vectors in the case 

of Wikipedia, we remove instances with NaN values, so that the final feature dataset has 75,760 

instances (78.45% of class “1”, and 21.55% of class “−1”). From the Epinions database, we obtain 

a dataset with 547,694 instances (89.01% of class “1”, and 10.99% of class “−1”), so that coverage 

of the Epinions database is 100% in the experiments. 

 

3. Experimental work and results 

Machine learning classification algorithm implementations are obtained from Weka.5 

Specifically, we have tested Naive Bayes (NB), Multilayer Perceptron (MLP), Radial 

Basis Function classifier (RBFC) and network (RBFN), Support Vector Machine (SVM), 

AdaBoost, and decision tree algorithms JRip and J48. Computational experiments consist 

of 10-fold cross-validation over the whole databases. We report overall average accuracy 

(OA), and per class recall (R) and precision (P) measures. The two classes considered are 

Trust (+1) and Notrust (−1). 
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3.1. Results on raw reputation features 

In the first experiment, we build classifiers over raw reputation feature vectors of static 

size. Feature vectors are composed of the trust (1) and distrust (−1) values of the witness 

users towards the trustee. The class distributions are very imbalanced, which account for 

the poor recall and precision results of the Notrust class, and the corresponding low OA. 

We also report results after the application of database balancing techniques, i.e. SMOTE 

described below, which improve the performance over the Notrust class. 

SMOTE: Synthetic Minority Over-sampling Technique (SMOTE) [6] consists in the 

generation of new samples of the minority (less frequent) class in order to obtain a more 

balanced representation of the classes. Instead of performing a re-sampling with 

replacement from the original database, which only introduces repetitions of the already 

sampled points in the feature space, SMOTE performs interpolation processes in order to 

generate new sampling points in feature space. Mere replication of sampling points do 

not alter the decision boundary. SMOTE works in feature space by the following process 

for each minority class sample (or a random subset of them): X0: 

 

This process can be tuned specifying the number of nearest neighbors. SMOTE can be 

used in combination with majority class under-sampling (removing samples). Notice that 

SMOTE may “fill the gaps” in data distributions that show disperse connected regions. 

3.1.1. Results 

Table 1, Table 2, Table 3, Table 4, Table 5 provide results on the Epinions and Wikipedia 

datasets of raw reputation features of vector dimension 10 and 3. The effect of database 

imbalance is stronger for the Wikipedia database. Table 1, Table 3 present the results 

without the application of the SMOTE preprocessing. The OA values are heavily 

influenced by the Trust class success, in Epinions the OA average for 10 and 3 features 

(there is not significant difference due to feature size) is 93% in Table 1, and 90% in the 

Wikipedia database. In the latter, results for Notrust class are zero for all classifiers and 

feature sizes. The application of SMOTE does not improve the OA, in fact it goes down 

to 89% in Epinions (Table 2) and to 76% in Wikipedia (Table 4), however there is a clear 

improvement on the Notrust classification in recall and precision of Notrust which can 

compensate the worsening for Trust if the cost of false Trust is much higher than that of 

false Notrust. Additional iterations of SMOTE do not improve the OA, and continue the 
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decrease/increase of recall and precision for the Trust/Notrust class, as shown in Table 5 

where Notrust reaches 73% recall for 10 features and 55% recall for 3 features. The effect 

of feature size is also greater for Wikipedia than for Epinions database. 

 

Table 1. Results of cross-validation experiments on the raw reputation features of the 

Epinions database without SMOTE preprocessing – 10 and 3 features. 

 

 

Table 2. Results of cross-validation experiments on the raw reputation features of the 

Epinions database after one SMOTE iteration of database balancing – 10 and 3 features. 
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Table 3. Results of cross-validation experiments on the raw reputation features of the 

Wikipedia database without SMOTE preprocessing – 10 and 3 features. 

 

 

Table 4. Results of cross-validation experiments on the raw reputation features of the 

Wikipedia database after one SMOTE iteration – 10 and 3 features. 
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Table 5. Results of cross-validation experiments on the raw reputation features of the 

Wikipedia database after two SMOTE iteration – 10 and 3 features. 

 

3.2. Results on probabilistic reputation features 

As shown in Table 6, carrying a 10-fold cross-validation experiment over the probabilistic 

reputation features we achieve performance results close to perfect measured in average 

overall accuracy (OA), F1score (F1), and area under the ROC (AUC). The differences 

between the different classifiers are minimal, not significant in the statistical sense (t-

test). The reason for such spectacular success is the fact that the probabilistic features are 

greatly discriminant of the classes in the problem at hand, as can be appreciated by 

inspection of Fig. 3, Fig. 4 showing the class conditional a priori distributions of the 

values of each probabilistic feature, where Magenta corresponds to the Trust class and 

blue to the Notrust class. In all plots, the separation of classes is very clear making the 

problem very easy for conventional classifiers. 
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Table 6. Average performance results of cross-validation experiments with different 

classifiers over the probabilistic reputation features. (OA) Overall accuracy, (F1) F1 

score, (AUC) area under the ROC. 
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The final experiment with the probabilistic reputation features is aimed to test the ability 

of the classifier to stand in face of the expected continuous increase in size of the social 

network. To that end, we train the classifiers with a small training set and test them over 

the remaining database. The smaller the training set, the earlier the life of the social 

network. We repeat the training and testing 10 times to obtain average values. Fig. 5 

shows the plot of the average accuracy obtained over the Epinions and Wikipedia 

reputation features. The percentages of training data go from 1% up to 99%. With the 

Epinions database, all classifiers achieve an accuracy of 100% from the smaller training 

set 1%. However, with Wikipedia we find the following: 

• • AdaBoost gets an accuracy of 100% for all training set sizes. 

• • NaiveBayes gets an accuracy of 99.2387% with a training size of 1%. Increasing 

training data size until 38% of the database, the accuracy is improved up to 

99.2665%. With training sizes greater than 39% the accuracy reaches 100% (Fig. 

5(b)). 

• • The remaining classifiers reach an accuracy of 99.99% from a training data of 

1% until 58% with little improvement. For training sizes above 59% the accuracy 

is 100% (Fig. 5(a)). 
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Fig. 5. Average accuracy obtained with training sets of increasing size expressed as percentage 

of the total database to train classifiers. (a) Joint plot of most classifiers on Epinions and 

Wikipedia databases. (b) Specific plot of Naïve Bayes results over the Wikipedia database. 

 

4. Conclusions and future work 

This paper introduces a Trust prediction system based on reputation features obtained 

from the trust values assigned by witness truster users to the trustee. The system has been 

demonstrated over two benchmark trust databases in the public domain, extracted from 

the Epinions and Wikipedia sites, respectively. We tested two kinds of features, raw 

reputation vectors and probabilistic reputation features. The former features lead to 

classification systems that are heavily influenced by the database imbalance. Attempts to 

improve results applying a SMOTE approach do not improve the overall accuracy, but 

provide improvements on the prediction of the minority class, the Notrust class. The 

probabilistic reputation features provide excellent results reaching 100% in both 
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databases. The major inconvenient is that their coverage of the Wikipedia database is 

small due to the existence of many singularities in the computation of the probabilities. 

The resiliency of the classifiers based on the probabilistic features to social network 

growth has been assessed by performing training experiments with very small training 

datasets, achieving optimal results even then. 

Future work will be carried out within the framework of the SandS European project,6 

where the authors are working towards the development of a social network of home 

appliance users (named Eahoukers in the project) [13]. The goal is that the Eahoukers 

benefit from the socially generated knowledge to deal with the home appliances in a 

domestic environment. Trust prediction is relevant for SandS in three ways: (a) for the 

identification of rogue users that may try to sabotage competitors׳ appliances, (b) to assess 

the quality of the recommendations coming from specific users, and (c) to build the 

consensus between users. The Trust prediction system presented in this paper will be 

useful to assess the recommendations from other users in the elaboration of appliance use 

recipes. The final system will be a recommendation system enhanced by Trust prediction. 
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