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Abstract 20 

Method validation is a mandatory step in bioanalysis, to evaluate the ability of developed methods 21 

in providing reliable results for their routine application. Even if some organisations have developed 22 

guidelines to define the different parameters to be included in method validation (FDA, EMA); 23 

there are still some ambiguous concepts in validation criteria and methodology that need to be 24 

clarified. The methodology to calculate fundamental parameters such as the limit of quantification 25 

has been defined in several ways without reaching a harmonised definition, which can lead to very 26 

different values depending on the applied criterion. Other parameters such as robustness or 27 

ruggedness are usually omitted and when defined there is not an established approach to evaluate 28 

them. Especially significant is the case of the matrix effect evaluation which is one of the most 29 

critical points to be studied in LC-MS methods but has been traditionally overlooked. Due to the 30 

increasing importance of bioanalysis this scenario is no longer acceptable and harmonised criteria 31 

involving all the concerned parties should be arisen. 32 

The objective of this review is thus to discuss and highlight several essential aspects of method 33 

validation, focused in bioanalysis. The overall validation process including common validation 34 

parameters (selectivity, linearity range, precision, accuracy, stability...) will be reviewed. 35 

Furthermore, the most controversial parameters (limit of quantification, robustness and matrix 36 

effect) will be carefully studied and the definitions and methodology proposed by the different 37 

regulatory bodies will be compared. This review aims to clarify the methodology to be followed in 38 

bioanalytical method validation, facilitating this time consuming step. 39 
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1. Introduction 41 

Method validation is a necessary process to demonstrate that an analytical method is suitable for its 42 

intended use, thus, that it can offer accurate, precise and reproducible results. These reliable results 43 

are essential for bioavailability, bioequivalence, pharmacokinetic, pharmacodynamics or 44 

toxicological studies where analytes must be quantified in biological matrices such as urine or 45 

plasma. Consequently, method validation is a crucial step in bioanalysis and essential for 46 

laboratories to adhere to current Good Manufacturing Processes (GMP), Good Laboratory Practices 47 

(GLP) or International Organisation for Standardisation (ISO) regulations, such as ISO17025 [1] 48 

and ISO15189 [2]. Nowadays several regulatory bodies deal with bioanalytical validation and even 49 

though there are still some divergences, a relative consensus has been reached by the scientific 50 

community. Nevertheless, the continuous advances in instrumentation and the emergence of more 51 

demanding analytical challenges make bioanalysis a field in permanent evolution. Therefore, 52 

method validation guidelines should keep up with this progression in order to cope with real 53 

requirements, and to this end the participation of all the concerned parties (pharmaceutical industry, 54 

statisticians, analytical chemists, academicians…) is imperative. 55 

The first attempt to harmonise bioanalytical validation dates back to 1990, when the United States 56 

Food and Drug Administration (FDA) and the American Association of Pharmaceutical Scientists 57 

(AAPS) sponsored the first bioanalytical method validation workshop in Crystal City (Arlington, 58 

VA). The aim of this workshop was to reach a consensus on the requirements in validation for 59 

analytical methods focused on bioavailability, bioequivalence and pharmacokinetic studies. 60 

Parameters considered essential were set (stability, accuracy, precision, sensitivity, specificity, 61 

response and reproducibility) and the outcome of this workshop was well received by the scientific 62 

community eager of a harmonised policy to work with. In consequence, the report of this workshop 63 

published in 1992 [3] became the basis of nowadays bioanalytical validation and the starting point 64 

for a stimulating discussion. Soon, due to the importance of method validation and the great 65 



advances made in this field during the following years, the need for an official document became 66 

apparent, and finally, in 1999 the FDA issued the “Draft Guidance for Industry: Bioanalytical 67 

Method Validation” [4]. Shortly after, the FDA and AAPS organised the second Crystal City 68 

workshop in order to discuss the draft and give the scientific community a chance of sharing the 69 

experience accumulated over the 10 years elapse since the first workshop took place. New topics 70 

such as partial, full and cross-validation were discussed; stability experiments were studied more in 71 

depth and flourishing hyphenated mass spectrometry techniques (MS) were addressed. The 72 

summary of this workshop was published in 2000 [5] and it became the backbone for the official 73 

“Guidance for Industry: Bioanalytical method validation” issued in 2001 [6]. 74 

This document can be considered the cornerstone of bioanalytical validation since many 75 

laboratories standardised their validation procedures following this guideline and the later proposals 76 

for new guidelines used it as reference. Nevertheless, analytical chemistry and drug analysis are in 77 

an unceasing development and therefore new worries and problems are continuously emerging. This 78 

is so that after the publication of the guidance two new Crystal City meetings were organised in 79 

2006 and 2008 and their respective white papers published in order to complete the initial guideline 80 

[7, 8]. The first one dealt with some questions that remained unresolved such as metabolite and 81 

stability studies, carryover and especially, matrix effect (ME) [9]. In this workshop incurred sample 82 

reanalysis (ISR) was discussed for the first time [10] but it was not until 2008 workshop that this 83 

topic was carefully studied. The white papers arising from these workshops are widely accepted by 84 

the scientific community despite not being official documents. Nevertheless and after more than 10 85 

years the FDA needed to release an update of the validation guideline. Therefore, the draft of the 86 

guideline update was published in September 2013 [11]. The AAPS called the scientific community 87 

for a new workshop held in Baltimore in December 2013 where the FDA draft was carefully 88 

studied. As expected, a vivid discussion about hot topics such as validation of biomarkers, 89 



endogenous compounds or anticoagulant change took place. Once the outcome of this conference is 90 

considered, the final guide will be released. 91 

Besides FDA other regulatory agencies and organisations have dealt with bioanalytical method 92 

validation. In Europe, this field was to some extent covered by the International Conference on 93 

Harmonisation of Technical Requirements for Registration of Pharmaceuticals for Human Use 94 

(ICH) “Validation of Analytical Procedures Q2 (R1)” [12], developed between 1994 and 1996 by 95 

experts on method validation from European Union, Japan and USA. Nevertheless, this guideline is 96 

addressed to identification tests, control of impurities or active ingredient quantification. Obviously 97 

the European Union needed an official document to establish the regulation for bioanalytical 98 

validation and consequently, in December 2008 European Medicines Agency (EMA) released the 99 

“Concept paper/recommendations on the need for a guideline on the validation of bioanalytical 100 

methods” [13]. Immediately the European Bioanalysis Forum (EBF), an organisation comprised of 101 

bioanalytical scientists working within the pharmaceutical industry, expressed their concern about 102 

the possibility of contradiction between this new guideline and the world-widely recognised FDA 103 

guidance [14]. When the draft guidance was released in November 2009 [15] a lively discussion 104 

arose again and several meetings were organised in order to achieve a more harmonised document 105 

[16-20]. In this framework the Global Bioanalysis Consortium (GBC) was founded with the idea of 106 

merging all the existing and emerging bioanalytical guidances in a unified consensus document 107 

[19]. The GBC is a worldwide organisation of representatives of scientific associations with a well-108 

coordinated organisation involving different harmonisation teams that are connected to the Steering 109 

Committee via the Scientific Leadership team [21]. Besides all the aforementioned there are other 110 

organisations which deal with bioanalytical validation, either organising frequent workshops and 111 

conferences such as the Canadian Calibration and Validation group (CVG) [22-27] and the Global 112 

CRO Council (GCC) [28] or developing domestic guidelines such as Brazilian ANVISA (Agência 113 



Nacional de Vigilância Sanitária) [29], Japanese MHLW (Ministry of Health, Labour and Welfare) 114 

[30] or Spanish AEFI (Spanish Association of the Industry Pharmaceutics) [31]. 115 

The numerous meetings organised yearly around bioanalytical validation evidence the importance 116 

of the topic as well as the lack of consensus in some important issues which need to be further 117 

discussed and agreed. This review aims to summarise the different approaches around validation 118 

parameters in a clarifying way, providing clear information about the whole validation process but 119 

with special focus in the most controversial validation parameters: robustness, lower limit of 120 

quantification (LLOQ) and matrix effect, since according to our experience, these are the most 121 

ambiguous or overlooked parameters.  122 

To our knowledge this is the first work that includes relevant aspects from the worldwide 123 

recognised FDA, EMA and ICH official guidelines plus ANVISA, MHLW and AEFI domestic 124 

guides. In addition it includes first comments on FDA guideline update draft.  125 

2. Bioanalytical method validation 126 

As aforementioned, method validation is the process through which the reliability of a method to 127 

quantify an analyte in a certain matrix is demonstrated. Depending on the previous degree of 128 

development of the method to be validated this process is more or less exhaustive leading to three 129 

different types of method validation: full, partial and cross-validation. 130 

When a method is implemented for the first time or a new drug or metabolite is included a full 131 

validation is mandatory. According to FDA, a full validation should study all the fundamental 132 

parameters including accuracy, precision, selectivity, calibration curve, sensitivity, reproducibility 133 

and stability. In addition, EMA adds matrix effect to these fundamental parameters. In general, this 134 

kind of validation is necessary for each matrix and species under study and it should be carried out 135 

in the same matrix and using the same anticoagulant (if the matrix should be blood/plasma) as the 136 

study samples. Only an alternative matrix can be used if justified, as is the case of the rare matrices. 137 



Usually, before a full validation is carried out a pre-validation process is necessary in order to 138 

characterise some parameters. The most important step during pre-validation is the definition of the 139 

lower and upper limits of quantification (quantification range) and the response function to be used 140 

during the validation. Additionally the number of calibration standards needed to build the 141 

calibration curve, recovery (REC) and selectivity can be evaluated [32, 33]. 142 

Sometimes minor changes are made to a previously validated method such as transfer between 143 

laboratories, change in concentration range, change in sample processing procedure, change in 144 

storage conditions… In these cases a full validation may not be necessary and a partial validation 145 

may be enough. According to the guidelines, the validation process to be carried out during partial 146 

validation can range from as little as the determination of the within-run precision and accuracy, to 147 

an almost full validation. The absence of an established protocol means that the validation process 148 

will rely on the criterion of the analyst. 149 

Some of the minor changes that lead to a partial validation can be controversial. For example, even 150 

if EMA states that “generally a full validation should be performed for each species and matrix 151 

concerned” partial validation may be enough for a change in animal species or matrix. Anyway, 152 

when an extrapolation between animal species is carried out species-specific metabolism should be 153 

taken into consideration and when a change in matrix within species is performed it must not affect 154 

the outcome of the study [20]. There is still a lack of consensus regarding the anticoagulant change 155 

(for example from heparin to EDTA), even if it is clear that at least a partial validation must be 156 

carried out there is not full agreement regarding the use of the same anticoagulant with different 157 

counter-ion (for example sodium heparin and lithium heparin) [7, 24]. A survey carried out among 158 

15 EBF companies showed that a change in counter-ion has not impact on assay performance and 159 

therefore they concluded that plasma samples containing same anticoagulant with different counter-160 

ion should be regarded as equal matrices [34, 35]. This point was also a matter of discussion during 161 

the 5th Workshop on Recent Issues in Bioanalysis organised by the CVG [26] where they 162 



recommended a benchtop stability study on matrix despite the fact that it has been demonstrated 163 

that the change in the counter-ion does not affect the sample beyond a slight change in the pH.  164 

Finally, the last type of validation is cross-validation [36]. It consists in a comparison of the 165 

validation parameters of two or more different analytical procedures that are used in the same study. 166 

It can consist of a comparison between methods using different analysis techniques (LC-MS/MS vs 167 

ELISA) or between laboratories using the same method. According to EMA for the cross-validation 168 

the same quality control (QC) samples should be analysed by the different methods (laboratories) 169 

and the results cannot differ more than a 15%. 170 

3. Validation parameters 171 

Along this section the different parameters that should be evaluated in bioanalytical method 172 

validation for chromatographic assays will be studied. This review will be mainly focused on the 173 

guidelines published by the two main regulatory agencies in bioanalysis: “Guideline on 174 

bioanalytical method validation” by EMA [37] and “Guidance for Industry: Bioanalytical Method 175 

Validation” by FDA. For the latter, the document presented in 2001 [6] and the white papers issued 176 

in 2007 [7] and 2009 [8] will be discussed. The guideline update, which draft has been recently 177 

published [11], will be also taken into account but always bearing in mind that it is still in the 178 

review phase. Other documents regarding method validation will also be taken into consideration 179 

such as “Validation of analytical procedures: text and methodology Q2(R1)” [12] by ICH, “Guide 180 

for validation of analytical and bioanalytical methods (RE 899/2003)” [38] and “Dispõe sobre os 181 

requisitos mínimos para a validação de métodos bioanalíticos empregados em estudos com fins de 182 

registro e pós-registro de medicamentos (RDC 27/2012)” by Brazilian ANVISA [29], “Draft 183 

Guideline on Bioanalytical Method Validation in Pharmaceutical Development” [30] by Japanese 184 

MHLW, “Validation of Analytical Methods” [31] by Spanish AEFI and “The Fitness for Purpose 185 

for Analytical Methods. Laboratory Guide to Method Validation and Related Topics” by 186 

EURACHEM [39]. 187 



One of the main drawbacks of all these guidelines is that they are rather conceptual and even if they 188 

define validation criteria the methodology to carry out the validation procedure is not precise 189 

enough. In order to fill this gap, and help the professionals from the pharmaceutical industry the 190 

“Société Française des Sciences et Techniques Pharmaceutiques” (SFSTP) elaborated a validation 191 

procedure proposal with a smart and careful experimental design which has also be taken into 192 

consideration in this work [33, 40-42]. 193 

3.1. Selectivity and Specificity 194 

These two parameters that are closely related are usually inappropriately interchanged [43]. Both 195 

FDA and EMA agree in the definition of selectivity as the ability of a bioanalytical method to 196 

measure and differentiate the analyte(s) of interest and internal standard (IS) in the presence of 197 

components which may be expected to be present in the sample. On the other hand, EMA defines 198 

specificity as the ability to measure the analyte unequivocally in the presence of other compounds, 199 

either exogenous or endogenous, in the matrix. Even if the difference between both terms is 200 

apparently faint, a clear distinction should be made: selectivity is a parameter that can be graded 201 

whereas specificity is absolute [44-48]. Selectivity is the measure of the extent to which an 202 

analytical method can determine an analyte without interference from other compounds. Only when 203 

a method is perfectly selective for the analyte it is considered specific. Very few methods are 204 

specific and therefore selectivity is considered to be the best term to be used in validation. 205 

Main guidelines agree in the methodology for selectivity studies. At least six independent sources of 206 

the same matrix should be used and the response of the interferences compared to the signal of the 207 

analyte at the LLOQ. ANVISA RDC 27/2012 is more exhaustive and specifies that from the 6 208 

different sources one should be hyperlipidaemic if the matrix is whole blood and one 209 

hyperlipidaemic and another one hemolysed if the matrix is plasma. The response of the 210 

interference should be lower than 20% the response of the analyte at the LLOQ and 5% the 211 

response of the IS. EMA allows the use of a smaller number of different sources if the matrix is 212 



considered rare, and FDA does it if LC-MS methods are used. In this case, checking the matrix 213 

effect is encouraged in order to demonstrate that precision and sensitivity are not affected. 214 

Regardless the detection method used, the authors recommend checking the selectivity in at least 6 215 

different sources especially when low molecular mass analytes or complex matrices are to be 216 

analysed. 217 

The regulatory agencies also propose a second approach for the study of selectivity based on the 218 

investigation of potential interfering substances, such as metabolites, degradation compounds or 219 

concomitant medication. This is a common practice in industry, where effect of co-medication is 220 

widely studied according to a survey carried out by EBF [49]. On the other hand, very few scientific 221 

papers follow this approach [50-53]. Ansermot et al. studied the selectivity of a method for the 222 

quantification of selective serotonin reuptake inhibitors by spiking plasma samples with 63 common 223 

medications in the psychiatric population [52]. They found out a potential interference with the 224 

same retention time and m/z as the analyte and optimised the fragmentation of the confirmation ion 225 

in order to avoid false positives in routine analysis. Hu et al. found out that the hydroxylated 226 

metabolite of the brominated hypoglycemic agent G004 interfered with the parent drug after in-227 

source dehydration by analysing incurred samples [53]. It is evident that this infrequent 228 

methodology offers complementary information about method selectivity and therefore it should be 229 

considered especially when metabolites or degradation products are available and common co-230 

prescribed drugs known. 231 

3.2. Accuracy 232 

According to the Joint Committee for Guides in Metrology [54] accuracy of an analytical method is 233 

defined as the closeness of agreement between a measured quantity value and a true quantity value 234 

of a measurand. In the FDA guideline text accuracy is defined as the closeness of mean test results 235 

obtained by the method to the true value (concentration) of the analyte. This definition, which 236 

involves the mean of some replicates, is misleading and corresponds to trueness, as it has been 237 



discussed in depth by Rozet et al. [43, 55]. According to ISO definition, accuracy involves both 238 

random error and bias while trueness only reflects the bias of the analytical method [56]. Therefore, 239 

by using the methodology described in the guidelines, trueness of the analytical method is 240 

calculated instead of the accuracy. This inadequate definition of accuracy is thoroughly accepted in 241 

bioanalysis as it can be observed in different guidelines and publications. Nevertheless, in order to 242 

achieve a harmonised definition in the frame of the analytical validation this term should be 243 

reviewed in the close future. 244 

The regulatory organisations recommend to measure accuracy using a minimum of 5 replicates at 245 

least at three different concentrations (QC samples) covering the whole calibration range: within 3 246 

times the LLOQ, near the centre, and close to the upper calibration point. Taking into account the 247 

allowed error, the authors suggest setting the upper QC sample concentration between 75% and 248 

85% of the upper calibration point in order to avoid extrapolation. Besides this three concentration 249 

levels, EMA and ANVISA ask to measure accuracy at LLOQ. Within-run (intra-batch) accuracy and 250 

between-run (inter-batch) accuracy should be evaluated and expressed as Relative Error (%RE). 251 

The deviation (in percentage) of the mean from the true value should be less than 15% except for 252 

LLOQ where up to 20% of error is accepted. For between-run accuracy at least 3 runs analysed on 253 

at least two days should be used. 254 

3.3. Precision 255 

Precision is defined as the closeness of agreement between a series of measurements obtained from 256 

multiple sampling of the same homogenous sample under the prescribed conditions and it is 257 

expressed as relative standard deviation or absolute coefficient of variation (%CV) (ratio between 258 

standard deviation and mean, multiplied by 100). The %CV should not exceed 20% for the LLOQ 259 

or 15% for the rest of the QC samples. Precision can be evaluated with the same experiments used 260 

for the determination of the accuracy. In this way, within-run (intra-batch) precision assesses 261 

precision during a single analytical run and between-run (inter-batch) precision measures the 262 



precision with time. Despite FDA suggesting that the between-run precision may involve different 263 

analysts, equipment, reagents and laboratories, the inter-laboratory study of the precision fits better 264 

with the term reproducibility used in the glossary of the guideline.  265 

In the guidelines for analytical method validation, ICH and ANVISA classify precision in a more 266 

unambiguous way by defining repeatability, intermediate precision and reproducibility. In this way, 267 

repeatability assesses precision under the same operating conditions within a short period of time 268 

and would be equivalent to within-run precision. Intermediate precision expresses within laboratory 269 

variations (different days, analysts or instrumentation) and would be equivalent to between-run 270 

precision without considering different laboratories. Finally, reproducibility is the precision inter-271 

laboratory and involves collaborative studies. These organisations are less demanding in terms of 272 

number of replicates and request a minimum of three determinations per concentration level. This 273 

classification is unequivocal and avoids the confusion in inter-batch precision that can derive from 274 

FDA and EMA definitions. Reproducibility and intermediate precision are closely related to 275 

robustness and ruggedness, in fact ICH defines reproducibility as ruggedness, but this point will be 276 

thoroughly discussed in the following section. 277 

3.4. Robustness and Ruggedness 278 

Robustness and ruggedness are terms related to the ability of a given method to provide reliable 279 

results despite variations in the analysis conditions. Nevertheless, there is considerable confusion in 280 

the scientific literature with regard to the use of the terms robust and rugged and the associated 281 

characteristics robustness and ruggedness as applied to the description of analytical methods. This 282 

confusion does not only take place in the pharmaceutical or bioanalytical field but also in others 283 

such as environmental or food analysis. Differences between these terms have not been properly 284 

defined by IUPAC, ISO or similar bodies. Indeed, within IUPAC documents, confusion exists 285 

within the use of ruggedness as implying an inter-laboratory use, or a single-laboratory situation 286 

[57]. The most accepted and used definitions for robustness and ruggedness are given by ICH and 287 



the U.S. Pharmacopeial Convention (USP). ICH defines robustness as follows: “The robustness of 288 

an analytical procedure is a measure of its capacity to remain unaffected by small, but deliberate 289 

variations in method parameters and provides an indication of its reliability during normal usage” 290 

[12]. Therefore a study of robustness will involve an investigation into the effect of these small, but 291 

deliberate variations. The USP has accepted the ICH definition for robustness and defines 292 

ruggedness as: “The ruggedness of an analytical method is the degree of reproducibility of test 293 

results obtained by the analysis of the same samples under a variety of conditions such as different 294 

laboratories, different analysts, different instruments, different lots of reagents, different elapsed 295 

assay times, different assay temperatures, different days, etc. Ruggedness is normally expressed as 296 

the lack of influence of operational and environmental factors of the analytical method. Ruggedness 297 

is a measure of reproducibility of test results under the variation in conditions normally expected 298 

from laboratory to laboratory and analyst to analyst” [58]. As can be seen in the definition, the 299 

ruggedness test could be performed without deliberately changing the method parameters but only 300 

under different test conditions. Afterwards, their influences can be evaluated using a nested design 301 

or nested Analysis of Variance (ANOVA). In fact, this definition is equivalent to that for 302 

intermediate precision or reproducibility already mentioned in section 3.3. In this sense, is 303 

moderately considered by some authors [59] that ruggedness is a property hierarchically above 304 

robustness as put forward by the Canadian Drugs Directorate in their three level testing system. In 305 

this system, Level I refers to the ICH definition of robustness and should include verification of 306 

repeatability by using a second analyst. In Level II testing, the effects of more severe changes in 307 

conditions are examined when the method is intended to be applied in a different laboratory with 308 

different equipment. Level III considers "a full collaborative testing", which is rarely done. On the 309 

other hand, other researchers such as Youden and Steiner [60] used the term ruggedness test for an 310 

experimental set-up that examines influences of minor but deliberate and controlled changes in the 311 

method parameters on the response, in order to detect those factors with a large influence (non-312 

rugged factors). In fact, Youden and Steiner’s ruggedness test application could be more related 313 



with robustness as described by ICH. As can be seen, several definitions for robustness or 314 

ruggedness exist which are, however, closely related and, in some cases, exchanged. 315 

As it has been already mentioned the main objective of validation of bioanalytical methods is to 316 

demonstrate that the procedure is suitable for its intended purpose. For this reason, if a bioanalytical 317 

method is to be used routinely it needs to be robust so that the results obtained are reliable 318 

regardless small methodological variations. Although the robustness/ruggedness could be a 319 

significant parameter to be studied during the optimisation or validation step in bioanalysis, neither 320 

of these parameters are taken into account in the most important bioanalytical validation guidelines. 321 

According to FDA, bioanalytical method validation should include all the procedures/parameters 322 

that could make it reliable and reproducible for the intended use [6]. Nevertheless, neither 323 

robustness nor ruggedness is mentioned along the guide and no recommendation has been included 324 

regarding the study of the influence of small variations or different conditions. EMA guideline also 325 

omits robustness and ruggedness. On the other hand, both guidelines ask for a partial validation 326 

when methods are transferred between laboratories, which could be an unstated alternative to check 327 

the ruggedness (as defined by USP) of an initial bioanalytical method.  328 

In contrast, ANVISA guideline [38] provides detailed information about robustness, which is 329 

defined according to ICH and is supposed to be evaluated before the validation step by studying the 330 

main parameters susceptibility to variations. Depending on the analytical methodology used 331 

(spectrometry, liquid chromatography or gas chromatography) the guide recommends checking 332 

different parameters. For example, in the case of LC, parameters that could affect to robustness are 333 

the pH variation of the mobile phase, variation in the composition of the mobile phase, different 334 

batches or column manufacturers, temperature and flow of mobile phase. It should be noted that 335 

these recommendations do not apply to identification or performance purpose methods.  336 

Although the literature cited above refers almost exclusively to drug analysis and bioanalysis, the 337 

clear distinction between the descriptors robust and rugged is of wider application to other fields of 338 



analysis under regulation, such as those of human foods, animal feed, environmental samples and of 339 

articles subject to tariff/customs control. In this sense, the council directive 96/23/ CE [61] lays down 340 

measures to monitor drugs and pharmaceuticals, among others, in live animals and animal products. 341 

Although strictly speaking it is not a guide in the bioanalytical field, it could be a great example of 342 

discussion about how robustness should be considered during the validation of the analytical 343 

procedures. This directive defines ruggedness (in the same way as ICH robustness) as “the 344 

susceptibility of an analytical method to changes in experimental conditions which can be expressed 345 

as a list of the sample materials, analytes, storage conditions, environmental and/or sample 346 

preparation conditions under which the method can be applied as presented or with specified minor 347 

modifications. For all experimental conditions which could in practice be subject to fluctuation (e.g. 348 

stability of reagents, composition of the sample, pH, temperature) any variations which could affect 349 

the analytical result should be indicated.”. Furthermore, not only is given the definition but also some 350 

recommendations about how the analytical method should be tested. This directive suggests the 351 

inclusion of relevant changes in the robustness study such as stability of reagents, sample 352 

composition, pH or temperature. Besides that, unlike with all previous guides, according to this 353 

directive responses of these changes should be analysed by means of, for example, Youden focus [60]. 354 

Briefly, according to this methodology, the average differences between measurements under normal 355 

conditions and measurements under slight metrological changes are compared. The standard 356 

deviation of the sum of the quadratic differences should be less than the reproducibility standard 357 

deviation of the validated method. If this assumption is satisfied, the robustness of the method is 358 

assured [61]. In summary, in this particular case there are not only some suggestions to check the 359 

parameters relative to robustness but also, as well as in the case of other parameters such as 360 

reproducibility or accuracy, minimum tabulated levels to assure the applicability of analytical 361 

methods. 362 

3.4.1. Methodological approach 363 



If a partial literature revision of the last 5 years articles related to bioanalytical validation methods is 364 

carried out, only in approximately 20% of the total cases, a robustness study was performed by the 365 

authors [62-67]. Some of the authors explain that the lack of these studies is due to the fact that 366 

according to the guides they followed, robustness test was not required. In other works, robustness 367 

(following USP ruggedness concept) has been studied as a part of a reproducibility study but not 368 

deeply. In the articles in which a proper robustness study is performed it is carried out by means of 369 

One Variable At a Time (OVAT) procedures [68-70]. In this cases method overall precision, 370 

chromatographic resolution or peak symmetry are evaluated for changes in factors such as flow 371 

rate, wavelength, column temperature, pH of buffer and organic content in mobile phase as a 372 

measure of robustness. Briefly, levels of a given factor are varied while keeping the other factors at 373 

method working (nominal) levels to evaluate the effect of the former factor on the method 374 

response(s). This classical approach can be fast (only if few factors are studied), easy and applicable 375 

for bioanalytical methods [71, 72], but is not recommended for robustness testing [73] since 376 

interactions among factors are not taken into account. Moreover, when robustness tests are 377 

performed following this procedure, they are usually carried out at a late stage in the method 378 

validation probably due to the relationship between robustness/ruggedness concepts and 379 

reproducibility of the method, for which inter-laboratory studies are commonly performed in the 380 

final stage of the validation process. However, performing a robustness test at this point involves 381 

the risk of finding out a lack of robustness of the method too late, which involves that it should be 382 

redeveloped and reoptimised. At this stage much effort and money have already been spent in the 383 

optimisation and validation, and therefore this is an incident to be avoided.  384 

A different approach to study robustness which is spreading lately and overcomes OVAT 385 

methodology drawbacks is based on the use of experimental designs. This option has large 386 

advantages compared to univariate treatment. When applying an experimental design, the effect of a 387 

given factor is calculated at several level combinations of the other factors, while with the OVAT 388 



approach it is performed only at one level. Thus, in an experimental design, a reported factor effect 389 

is an average value for the whole domain, and it represents more globally what is happening around 390 

the nominal situation. Moreover, the univariate approach requires more experiments, especially 391 

when the number of examined factors becomes larger, and the importance of factor interactions 392 

cannot be taken into account. Design of Experiments (DoE) with predictive probability is a very 393 

innovative framework to simultaneously optimise the separation and estimate the method 394 

robustness over the experimental domain. Vander Heyden and co-workers explain thoroughly the 395 

use of DoE for robustness testing during validation step in a brilliant guidance [73]. In Figure 1, the 396 

steps they propose for a robustness/ruggedness test can be observed. 397 

According to this author, regardless robustness is investigated as part of the development of the 398 

method, at the end of method development during optimisation, or after method development 399 

during validation, the method parameters which will be investigated remain the same, e.g., % 400 

organic modifier in the mobile phase, pH of the mobile phase…[73, 74]. These are referred to as the 401 

robustness factors and the first step of robustness testing is to choose them. The number of factors 402 

selected determines how much information is gathered about how the changes in method 403 

parameters affect the results, so, the higher number of factors studied the more information but also 404 

the higher number of experiments to be performed. Once the factors have been chosen, the levels at 405 

which they will be studied need to be defined. The amount of variation is referred to as the factor 406 

level, typically, limits around a nominal value are investigated and the magnitude of these limits has 407 

to be defined. It must be kept in mind that the aim is to understand the effect of changing a method 408 

parameter, whereas when determining the robustness of a method during validation the aim is to 409 

examine the variation which might be expected in routine use of the method. Thus the limits for the 410 

former may be expected to be wider than in the latter scenario. The factors and factor levels define 411 

the way in which the method will be set up for robustness experiments, but a way of measuring the 412 

effect of the method variations is also required. This needs to take into account quantitative aspects 413 



of the method such as an assay result (e.g., %w/w for main components or impurities), but also 414 

chromatographic criteria such as resolution, retention factor, asymmetry factor or number of 415 

theoretical plates. These are referred to as the method responses. Once factors, levels and responses 416 

have been selected, an experimental design is chosen and executed. The recommended designs are 417 

fractional factorial and Plackett-Burman [73, 74] although two-level full fractional designs also can 418 

be used, provided that the number of examined factors does not exceed four, since otherwise too 419 

many experiments are required. Statistical and graphical methods may be used to aid interpretation 420 

[74]. Although not addressed to bioanalysis, some international guides such as the FDA and ICH 421 

request a Quality-by-Design (QbD) approach based on DoE. QbD is defined as “a systematic 422 

approach to development that begins with predefined objectives and emphasises product and 423 

process understanding and process control, based on sound science and quality risk management”. 424 

Although the ICH guideline Q8 (R2) either does not explicitly discuss analytical method 425 

development, the QbD concept can be extended and results in a systematic approach that includes 426 

defining methods goal, risk assessment, developing of a Design Space, implementing a control 427 

strategy and continual improvement to increase method robustness and knowledge. 428 

The emergence of the use of QbD principles in pharmaceutical manufacturing has led to the 429 

application of QbD to analytical methods in other fields such as bioanalysis. This in turn has 430 

highlighted the importance of the study of robustness during method development as the design 431 

space concept of QbD translates into knowledge about the effect of each method parameter on the 432 

final analytical result. A very smart and computer-assisted way of developing a chromatographic 433 

method is by using different kind of software modelling packages (R 2.13 free-ware software, 434 

DryLab®4 chromatography modelling) [75, 76]. Based on a small number of experiments, these 435 

software applications can predict the movement of peaks in reversed-phase liquid chromatography 436 

separations when changing the mobile phase composition or pH, temperature, flow rate and the 437 

column dimensions and particle size [77]. The DoE is not usually used as a test of robustness in 438 



bioanalytical methods but it is possible to find it in some validations of drugs in other matrices than 439 

bulks or pharmaceutical formulations [50, 78-80].  440 

3.4.2. Discussion 441 

Robustness and ruggedness are overlooked in the main bioanalysis validation guides taking into 442 

account the importance of these parameters to guarantee the good performance of the analytical 443 

method during routine analysis. Despite the intensive method validation procedures required in 444 

bioanalysis in order to meet the strict regulations set by the regulatory authorities, only ANVISA, in 445 

the RE 899/2003 requires the study of robustness as a method validation parameter.  446 

In order to cover these parameters, non bioanalysis specific guidelines have to be consulted and in 447 

these documents there is also significant confusion in defining both terms (robustness/ruggedness) 448 

and making a difference between them. For that reason, it would be highly recommended that 449 

organisations such as IUPAC would define these terms unambiguously. Ideally, robustness should 450 

be investigated as part of method validation because a method is not complete without an evaluation 451 

of its reliability in routine use, but unfortunately, as has been observed, it is often deferred, or 452 

completely overlooked, because of the time-consuming nature of the study. In the ICH validation 453 

guidelines, robustness is not included in the tabular summary of required characteristics to be tested 454 

during validation, which could lead to the mistaken belief that a study of robustness is not required. 455 

Robustness should be included in the guides in which is not currently present as one of the 456 

parameters for the validation and optimisation process such as accuracy, precision, selectivity, 457 

sensitivity, reproducibility or stability. Given the different ways to ensure robustness found in the 458 

literature in recent years, also would be advisable to include methodological recommendations. The 459 

use of design of experiments (DoE) seems to be a good alternative as a tool to evaluate robustness 460 

better than OVAT procedure. Moreover, the performance of a robustness test has been shifting to 461 

earlier stages in method development. Some guidelines, including ICH, as well as some authors 462 

working in bioanalysis consider robustness a method validation topic performed during the 463 



development and optimisation phase of a method, while others consider it as belonging to the 464 

development of the analytical procedure. Therefore, the robustness test could be viewed as a part of 465 

method validation that is performed at the end of method development or at the beginning of the 466 

validation procedure. In any case, the exact position has relatively little influence on how it is 467 

performed.  468 

3.5. Calibration curve: Range and linearity 469 

The calibration curve is the mathematical equation that relates the instrument response to the 470 

calibration standards for a defined calibration range. After the pre-validation step this range should 471 

be fixed between the LLOQ and the upper limit of quantification (ULOQ). The former depends 472 

highly on the sensitivity of the analysis technique but it does not need to be the limit value which 473 

fulfils the specifications of the regulatory authorities. In fact, the LLOQ should be adapted to 474 

expected concentrations and to the aim of the study (fit-for-purpose). For example, EMA establishes 475 

the limit for the LLOQ for bioequivalence studies to be 5% of the Cmax of the analyte. This  means 476 

that even if the analysis method is able to quantify 0.01% of the Cmax such a low LLOQ may not be 477 

necessary since it will not provide any additional information to the study. Regarding the ULOQ, it 478 

should be high enough to ensure that all the study samples will fall within the calibration range. If a 479 

sample concentration is higher than the ULOQ the concentration should not be calculated by 480 

extrapolation but by means of a reassay after dilution with the matrix as will be explained later 481 

(point 3.10). 482 

According to the guidelines a calibration curve should consist of a blank sample (blank matrix), a 483 

zero standard (blank matrix spiked with the IS) and at least six calibration standards covering the 484 

whole calibration range. The use of replicates is not necessary but it can be helpful when labile 485 

compounds are to be analysed. The simplest mathematical model that can explain adequately the 486 

relationship between concentration and signal should be used. It is important to mention that forcing 487 

the calibration curve to have zero as intercept can introduce a significant bias, so this approach 488 



should not be followed. Ideally a non-weighted univariate equation would be utilised, but taking 489 

into account the wide concentration ranges of bioanalytical methods, weighted linear regression or 490 

complex quadratic/logarithmic equations may be necessary [81-83]. Even if the guidelines do not 491 

mention it, homoscedasticity along the calibration curve should be studied and if the distribution of 492 

the variance is not homogeneous, statistical weights should be applied [84, 85]. When this step is 493 

not performed, the influence of the low concentration standards is usually underestimated due to the 494 

overestimation of the high concentration standards. That is the reason why many bioanalytical 495 

methods use 1/X or 1/X2 weights for the regression models [86-91]. 496 

Regarding the acceptance criteria for the calibration curve a slight incongruity can be found in the 497 

FDA official guideline. In the Calibration Curve section the requirement for acceptance is that 4 out 498 

of six non-zero standard have less than 15% of deviation from the nominal concentration (20% for 499 

LLOQ standard) whereas in the Acceptance Criteria for the Run section same cut-off is required for 500 

75% of the standards. The latter criteria seems to be more adequate and fits with EMA’s one. 501 

Furthermore, both organisations agree that at least 6 of the non-zero standards must satisfy the 502 

accuracy criteria including LLOQ and ULOQ standards. When replicate standards are used at least 503 

50% of the calibration standards tested per concentration level should fulfill the accuracy criteria. In 504 

addition to standards accuracy, FDA also requires a goodness of fit test for the calibration curve and 505 

in the new update they ask to perform at least six calibration curves over the whole validation 506 

process with at least 4 concentrations analysed in duplicate (LLOQ, low, medium and high). This 507 

last requirement was only applied to microbiological and ligand-binding assays in previous 508 

guidelines and if it is finally accepted for chromatographic methods it would lengthen the validation 509 

procedure considerably. 510 

3.6. Limit of quantification 511 

The LLOQ is the lowest concentration of analyte which can be determined with acceptable 512 

precision and accuracy. The bioanalytical validation guidelines establish well harmonised 513 



acceptance criteria. %RE and %CV values of five replicates should be less than 20% and the 514 

analyte response at the LLOQ should be at least 5 times the response of the blank. In other words, 515 

the signal of the blank at the retention time of the analyte must have an area no greater than 20% of 516 

the area corresponding to the LLOQ [31]. 517 

3.6.1. Methodological approach  518 

Even if all guidelines agree in the definition of the LLOQ, there is not such agreement in the 519 

calculation of this parameter. In this way, different approaches can be found in the literature and the 520 

guidelines to determine the LLOQ in the bioanalytical field. Taking into account the importance and 521 

ambiguity on the calculation of this parameter many other approaches have been proposed in other 522 

analytical fields which could be applied to bioanalyisis [92]. Nevertheless due to the scope of this 523 

review only the approaches dealing with LLOQ have been considered. 524 

3.6.1.1 Based on the practical examination  525 

Based on a trial and error concept, the LLOQ can be determined by using at least five QC samples 526 

spiked at a concentration close to the estimated LLOQ, from a single pool of matrix different from 527 

the calibration standards [3, 93]. The mean values should be within pre-defined acceptance criteria 528 

[94]. The advantage of this approach is the fact that the estimation of LLOQ is based on the same 529 

quantification procedure used for real samples [95]. On the other hand it can be time consuming 530 

since many different QC samples may be needed until reaching the concentration that meets the 531 

criteria. 532 

3.6.1.2 Based on the “Standard Deviation at the LLOQ” (IUPAC approach)  533 

In practice, the quantification limit can be expressed as the concentration that can be determined 534 

with a specified relative standard deviation [96]. Thus: 535 

  Equation 1 536 



where k is the multiplier whose reciprocal equals the selected quantifying %CV and σ is the 537 

standard deviation of the concentration at the level of the LLOQ [97]. In bioanalysis, the required 538 

precision at the LLOQ is of 20%, thus, k=5. To estimate σ a number of independent determinations 539 

(n > 10) must be carried out using samples spiked at a concentration close to LLOQ. Since LLOQ is 540 

not known, some general analytical validation guides recommend to analyse a sample with a 541 

concentration between 2 and 5 times the estimated detection limit (LOD) [57]. However it is 542 

important to point out that in contrast to analytical method validation, LOD is not a term used in 543 

regulatory bioanalysis [16], thus, the analyst may need to perform some extra experiments to 544 

estimate it [12, 98-101]. Other guidelines suggest to perform the determinations on a blank sample 545 

[39]. Such a procedure, however, is discouraged, unless there is a strong evidence that the precision 546 

is constant between C = 0 and C = LLOQ.  547 

3.6.1.3 Based on the well-known signal-to-noise (S/N) ratio approach 548 

This approach is only applicable to instrumental analysis procedures providing a blank signal, 549 

background noise or baseline signal, such us UV-visible spectrophotometry or chromatographic 550 

methods [12, 31, 38, 102]. 551 

The value of the LLOQ is given by the concentration of analyte providing a signal at least 5 times 552 

higher than that of background noise, since a 5:1 S/N ratio is considered to be sufficient to 553 

discriminate the analyte from the background noise. Nevertheless, the required ratio can vary 554 

between 5 and 20 depending on the guideline [31] and the procedure followed to measure the noise. 555 

In this aspect, S/N can be defined as the ratio between the height of the analyte peak (signal) and the 556 

amplitude between the highest and lowest point of the baseline (noise) in a certain area around the 557 

analyte peak [103]. However, very often the noise is defined as half of the amplitude and 558 

consequently the limit for S/N becomes twice bigger. 559 



Even if this is one of the most used approaches in chromatographic methods, this procedure 560 

presents some disadvantages, starting with the fact that the calculation of the signal of the blank is 561 

not straight forward which turns the estimation of the S/N ratio into a difficult task. Nevertheless 562 

some rules have been detailed to facilitate it [104]. According to Hartmann [93], in order to 563 

calculate the signal of the blank, it is advisable to perform from 6 to 10 consecutive analyses of a 564 

blank sample recording the maximum fluctuation of the background noise measured over a certain 565 

distance, in an area corresponding to 20 times the half peak width. Another inconvenience of this 566 

approach is that it is dependent on the manner the noise is measured; thus, the S/N ratio will vary 567 

from one instrument to another depending on the internal operational set-up such as signal data 568 

acquisition rate or the detector time constant. Furthermore, thresholding and smoothing can have a 569 

dramatic effect on the apparent S/N without necessarily reflecting an instrument improvement in 570 

terms of precision or accuracy of the results, making the S/N ratio measure an extremely subjective 571 

estimation [55, 105, 106]. In addition, the estimation of baseline noise can become quite difficult in 572 

bioanalysis, if matrix peaks elute close to the analyte peak [95]. These peaks can interfere with the 573 

background noise and lead to an overestimation of the noise amplitude and consequently also of the 574 

LLOQ. From the point of view of experimental verification, it has been observed in many cases, 575 

that it is possible to obtain equally precise and accurate results at concentration levels below the 576 

theoretical LLOQ [31]. Another problem of this approach is associated to the magnitude used to 577 

measure the S/N ratio and to build the calibration curve. For example, in chromatography with 578 

photometric detection, the signal height is measured in absorption units, but calibration curve is 579 

generally built using areas. Therefore, the quantification limit is not expressing the lowest level of 580 

the analyte, but the lowest quantified absorbance [55]. 581 

Despite all the drawbacks, this is an interesting approach since the LLOQ is related to the ability of 582 

the method to distinguish analyte signal from the background signal or noise. However, some 583 

authors [107]  identify LLOQ directly with sensitivity when these terms are conceptually different, 584 



being the sensitivity the capability of the method to discriminate small differences in concentration 585 

of the analyte [108]. Therefore in practical terms, sensitivity is the slope of the calibration curve 586 

obtained when representing the response versus concentration. In this regard, a high sensitivity of 587 

the analytical method does not always imply lower LLOQ and it could be preferable a method with 588 

lower background noise at the expense of sensitivity [31, 109]. 589 

3.6.1.4 Based on the “Standard Deviation and the Slope of the Calibration Curve”. 590 

LLOQ can be calculated using the calibration curve and the signal of the blank using Equation 2 591 

[31]: 592 

  Equation 2 593 

Where yblank is the background signal or the signal of the blank, b is the slope estimated from a 594 

calibration curve built close to the concentrations levels of the LLOQ and σ is the standard 595 

deviation of the response. Depending on the approximation used to obtain σ this function will have 596 

different ways. 597 

Using the standard Deviation of the Blank: σ = sblank  598 

This approach is only applicable for methods where sblank can be estimated from replicate analyses 599 

of blank samples. In this case σ is the standard deviation of the response obtained from the analysis 600 

of the blank (i.e., the background noise of the system, yblank). The application of Equation 2 is only 601 

valid if the major source of variation is due to the standard deviation of the blank (thus, s of the 602 

blank is much bigger than the s of the y-intercept and the s of the slope). Otherwise, the term 603 

corresponding to the standard deviation of the blank sblank would be more complex to calculate [31]. 604 

As happens with the S/N approach the estimation of the yblank and the sblank is certainly the weak 605 

point of this approach. [110]. In order to avoid the sometimes challenging calculation of these 606 



parameters, Equations 2 can be modified using some approximations. On the one hand, yblank is 607 

replaced by the y-intercept with the calibration curve (extrapolating the equation to zero 608 

concentration). On the other hand, sblank is replaced by the standard deviation, obtained from the 609 

calibration curve, of this hypothetical blank [31]. 610 

Residual Standard Deviation of the Calibration Curve: σ = sx/y  611 

In this case σ is obtained from the residual standard deviation of the calibration curve (sx/y) [12, 38, 612 

102]. It is advisable to remember that this approach can only be used under homoscedasticity 613 

conditions. If the precision along the calibration curve is significantly different a weighted 614 

calibration curve should be used and the LLOQ calculated using the corrected sx/y [105]. 615 

Standard Deviation of the Intercept with the y-Axis of the Calibration Curve: σ = sa  616 

In this case σ is the standard deviation of y-intercept of the calibration curve (sa). As explained in 617 

the first option for this approach, it can be obtained directly from the standard deviation of the zero 618 

concentration, but ANVISA states that sa should be calculated as the standard deviation of the y-619 

intercept of at least 3 curves [38]. 620 

This approach has some problems that are worth mentioning. On the one hand, ICH Q2(R1) Guide 621 

assumes that the calibration is linear, what is not always true [55]. On the other hand no guidance 622 

has established any requirement related to calibration curves at low concentration ranges (number 623 

of standards, correlation coefficient, number of calibration curves…). Obviously, the obtained 624 

LLOQ will depend on all these parameters. Finally, it is important to take into account that all these 625 

approaches based on the calibration curve should be used under homoscedasticity conditions, but 626 

the use of a weighting procedure should be considered [110]. 627 

3.6.1.5. Based on the “Graphical Examination of the %CV versus Concentrations close to the 628 

Expected LLOQ” (EURACHEM approach) [39]. 629 



The LLOQ can be calculated based on the %CV following the EURACHEM approach (also known 630 

as “Target %CV approach”). This approach is different in essence from those related to the 631 

estimation of the standard deviations since it is based on the direct measure of precision, in other 632 

words, it is based on the establishment of the minimum concentration of analyte that can be 633 

analysed with a precision equal to a %CV of 20%. For this aim, six replicates of a series of samples 634 

with decreasing concentration levels are measured. Then, the obtained %CV for each level is plotted 635 

against analyte concentration, as shown in Figure 2. Using this chart the LLOQ is calculated as the 636 

concentration for which the %CV is equal to 20% [39]. 637 

The strong point of the EURACHEM approach is that the precision of the measurement, i.e. one of 638 

the defining criteria for the LLOQ, is directly measured. This approach overcomes some of the 639 

problems stressed in the previous approaches, since it is no longer equipment and operator 640 

dependant [105]. However, only the precision of the analytical procedure is assessed without taking 641 

into account the trueness or the accuracy.  642 

3.6.1.6. Graphical Examination of Relative Error versus Concentration Level” (Accuracy Profile 643 

approach) 644 

Another procedure which allows the estimation of the LLOQ is the Accuracy Profile approach (also 645 

named Total Error Profile approach) which is part of a complete systematic validation strategy, 646 

based on the construction of the so called accuracy profiles that reflect the total error of the method 647 

[32, 33, 40-42, 111-114]. 648 

This approach re-focuses some validation criteria and proposes harmonised protocols by 649 

distinguishing, in particular, diagnosis rules and decision rules. These decision rules are based on 650 

the use of the Accuracy Profile, which integrates essential elements for the validation in a single 651 

graph (or table), i.e. the bias, the precision, and the quantification limits [41]. 652 



This powerful tool is based on tolerance intervals for the measurement’s error [40]. As it can be 653 

seen in Equations 3 and 4, two terms are contained in the tolerance interval: one is trueness (bias or 654 

systematic error) and the other one, is the intermediate precision coefficient variation (random 655 

error). In this way the tolerance interval expresses the result’s accuracy (understood as total error). 656 

Furthermore, the tolerance interval integrates an additional dimension, the chance (or risk), for 657 

future results, conditionally to past results, to fall within (outside) the acceptance limits [41]. 658 

For this approach two parameters must be set by the analyst: the acceptance limits (established by 659 

the regulatory Guidelines) and the risk of having future measurements falling outside those 660 

acceptance limits (1−β) [115]. If the analyst is ready to assume, for example a risk of a 5% (i.e. a ±661 

5% acceptance limit or 95% of tolerance level, β= 95%), (s)he will be able to guarantee that 95 662 

times out of 100 the future measures given by his procedure will be included within the acceptance 663 

limits fixed according to the regulatory requirements [40]. 664 

In practice, the tolerance interval at each concentration level for the validation standards is 665 

computed as follows [33] (in order to achieve a better understanding of this approach the reader is 666 

addressed to Hubert et al. ’s work [41]): 667 

668 

 Equation 3 669 

670 

 Equation 4 671 

Where: 672 



 Biasj(%) is the trueness of the back-calculated concentration of the j-concentration level 673 

 674 

 Qt (υ; (1+β)/2) is the β-quantile of the Student t distribution with υ degrees of freedom 675 

  676 

(where β is the chance level, p is the number of series analysed and n is the number of 677 

independent replicates per series). 678 

   679 

  . 680 
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× 𝟏𝟎𝟎 is the intermediate precision (in terms of 681 

coefficient of variation%) for a j-concentration level, (  is the 682 

intermediate-precision variance for a j-concentration level,  the intra-series variance 683 

and  the inter-series variance; and is mean of the back calculated concentrations of 684 

the j-concentration level). 685 

To obtain an Accuracy Profile, the relative error is plotted versus the validation standards 686 

concentration levels and then, the lower tolerance limits LTlj are joined together (LTl1→LTl2→…→687 

LTlm), as well as the upper tolerance limits UTlj (UTl1→UTl2→…→UTlm). Finally, the previously 688 

specified acceptance limits are reported in the graph as represented in Figure 3. If the whole 689 

Accuracy Profile is within in the acceptance limits, the analytical method is expected to provide 690 



accurate results for its intended purpose and therefore declared valid over the whole range studied. 691 

If some point of the profile steps outside these limits then the method cannot be considered valid for 692 

that concentration level. In order to define the LLOQ the concentration value in which the 20% 693 

acceptability limit line crosses either the lower or higher tolerance limit should be graphically 694 

found. 695 

Summarising, this approach not only simplifies the validation process of an analytical procedure, 696 

but, also constitutes a visual tool allowing the analyst to evaluate the capability of its method and 697 

even its future performance [41]. The analytical interpretation is easy and all the useful required 698 

statistics, such as trueness, precision, quantification limits, risk, linearity, are integrated. The use of 699 

the Accuracy Profile as single decision tool allows not only to reconcile the objectives of the 700 

procedure with those of the validation, but also to visually asses the capacity of the analytical 701 

procedure to fit its purpose [40, 111]. 702 

3.6.2. Discussion 703 

Despite the consensus existing around the definition of the LLOQ concept, there is a lack of 704 

agreement regarding the way this parameter should be calculated. This is highly problematic since it 705 

can mean that the LLOQ values given by different laboratories using the same analytical procedure 706 

are not necessarily comparable. Consequently, when reporting the quantification limit for a given 707 

analytical method, it should be necessary to specify exactly how the limits have been determined. 708 

The S/N approach is one of the most widely used, despite the difficulties in calculating the noise 709 

and the significant equipment dependence. Thus, all the approaches based on the measure of the 710 

background noise or its standard deviation do not appear to be robust. In fact, Mermet et al. 711 

confirmed that the estimation of the standard deviation of the blank signal is certainly the weak 712 

point of these procedures [110]. The approaches based on the deviations of the slope or the Y-713 



intercept could be an alternative but none of the guides set specific requirements in relation to the 714 

calibration curves that should be used in this approach.  715 

The EURACHEM approach could provide a good compromise for evaluating the LLOQ. However, 716 

it is only able to discriminate based on the obtained precision values. It does not reflect any 717 

information about accuracy (trueness), which obviously must be also considered. A possible 718 

improvement would include the graphical presentation of %RE obtained from the same 719 

experiments, but in that case a calibration curve would be necessary, making the procedure more 720 

time-consuming.  721 

The Accuracy Profile approach seems to be the best way to take into consideration both the bias and 722 

the precision. In this case, the LLOQ is the concentration that fulfils the acceptability limits 723 

established for the total error. This approach turns out to be revolutionary, since it involves a 724 

substantial change in the concept of validation itself. The resources and efforts are optimised in an 725 

obvious way, while the analysis of the results, in addition to be simple and complete, is visual and 726 

easy to interpret. 727 

3.7. Matrix effect 728 

Matrix effect (ME) is a parameter specifically related to mass spectrometry (MS) methods and is 729 

defined as the effect of other compounds in the matrix, different than the analyte, on the 730 

quantification of the analyte: signal suppression or enhancement, elevated baseline, impact on the 731 

extraction or the retention time...[116]. With the spread of MS methods in bionalysis this 732 

phenomenon has gained importance in the last years due to the impact that coeluting substances can 733 

have in the ionisation efficiency, to the extent of becoming a fundamental parameter in method 734 

validation. The high sensitivity and selectivity of the MS technique, especially when coupled to 735 

liquid chromatography and used in tandem (LC-MS/MS), has led to a growing trend in methods 736 

with little to no sample preparation and minimal chromatographic separation [117]. However, the 737 



high selectivity of LC-MS/MS methods does not eliminate completely the problems caused by 738 

coeluting compounds. With less selective techniques, such as photometric detection, these 739 

compounds can usually be visually detected as they appear as peaks causing an interference, 740 

whereas in LC-MS they may not be visible in the m/z ratio or transition monitorised but still modify 741 

the signal of the analyte of interest by suppressing or enhancing it.  742 

Selectivity and ME are terms closely related although they name different events. As it has been 743 

said previously, selectivity deals with interferences whose signal overlap with the signal of the 744 

analyte of interest. On the contrary, compounds producing matrix effect may not be visible, so that 745 

method appears to be selective and yet be affected by signal suppression or enhancement. The use 746 

of MS detectors instead of other less selective techniques such as photometric or electrochemical 747 

detection, especially when used in multiple reaction monitoring (MRM) mode, reduces the 748 

selectivity problem, but it is susceptible to ME complications. Even though ME is characteristic of 749 

the MS detection independently of the technique used for separation, it is largely more common in 750 

LC than in other techniques such as gas chromatography (GC) analysis, being usually neglected 751 

when GC is used. Some studies explore the effect of matrix in the signal intensity when GC/MS is 752 

used, but are mainly from environmental or alimentary fields [118-120]. For this reason this section 753 

will be focused on the observed ME when LC-MS is used in bioanalytical studies. 754 

Although many theories have been proposed to explain ion suppression [121-123], the exact 755 

mechanism of the competition between analyte and coeluting components remains yet unknown. It 756 

is well known that ME is generated in the ion source, the interphase between LC and MS, where 757 

analytes are desolvated and charged. The most common ion sources used in bioanalysis are 758 

electrospray ionisation (ESI) and atmospheric pressure chemical ionisation (APCI). Since ionisation 759 

of molecules takes place differently in the different ion sources [124], the mechanisms by which 760 

ME is generated are specific for each type of source. Also, ion suppression has been demonstrated 761 

to be affected by the ionisation source design [125]. 762 



In the ESI source a process of charging and desolvation transforms the analytes in the liquid phase 763 

into gas ions that are introduced in MS analyser. Different theories have been proposed to explain 764 

this complicated and yet not fully understood process [126-128], but it seems clear that the 765 

coeluting compounds interfering with either the desolvation or the charging step alter the ionisation 766 

of the analyte. Although they are generally the principal cause, not only endogenous components in 767 

the biological matrix (salts, amines, triglycerides…) cause ME, also some exogenous compounds 768 

(plasticizers from sample containers or anticoagulants in case of plasma) are susceptible to alter the 769 

ionisation process [123]. Furthermore, there are other substances that can be present in the mobile 770 

phase and can alter the signal of the analyte by causing ion suppression or enhancement. 771 

Nevertheless this is not considered a ME source since it is not sample specific. Usual cases are 772 

some mobile phase additives such as non-volatile phosphate or sulphate salts which provoke poor 773 

desolvation of droplets [129-131] and components such as surfactants or ion-pairing reagents which 774 

make difficult the migration of an analyte to the surface of the droplet.  775 

APCI source is less prone to suffer from ME. Since the analytes are not charged in the liquid phase 776 

but in the gas phase [132], droplet generation or desolvation problems are eliminated. Nonetheless, 777 

it is not completely free of ME [133]. This ionisation source is also vulnerable to non-volatile 778 

compounds and to competition between analyte and coeluting compounds for available charge. 779 

Over the years, several researchers have proposed diverse methods to control and reduce matrix 780 

effects in bioanalysis [134-138]. Commonly the attempts to reduce matrix effect go through 781 

extensive clean-up, sample dilution, improved chromatography separation or the use of isotope 782 

labelled standards. When complex biological matrixes are studied it is recommendable a sample 783 

treatment step before the analysis [139, 140]. Therefore, in the choice of the most adequate sample 784 

treatment method, its impact in ME should be taken into account. For example, when plasma 785 

samples are studied, a major source of suppression comes from the residual phospholipids from the 786 

matrix that can be minimised by an extraction step previous to the analysis [141-143]. ME could be 787 



considered one of the most important disadvantages of LC-MS methods in bioanalysis. It can 788 

diminish or enlarge the signal of the analyte and alter the S/N ratio modifying therefore the LLOQ. 789 

Furthermore, ME can vary dramatically among samples affecting the accuracy and precision of the 790 

method, and causing lack of linearity, which can lead to deceitful results [144]. In spite of its 791 

importance, ME has been traditionally overlooked during method validation and even though 792 

current guidelines include the quantification of this parameter as a validation requirement, there are 793 

still important voids in this topic especially regarding methodology.  794 

The matrix effect phenomenon was first reported by Kebarle and Tang [145] in 1993, who showed 795 

that the electrospray response of an analyte decreased as the concentration of other electrolytes was 796 

increased. Notwithstanding, it was not until the 2nd Crystal City meeting held in 2000 that matrix 797 

effect was considered by the FDA [5], later defined in its guideline as “the direct or indirect 798 

alteration or interference in response due to the presence of unintended analytes (for analysis) or 799 

other interfering substances in the sample” [6]. However, no methodology was suggested by the 800 

FDA to evaluate the existence and magnitude of ME until the white paper published in 2007, 801 

product of Crystal City III meeting. In this paper, the matrix factor (MF) is defined as a ratio of the 802 

analyte peak response in the presence of matrix ions to the analyte peak response in the absence of 803 

matrix ions [7]. According to this last definition, a MF value of one implies that the analysis is not 804 

affected by any ME, a MF lower than one indicates ion suppression, and a MF value higher than 805 

one indicates ion enhancement. The IS normalised MF (NMF) was also defined as the MF of the 806 

analyte divided by the MF of the IS.  807 

EMA gave the same definition for ME and NMF on the Guideline on bioanalytical method 808 

validation of 2011 [37]. The definition of MF is expanded saying that the peak area in presence of 809 

matrix should be measured by analysing blank matrix spiked after extraction and in absence of 810 

matrix by analysing a pure solution of analyte. Both guides agree that the variability in the MF, 811 

which would cause lack of reproducibility in the method, must be studied using six lots of blank 812 



matrix from individual donors. In the case of matrices that are difficult to obtain, FDA as well as 813 

EMA accept the use of less than six individual blank matrices. It is also admissible according to the 814 

FDA guideline to use less than six matrices when the NMF with stable isotope IS is used. EMA 815 

emphasises that pooled matrices should not be used. The variability of MF should be determined in 816 

terms of %CV. A %CV of 15% is considered by both agencies as the maximum acceptable value.  817 

Although FDA does not include any indication about the concentration at which ME should be 818 

studied, EMA suggests that the determination of the MF should be done at two levels of 819 

concentration, a lower level of maximum 3 times the LLOQ and a higher level close to the ULOQ, 820 

but no indication is given to compare the consistency of the matrix effect at the different levels. 821 

ANVISA did not consider matrix effect among the validation parameters in RE 899/2003 document 822 

[38], however, a section focused on matrix effect assessment was included in RDC 27/2012 [29] 823 

recommending similar procedure as EMA.   824 

In the case of plasma and serum, EMA suggests that hemolysed and hyperlipidaemic samples 825 

should be also studied. ANVISA RDC 27/2012 is more specific and states that for plasma eight 826 

samples must be studied, being two of them hemolysed, two hyperlipidaemic and four normal; for 827 

total blood six samples are necessary, being two of them hyperlipidemic and four normal. These 828 

kinds of samples are rather common and are considered to be particularly affected by ME. Even 829 

though ideally all type of populations should be included in a validation, this is unfeasible on a 830 

routine basis, but should be considered when those populations are targeted, for example in clinical 831 

trials of renally or hepatically impaired populations. 832 

Sometimes, excipients used in formulations remain unaltered in-vivo and can be a source of ME. In 833 

these cases, EMA proposes that ME should be determined not only for blank matrix but also for 834 

matrix containing these excipients by spiking them directly into the blank matrix. In the case that 835 

those excipients are metabolised or somehow altered, matrix should be collected from subjects 836 



administered only with the excipients. 837 

Finally, Japanese MHLW [30] also briefly considers matrix effect as a parameter of validation when 838 

mass spectrometric methods are used. This guideline, similarly to the FDA, recommends to 839 

determine the MF by comparing the analyte response in presence and in absence of matrix from 6 840 

different sources and that it may be normalised with IS so that the precision should not exceed 15%.  841 

3.7.1. Methodological approach 842 

Matrix effect is mainly assessed by two strategies, a qualitative assessment based on post column 843 

infusion described by Bonfiglio et al. [129] and a quantitative evaluation as the absolute matrix 844 

effect by post extraction addition firstly defined by Matuszewski et al. [146].  845 

In the first protocol a constant flow of a solution of the analyte is added after the chromatographic 846 

column using a “Tee” union while an injection of an extracted blank sample is carried out (Figure 847 

4). Same procedure is followed with a blank solvent injection and afterwards both profiles are 848 

compared. Ideally, if there is no ME, the profiles of the analyte for the blank sample and the blank 849 

solvent should be the same. Ion suppression or enhancement is evidenced by variations in this 850 

profile as shown in Figure 5. If more than one analyte is analysed with the same method each 851 

analyte must be infused individually to evaluate its ME in order to avoid self-induced ME.  852 

This methodology has been vastly used to study ME in bioanalysis [88, 134, 147] and provides a 853 

qualitative way to examine the areas of the chromatogram affected by ME. Estimations of ME in 854 

terms of percentage of signal intensity must be considered as approximations [136]. Kaufmann and 855 

Butcher [148] developed a smart variation of this strategy in order to correct the ME. Segments of 856 

analyte solution and analyte-free solvent are alternatively infused post column so that a pulsating 857 

signal is registered. In this way the ME is quantitatively evaluated in real time and after data-858 

processing the signal of the analyte can be corrected. Tudela et al. [149] proposed the use of a ME 859 

marker to identify samples whose ME differ from the accepted values. They found that isotopically 860 



labelled budesonide may be a suitable marker to indicate samples with severe ME in the analysis of 861 

diuretics in urine. 862 

For a quantitative assessment, Matuszewski et al. [146] proposed a methodology based on the 863 

calculation of ME by comparing the signals from the analysis of three sets of samples: a matrix free 864 

standard (A), a sample spiked after the extraction of a blank matrix (B) and the same matrices 865 

spiked before extraction (C), all at seven levels of concentration. They define ME as the ratio of the 866 

response of B over the response of A, which is equivalent to the MF defined in the guidelines.  867 

With these three sets the recovery (REC) and the process efficiency (PE) can be calculated as 868 

follows: REC(%) = (C/B)x100 and PE(%) = (C/A)x100 = (RECxME)/100. 869 

The advantage of this procedure is that recovery and matrix effect are assessed together [150-153] 870 

and can be combined with accuracy and precision studies. Nevertheless it is not a common practice 871 

to study them at seven levels. Usually recovery and ME are studied at three levels of concentration 872 

(low, medium and high QC) or at two levels as it is recommended by EMA and ANVISA guidelines 873 

(close to the LLOQ and the ULOQ). The authors of this approach also proposed assessing ME using 874 

five different lots of matrices in order to demonstrate the absence of  “relative” ME, referring to the 875 

variability of the ME among different sources of the same matrix. However, currently it is more 876 

common to use six different sources as recommended by the guidelines. 877 

An alternative approach to determine the presence or absence of ME was also proposed by 878 

Matuszewski [154]. By this methodology the slope of a calibration curve prepared in matrix is 879 

compared to the slope of the same calibration curve prepared in clean solvent. Superposed lines 880 

indicate absence of ME whereas differences in the slopes reveal the presence of ion suppression or 881 

enhancement. Thus, the relative matrix effect would be assessed by comparison of the slopes 882 

obtained in different matrix sources. 883 

3.7.2. Discussion 884 



ME could be considered as one of the major drawbacks of the LC-MS technique, especially when 885 

such complex matrices as the bioanalytical ones are studied. As it is not visible unless it is 886 

specifically addressed it could go unnoticed and appear as lack of reproducibility, poor precision or 887 

deficient accuracy among other problems. Despite its potential deleterious effects, ME was initially 888 

overlooked in the international guidelines of validation where it is vaguely defined or not even 889 

mentioned. Due to the wide expansion of LC-MS use in bioanalysis laboratories, the assessment of 890 

ME has become imperative for the favourable outcome of many bioanalytical methods. 891 

Consequently, it is included in the most recent versions of almost all the guidelines. However, the 892 

methodology to be followed remains sometimes unclear. In our opinion clear and concise 893 

instructions about the methodology to evaluate ME should be given. 894 

The quantitative methodology proposed by Matuszewski et al. [146] has proven to be adequate to 895 

determine the presence or absence of ME interfering with the analyte of interest, and determining 896 

the recovery of the method. Contrarily to bioanalytical validation guidelines, the authors 897 

recommend applying this methodology at three levels of concentration (low, medium and high QC) 898 

simultaneously with the accuracy and precision studies. In this way the number of experiments to 899 

perform is minimised and at the same time information of ME along the whole calibration range is 900 

obtained.  901 

As it happens with the recovery, none of the guidelines gives a value admissible for the MF. 902 

According to their indications, as long as ME is reproducible it does not necessarily need to be 903 

eliminated, but identified and quantified. Nevertheless, Kollipara et al. [107] indicate that most of 904 

the bioanalytical laboratories accept 0.80-1.20 as the limit for acceptable IS normalised MF value, 905 

and consider ME negligible if it is in ±15% of nominal value with a %CV no more than 15%. 906 

3.8. Recovery 907 

Recovery measures the ability of a method to extract an analyte from a biological matrix and it is 908 

expressed as the percentage of the known amount of the analyte carried through the sample 909 



extraction and processing steps of the method. It is important to point out that there is not a 910 

minimum established value for recovery since a bionalytical method with a low recovery could be 911 

suitable for a certain analyte if the sensitivity of the detection technique is high enough. 912 

Nevertheless, recovery of the analyte and the IS should be precise, reproducible and consistent over 913 

the calibration range. Indeed, as happens with ME, the guidelines do not focus on the recovery 914 

value (even if 100% is desirable) but in demonstrating that the obtained values are consistent. 915 

According to FDA and ANVISA, recovery is calculated by comparing the analytical response for 916 

extracted samples at three concentrations with unextracted standards. Even if it is not explicitly 917 

indicated, by this approach the absolute recovery or PE is obtained (see section 3.7), which includes 918 

relative recovery and matrix effect. In our opinion both terms should be separately calculated and 919 

therefore the methodology for the calculation of recovery defined in the MHLW would be more 920 

suitable, where they compare the analyte response in a biological sample spiked before the 921 

extraction and processed with the response in a biological blank processed and then spiked with the 922 

analyte. This guideline recommends performing the analysis at each concentration at least in 923 

triplicate while FDA and ANVISA do not set the number of replicates. To our knowledge, the most 924 

efficient way to determine recovery is described in matrix effect section, where matrix effect, 925 

recovery and process efficiency are calculated simultaneously. The three required concentration 926 

levels can be the same ones used for accuracy and precision study. 927 

It is noteworthy that recovery term is mentioned not even once in EMA guideline. This fact did not 928 

go unnoticed by the scientific community as it can be observed in the large amount of comments 929 

received by EMA during the consultation period regarding this topic [155]. The organisation claims 930 

that recovery is an issue to be investigated during the analytical method development and as such is 931 

not considered to be included in a validation guideline. The authors agree with EMA in this point 932 

and more taking into consideration that extraction recovery reproducibility is implicitly 933 

demonstrated when the accuracy, precision and linearity of the method fulfil the acceptance criteria. 934 



Nevertheless, from a practical point of view the authors encourage to include relative recovery 935 

assay during method validation since the number of experiments to be added is minimal if the 936 

procedure is properly designed, and it can provide very useful information to understand the whole 937 

analytical procedure. 938 

3.9. Stability 939 

Studying the stability of the analyte in stock solutions and matrix is vital to ensure the reliability of 940 

the results provided by the analytical method [156]. After the first Crystal City meeting only 941 

stability during the collection process, sample storage period and two freeze-thaw cycles was 942 

demanded. Nowadays instead, the different guidelines ask for more exhaustive studies. These 943 

include assesses that cover all the situations that can be encountered during the whole analytical 944 

procedure such as freeze-thaw stability, short and long term stability, stock stability and post 945 

preparative stability. Even if there is not a complete consensus among the guidelines regarding the 946 

last point, it has been already thoroughly discussed by Kollipara et al. who distinguished four 947 

assays for processed sample stability: wet state stability, processed sample integrity, autosampler 948 

stability and reinjection reproducibility [107]. It is noteworthy that FDA guideline does not specify 949 

acceptance criteria for the stability exercises whereas the rest of the regulation bodies deemed that 950 

the deviation between the calculated and the nominal values should be within ±15%. 951 

Additionally to the aforementioned stability assays, during the last bioanalysis meetings, several 952 

points regarding stability have been widely discussed such as the stability of the drug in blood 953 

before plasma has been separated, stability in hemolysed or hyperlipidaemic samples, influence of 954 

coanalysed compounds in analyte stability, the assumption of the stability at -70 ºC if it has been 955 

demonstrated at 20 ºC [27, 28, 157]. All these aspects are still matter of debate and should be 956 

eventually integrated in the official guidelines. 957 

3.10. Dilution Integrity 958 



Sometimes, study samples’ concentration may exceed the ULOQ, which means that a dilution and a 959 

reassay of the sample are necessary. During the validation procedure it should be demonstrated that 960 

this step do not affect the quality of the final results. It is important to emphasise that the dilution 961 

should be carried out before the sample treatment using the same matrix than the study samples 962 

(e.g., human to human urine). Otherwise, dilution of the processed sample would alter the amount 963 

of matrix compared to the calibration standards (unless they are diluted too) leading to unreliable 964 

results. 965 

Both FDA and EMA include the demonstration of dilution integrity but only the latter proposes a 966 

methodology to study it. At least five replicate samples should be spiked at the highest expected 967 

concentration above the ULOQ and properly diluted to fit in the calibration range. The precision 968 

and accuracy should be within the set criteria (%CV, %RE 15%) and it should be assessed on at 969 

least one of the validation days [158, 159]. ANVISA RDC 27/2012 includes dilution integrity test 970 

with the study of precision and accuracy by adding one more QC level named CQD (Dilution 971 

Quality Control) in each batch. 972 

3.11. Carryover effect 973 

Carryover is a phenomenon caused by the presence of a residual amount of the analyte in the 974 

analytical instrument after an injection, which can affect the accuracy and precision of the results. 975 

Carryover can be a great obstacle when developing LC-MS/MS methods in bioanalysis due to its 976 

intrinsic high sensitivity and the broad calibration range necessary for some studies. This effect 977 

affects to a greater extent the low concentration samples due to the higher percentage influence of 978 

the remaining analyte in the measured response. This is especially troubling when the analysis of a 979 

low concentration sample is preceded by the analysis of a high concentration one, which can often 980 

happen when analysing study samples. But carryover does not affect only to subsequent sample(s), 981 

it can be random too, for example, if late eluting compounds are accumulated and eluted several 982 

injections later. 983 



Despite the importance of carryover, FDA does not mention it in its official guideline and it is not 984 

until the White Paper published in 2007 that this effect is addressed [7]. They recommend injecting 985 

one or more blank samples after a high concentration sample or standard and compare the response 986 

of the analyte in the blanks with the response at limit of quantification. Even if there is not a cut-off 987 

value for the carryover (it should be minimised as much as possible), taking into account that the 988 

response at the LLOQ should be at least 5 times higher than the blank response, the carry-over 989 

cannot be higher than the 20% the response of the analyte at the LLOQ or 5% the response of the 990 

IS. This is indeed the procedure recommended by EMA , MHLW and ANVISA.. 991 

In some cases carryover cannot be avoided, hence special measures should be taken such as the use 992 

of a fast cleaning gradient or the injection of blank samples between study samples and after high 993 

concentration standards or QC samples [160, 161]. In these cases randomisation of the standards or 994 

study samples is not recommended in order to minimise the impact of the carryover effect in the 995 

accuracy and precision 996 

3.12. Incurred Sample Reanalysis 997 

Incurred Sample Reanalysis (ISR) has been a hot topic in bioanalysis during last years [162]. This 998 

topic was brought out in Crystal City III workshop when it was shown that even if the inter-day 999 

precision and accuracy was usually less than 6% when analysing incurred samples repeatedly the 1000 

obtained concentration values could differ by 30-80% [7, 10]. It was obvious that in some cases the 1001 

QC samples were not able to mimic the study samples mainly due to metabolites conversion to the 1002 

precursor drug, differences in protein binding, recovery issues, sample inhomogeneity or matrix 1003 

effects. Due to the importance of this topic a new workshop was organised in 2008 in order to set 1004 

some recommendations to be followed by bioanalysis laboratories [8]. 1005 

According to this workshop the number of samples to reanalyse depends on the size of the study, 1006 

with a minimum of 5% of the samples for the large studies (5-10% for the rest). These samples 1007 



should be representative of the study and therefore it is recommended to choose samples around the 1008 

tmax and around the elimination time. The results obtained for the reanalysed samples are then 1009 

compared with the original values, so the number of replicates used in the analysis should be the 1010 

same. In order to pass the acceptance criteria for the ISR the concentration value of at least 4 out of 1011 

6 samples should agree within the 20%. When EMA released the guideline ISR was included 1012 

following the same criteria with the only exception that they set the number of reanalysed samples 1013 

to 10% if the total sample number in the study is less than 1000 and 5% if the number of samples 1014 

exceeds this number, which is the same procedure that MHLW draft guideline recommends. In the 1015 

last FDA draft the number of ISR samples is set in the 7% of the study sample size, regardless the 1016 

size. Both guidelines agree that ISR is at least expected for in vivo human bioequivalence studies, 1017 

all pivotal pharmacokinetic/pharmacodynamic studies and toxicokinetic studies. 1018 

3.13. System suitability in routine drug analysis 1019 

Although this review is focused on method validation, system suitability and acceptance criteria for 1020 

the run when applied to routine analysis will be shortly discussed due to the connection with the 1021 

topic and the fact that the guidelines also address these points. System suitability is a test to confirm 1022 

that the instrument performance is adequate and is carried out before running the batch, usually 1023 

using a standard solution [108]. The parameters to be studied during system suitability test are 1024 

selected before the validation procedure and depend on the analytical instrument to be used: 1025 

retention time or peak width for chromatographic methods; analyte response or fragmentation ratios 1026 

for MS detectors. Once the proper instrument performance has been demonstrated by verifying that 1027 

the values of those parameters are inside the tolerance range the analytical run can be carried out. 1028 

An analytical run consists of a calibration curve (blank sample, zero sample and calibration 1029 

standards), QC samples at least at three different concentrations in duplicate (low, medium and high 1030 

concentrations) and the study samples. The QC samples and the calibration standards should be 1031 

spiked using different stock solutions and the whole batch should be processed together without 1032 



interruption. In the case of large studies the number of QC samples should be at least the 5% of the 1033 

number of studied samples. 1034 

During method validation the criteria explained in point 3.5 should be applied to the calibration 1035 

standards and the regression model should be the one used during method validation. According to 1036 

EMA, even if the calibration standards defined as LLOQ or ULOQ do not fulfil the accuracy 1037 

criteria the calibration curve can be used, as long as six calibration standards meet the criteria and 1038 

all the QC samples remain inside the calibration range. In those cases, the LLOQ for that run is the 1039 

next lowest concentration standard and the ULOQ the next highest concentration standard. FDA 1040 

does not give specific information about this fact but states that the values falling out the accuracy 1041 

limits can be discarded, provided they do not change the model, so the same approach can be 1042 

followed. In case the sample concentration falls below the LLOQ, it should not be reported as zero 1043 

but as "BQL" (below the quantification limit) and it should not be used for any pharmacokinetic 1044 

calculations [163]. 1045 

Concerning the QC samples at least 4 out of 6 samples should meet the accuracy criteria, always 1046 

taking into account that at least one of the replicates for each concentration level should be within 1047 

the 15% of the nominal values (4-6-15 rule). The authors recommend designing the calibration 1048 

curve and the QC samples in such a way that the concentration of the lowest QC sample is slightly 1049 

higher than the second calibration standard and the concentration of the highest QC sample is lower 1050 

than the second to last calibration standard. This allows the rejection of calibration curves when one 1051 

of the extreme points does not fulfil the acceptance criteria. Another approach to minimise the risk 1052 

of discarding a whole analytical run due to a single point out of the accepted range is to run 1053 

duplicate calibration standards only for the LLOQ and the ULOQ. In that way, even if only one of 1054 

the replicates would meet the acceptance criteria the run could be accepted. 1055 

4. Discussion 1056 



Current bioanalytical validation guidelines have demonstrated to be essential documents to orientate 1057 

bioanalytical laboratories in method validation and to set the criteria that the developed methods 1058 

should fulfil. Nevertheless, as it has been thoroughly discussed along this review, these guidelines 1059 

are too ambiguous when defining some parameters, the methodology to be followed or when setting 1060 

some of the acceptance criteria. 1061 

Among the established criteria for validation all guidelines agree that the accuracy and precision, 1062 

expressed as %RE and %CV values respectively, should be lower than 15% (20% for LLOQ). This 1063 

acceptance criterion is easy to implement but it can lead to unreliable results. On the one hand, % 1064 

RE is calculated using the mean of the measures and therefore it is possible to arrive to the 1065 

paradoxical situation where the accuracy and precision are acceptable but the bias of more than half 1066 

of the measures is higher than 15% (e.g. a sample with a reference value of 100 a.u. for which the 1067 

measure of 5 replicates are 84, 86, 84, 100 and 116). On the other hand both acceptance criteria are 1068 

independent from each other and consequently there is not a combined measure of the bias and the 1069 

precision. This means that a method could be validated with both %CV and %RE values close to 1070 

15%. Once again in this extreme situation the bias of most of the measures could be unacceptable. 1071 

Hubert el al. [40] already stated that for a normal distribution with a %CV of 15% and no relative 1072 

error only 66% of the measures would have a bias less than 15%. Obviously when increasing the 1073 

relative error until being close to 15% this number would decrease (to around only 45% of the 1074 

measures with a bias lower than 15%). It means that this hypothetical method that could be 1075 

successfully validated according to current regulations, would hardly meet the 4-6-15 rule set for 1076 

routine analysis. This fact is really contradictory taking into account that the main aim of validation 1077 

is to demonstrate that the validated method offers reliable results during routine analysis. Obviously 1078 

this scenario should be avoided in bioanalysis and an approach that implies the total error (accuracy 1079 

+ precision) should be considered. An interesting option is to use the Accuracy Profile approach 1080 

explained in limit of quantification section in which the construction of the accuracy profiles and 1081 



the use of the acceptability limits lead to more reliable results besides providing more complete 1082 

information regarding the regression mode and the working range. 1083 

This approach does not only offer a different way to process the data obtained from validation 1084 

experiments but a new methodology to face the whole validation procedure about which some other 1085 

authors have discussed earlier [32, 40, 43, 55].  1086 

While bioanalytical validation guidelines define the majority of the validation parameters’ 1087 

acceptance criteria (with the exception of robustness), they leave a wide margin for interpretation in 1088 

terms of methodology. The required content is clear, but not the overall process for obtaining it, i.e., 1089 

a validation program is not defined and the consecution of steps which the analyst must accomplish 1090 

is not clearly expressed. Obviously the validation guidelines cannot just consist of a rigorous 1091 

schedule detailing all the steps to follow because there should be room for modifications depending 1092 

on each particular analysis but nevertheless, reaching some standardisation degree in the 1093 

methodology would also help to achieve a more harmonised validation procedure in bioanalysis. 1094 

The lack of agreement in methodological approach to calculate the LLOQ and the little attention 1095 

that is paid on ME have been already carefully discussed together with the omission of robustness 1096 

assays. Another issue not covered by the current regulations relates to the quantification of 1097 

biomarkers. In the last years the advances in the field of personalised medicine and metabolomics 1098 

have led to the need of quantifying these endogenous compounds that can indicate a certain 1099 

biological condition such as an illness. Unfortunately, the bioanalytical guidelines are more 1100 

addressed to exogenous compounds such as drugs and their metabolites and therefore no indications 1101 

can be found related to the quantification of endogenous compounds. Aware of this situation, FDA 1102 

included a section in the last draft of the guideline update called “special issues” where information 1103 

about biomarkers and endogenous compound analysis is shown. They propose the validation 1104 

procedure to be carried out using analyte free matrix, what is usually complicated in these cases. 1105 

The use of alternative matrices (e.g. use a buffer instead of urine) is justified provided there is not 1106 



matrix effect difference whereas the possibility of using alternative methods such standard additions 1107 

is not yet considered. The growing interest in quantification of biomarkers will probably result in a 1108 

rise of the relevance of this topic in the bioanalysis field.  1109 

5. Conclusions 1110 

Bioanalytical method validation is a fundamental process to confirm that the results obtained for a 1111 

certain analyte in a biological matrix are reliable. Despite the need of trustworthy results in all the 1112 

fields involving drug or metabolite analysis (toxicology, pharmacokinetic studies, bioavailability 1113 

studies…) there are still some vague aspects that have not been properly addressed by the different 1114 

regulatory bodies. 1115 

After carefully reviewing the regulatory guidances and scientific works dealing with bioanalytical 1116 

method validation, the authors concluded that the most controversial validation parameters are 1117 

robustness, lower limit of quantification (LLOQ) and matrix effect.  1118 

Robustness assay is not yet mandatory according to the regulatory bodies, taking into consideration 1119 

the importance of this parameter when routine analysis is carried out, a deep discussion about the 1120 

different approaches to evaluate it was included. Experimental design emerges to be a very 1121 

powerful tool for this aim, allowing a fast, systematic and easy to implement methodology [73]. 1122 

Regarding to LLOQ, main bioanalytical validation guidelines agree in the definition of the LLOQ 1123 

concept, but do not give information about the procedure to follow for its calculation, probably 1124 

because it is considered to be evaluated in a pre-validation step. This turns problematic since the 1125 

LLOQ values given by different laboratories using the same analytical procedure are not necessarily 1126 

comparable. The Accuracy Profile approach seems to be the best way to estimate LLOQ, integrating 1127 

trueness, precision, risk and linearity. The use of the Accuracy Profile provides a tool to assess the 1128 

capacity of the analytical procedure to fit its purpose. 1129 



Even though in the last versions of the main validation guidelines ME has been included as an 1130 

essential validation parameter, the specific methodology to be used remains imprecise. As ME could 1131 

be considered one of the major drawbacks of the LC-MS technique, especially when complex 1132 

matrices are studied, more precise directions should be given in order to avoid mismanagement of 1133 

such an important phenomenon. The methodology proposed by Matuszewski appears to be adequate 1134 

to determine the presence or absence of ME.  1135 

2001 FDA guideline is still followed in many laboratories although taking into account nowadays 1136 

technology and requirements some of its aspects are out of date. The appearance of EMA guideline 1137 

in 2011 solved some of the issues that were not covered by its predecessor such as ME or ISR, but 1138 

there are still some aspects that should be included or improved in the following updates: robustness 1139 

studies, validation of biomarkers and endogenous compounds, stability issues, acceptance criteria 1140 

for IS repeatability, conditions under which partial validation is allowed... FDA 2013 guideline will 1141 

deal with some of these points but due to the unceasing development in bioanalysis it is necessary 1142 

that all the concerned parties keep involved in order to reach harmonised criteria for bioanalytical 1143 

method validation. 1144 
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Figure Captions. 1468 

 1469 

Figure 1: Summary of the procedure for robustness testing 1470 

 1471 

Figure 2: Example of precision profile, showing the evolution of the bioanalytical method precision 1472 

with respect to analyte concentration. The LLOQ corresponds to the smallest concentration with a 1473 

%CV not exceeding 20%. Based on the “Graphical Examination of the Relative Error versus 1474 

Concentration Level” (Accuracy Profile approach). 1475 

 1476 



 1477 

Figure 3:  Schematic representation of an Accuracy Profile based on a 6 concentration levels. Two 1478 

acceptance limits have been represented: in red, upper and lower acceptance limits (ER=15%) for 1479 

the calibration range, except the LLOQ. In blue, upper and lower acceptance limits for the LLOQ 1480 

(ER=20%). β-expectation tolerance limits (intervals) for each concentration level are represented in 1481 

fine black. The observed relative bias (trueness) is reproduced in bold-black. While the intersection 1482 

between the tolerance limit and the acceptance limit of 20% defines the LLOQ, the intersection 1483 

between the tolerance limit and the acceptance limit of 15% defines the ULOQ. 1484 

 1485 

Figure 4: Scheme of the post column infusion system 1486 



 1487 

Figure 5: Post column infusion of fentanyl while injecting through the chromatographic system a 1488 

blank standard (blue) or a blank plasma treated with protein precipitation using acetonitrile (red). 1489 

The ion suppression between 1.5 and 3.5 minutes can be clearly observed. 1490 




