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Intermolecular interactions are difficult to model, especially in systems formed by 

multiple interactions. Such is the case of caffeine–phenol. Structural data has been 

extracted by using mass-resolved excitation spectroscopy and double resonance 

techniques. Then the predictions of seven different computational methods have been 

explored to discover structural and energetic discrepancies between them that may 

even result in different assignments of the system. The results presented herein highlight 

the difficulty of constructing functionals to model systems with several competing 

interactions, and raise awareness of problems with assignments of complex systems with 

limited experimental information that rely exclusively on energetic data. 

INTRODUCTION 

Computational chemistry has experienced an impressive evolution, 

thanks, in part, to the introduction of new computational 

approaches that can process systems of increasing complexity 

with a marginal loss of accuracy.[1] One of the most successful 

approaches has been the introduction of the DFT,[2] as an alternative 

for other (costly) ab initio approaches, such as Møller– 

Plesset perturbation theory.[3] The reduced computational cost 

of DFT methods has enabled very large systems to be tackled, 

offering an accurate structural and energetic description. Their 

main drawback is an implicit difficulty in modeling noncovalent 

interactions that contain a substantial dispersion contribution.[ 

4–6] Still, there is intense ongoing work to optimize the 

functionals, fitting their parameters to ever-increasing collections 

of well-known molecular structures. As a result, the 

number of available functionals is growing fast.[7] 

Our group is engaged in the study of noncovalent interactions 

by using a combined experimental–computational approach.[ 

8, 9] We use mass-resolved excitation spectroscopic techniques 

to extract structural information about molecular aggregates 

formed in jets and then we run computations to interpret 

the experimental data. From that comparison, it is usually 

possible to determine the number of conformational isomers 

of the systems and elucidate their structure.[10–12] However, 

there are difficult cases, such as those in which experimental 

data are noisy and multiple conformational isomers exist, in 

which assignment requires of an accuracy in the theoretical 

prediction that it is not easy to achieve.[13–22] Sometimes, even 

with excellent experimental data, the systems are so complex 

that one has to rely on the relative stability of the predicted 

structures to reach a final assignment. However, accurate prediction 

of the relative stability of systems containing multiple 

isomers is not simple, and different functionals may lead to different 

conclusions. Herein, we explore this issue for a particularly 

difficult problem: the caffeine–phenol (Caf+Ph) complex. 

Caffeine (Scheme 1) is a methylxanthine present in coffee 

and responsible for its stimulant effects.[23] Its structure contains 

four nitrogen atoms, two oxygen atoms, and an aromatic 

system, and therefore, exhibits multiple interaction sites for 
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other molecules. Conversely, phenol is a simple molecule, formed by a benzene ring with a 

hydroxyl substituent. It is 

known to be one of the components of tobacco smoke,[24] and 

therefore, both molecules may come into contact in the blood 

of coffee-drinking smokers, and their aggregation may even 

alter the way in which they interact with different receptors in 

the cells.[25–28] However, the main goal of this work is not to explore 

such health-related issues, but to use the spectroscopic 

information recorded from the aggregates to explore the ability 

of several computational levels to model the interactions by 

analyzing the coherence/incoherence of their predictions. This 

comparison will help us to understand where there are limits 

for the interpretation of theoretical predictions. 

Phenol is prone to form hydrogen bonds with other molecules 

and it may find six interaction sites in caffeine. The stability 

of these interactions will also be modulated by C@H···p interactions 

between the methyl groups and the aromatic ring 

of phenol and by p···p interactions between the two aromatic 

rings, leading to a large number of conformational isomers 

that are very close in stability. Following our usual methodology, 

we used mass-resolved IR/UV spectroscopy to record the IR 

spectra and to obtain structural information that we then compared 

with the results predicted by four different methods: 

M06-2X, MN15, B3LYP-D3, and MP2. Similar to many other research 

groups, we have used M06-2X in multiple studies and 

obtained satisfactory results.[29, 30] However, evidence has appeared 

lately that has led to questioning of the performance 

of this functional, in the absence of a leading interaction, such 

as a strong hydrogen bond.[31–33] Thus, we compared the results 

of that functional with those of the newest version from 

the same group: the hybrid MN15. Thrular’s group have devoted 

a significant amount of work to the optimization of their 

functionals by using the NC87 database.[34, 35] 

The third functional, B3LYP corrected by empirical dispersion 

(ED=GD3BJ),[36] belongs to a completely different family and 

was reported to yield outstanding results for systems containing 

noncovalent interactions.[37–40] Certainly, it has become very 

popular among microwave spectroscopists because it is 

proven to yield accurate predictions on the structure of stable 

molecules.[41] As shown below, although all computational 

levels agreed in the prediction of the most stable structure, a 

large dispersion was observed for the relative stability of the 

local minima; this complicates the assignment and highlights 

the difficulty of modeling systems formed by noncovalent interactions. 

 

RESULTS AND DISCUSSION 
 

Spectroscopy of Caf+Ph 

 

Both phenol and caffeine present discrete absorptions in UV 

spectroscopy and their spectra have already been reported.[ 

42–45] The spectroscopy of phenol is particularly well known 

because it is the paradigm of aromatic alcohols.[46–62] Owing to 

the presence of two chromophores, an excited-state short lifetime, 

or multiple conformational isomers of the cluster with 

numerous low-frequency vibrations, the resonance-enhanced 

multiphoton ionization (REMPI) spectrum of Caf+Ph is a structureless 

absorption starting at about 35200 cm@1 (Figure S1 in 

the Supporting Information). Similar REMPI spectra were found 

for other related systems. For example, in a pioneering study, 

de Vries and co-workers reported the one-color REMPI spectra 

of 7-methylxanthine and theobromine homodimers and, in 

both cases, the result was a broad absorption, similar to that 



reported herein for caffeine.[42] 

The absence of a discrete spectrum precluded the use of 

isomer-specific spectroscopic techniques, such as UV/UV hole 

burning. However, it is still possible to estimate the number of 

isomers that contribute to the REMPI trace by recording the 

IR/UV spectrum to probe different wavelengths with a UV 

laser. Figure 1 shows the experimental IR/UV spectra in the 

OH/CH stretching region, which were obtained for phenol, caffeine, 

and the Caf+Ph complex, with the probe laser tuned at 

36015 and 36 290 cm@1. The IR spectrum of phenol agrees well with previous publications:[63] the 

single OH stretching band 

appears as a strong absorption at 3662 cm@1, which means a 

shift of about 200 cm@1 in the complex, and therefore, it is 

midway between the observed shifts in phenol–water and 

phenol–ammonia.[64] The group of bands centered at around 

3062 cm@1 correspond to the CH stretches and are weaker, but 

still clearly visible in the spectrum. On the other hand, only CH 

stretches are visible in this region of the IR spectrum of caffeine, 

and they appear as a single, broad absorption at 

2960 cm@1. The IR spectra of the monomers were used to 

adjust the corrections factors to account for anharmonicity in 

computed frequencies. As observed in Figure 1, all seven computational 

levels produced very similar predictions, and accurately 

reproduced the experimental observations. However, the 

anharmonicity factors required to correct the band positions 

were significantly different for each computational level. Interestingly, 

a more similar factor for both CH and OH stretches 

was required for computations with def2tzvp and a single 

value for both types of stretches was required at the B3LYPED= 

GD3BJ/def2tzpv level. 

As observed in Figure 1, the two IR spectra of Caf+Ph obtained 

upon probing two different wavelengths are noisy, but 

still they present small but noticeable differences; thus indicating 

population changes with the UV wavelength and providing 

evidence of the contribution of several isomers to the spectrum. 

Furthermore, only the OH stretch is expected to appear 

in that spectral region, while the broad absorption presents a 

shoulder, which may be due to the existence of additional isomers 

or to fragmentation from larger clusters. However, the 

weak signal of the dimer and the absence of signals in the 

mass spectrum that could be attributed to the trimer exclude 

such a possibility. The other possible fragmentation source is 

water complexes, but in this experimental arrangement the 

formation of water complexes is so disfavored that even 

phenol+water or caffeine+water complexes are hard to 

detect. 

Assignment of the IR spectrum requires a comparison with 

the computational predictions, but the shift in the OH stretch 

of phenol clearly indicates that the participant molecules form 

a moderately strong hydrogen bond. 

Exploration of the conformational landscape revealed the 

existence of several possible isomers for phenol interacting 

with each interaction site of caffeine. The differences between 

them are due to the secondary interactions, which are maximized 

in each case. For example, as shown in Figure 2, if 

phenol interacts with OC6, it can also interact with the aromatic 

ring (isomers 1 and 6) or with one of the methyl groups 

(isomer 7, 17), or just maximize the O@H···O interaction, by positioning 

the phenolic ring away from caffeine (isomer 12, see 

also Figures S2–S5 in the Supporting Information). It is very 

likely that many of the computed structures are connected by 

low potential-energy barriers, and therefore, the whole system 

simplifies during the cooling process, leading to a reduced 



number of structures in the expansion. Thus, information on 

the relative stability of the computed structures may be helpful 

for the assignment of experimental spectra. 

Figure 3 shows the binding Gibbs free energy (DDG) of the 

structures calculated at the seven levels. All theoretical approaches 

point to isomer 1 as the most stable structure at 0 K 

followed by isomer 2. However, some discrepancies in the relative 

energetic order of the rest of the structures were found: 

the standard deviation (SD) of DDG between the seven computational 

methods (labeled as BM; Figure 3) is larger than the 

SD of DDG between conformers (labeled as BC), which means 

that the energy difference between most of the conformers is 

within the computational error. All of these error estimations 

were performed without considering the structures with a 

RMSD in the atomic positions of >0.4, since, for those conformers, 

the optimization step resulted in very different structures. 

Surprisingly, the same trends were observed for calculations 

with MP2, regarding dispersion of the computed values 

and it presented one of the highest SDs. Optimization with 

MP2 also resulted in a reduced number of isomers because 

some of the conformers found by the other calculation levels 

converged in a single structure under MP2 calculations (see 

Table S1 in the Supporting Information). The discrepancies are maximized at higher temperatures. 

For example, at 298 K, the ratio between BM and BC SDs is inverted, 

which means that the computational error is larger 

than the energy difference between conformers. Therefore, it 

is more convenient to consider only families of structures and 

trends instead of isolated conformations. Other evidence of 

this fact can be found in Figure S6 in the Supporting Information, 

in which the Gibbs free energy diagrams for the seven 

theory levels are presented. In the diagrams, it is clear that at 

low temperature isomer 01 is the most stable conformers for 

all computational levels, closely followed by isomer 02. However, 

at 298 K, there are stability inversions between members of 

the same family and even between families of structures. However, 

the most stable families always present a strong OH···OC 

interaction (dotted lines in Figure 3). The isomers that present 

such interactions are 10, 11, 16, and 15 for the OH···OC2 interaction 

and isomers 07, 12, and 17 for the OH···OC6 interaction. 

Inside this latter family, conformer 06~07 was a stable structure 

for B3LYP and corresponded to a structure midway between 

that of isomers 06 and 07, although the intermolecular interaction 

fitted better with those in isomer 07. 

All of the above highlights that, in general, the relative stability 

may only be used to assign (at most) the spectrum of 

the most stable isomer, if the temperature of the beam is close 

to 0 K. Above a certain temperature, a comparison with experimental 

data becomes essential, especially if attractive forces 

are composed of several weak interactions or several conformers 

are found in a narrow stability window. 

Regarding the computed normal modes, once more, important 

discrepancies were found between the computation 

methods. Figure 4 shows a comparison between the DFT predictions 

and the experimental traces. The predictions are 

grouped with respect to the type of interaction that keeps the 

two moieties together by using the same color patterns as 

those in Figures 2 and 3. For example, those isomers with the OH·OC6 interaction are shaded in 

red (Caf+Ph 01, 06) or dark 

red (Caf+Ph 07, 12, and 17). 

The comparison between experiment and predictions 

shown in Figure 4 does not offer a univocal assignment. Clearly, 

those structures in which phenol is interacting with N9 can 

be discarded because they present absorptions that are either 



to the blue (Caf+Ph 03, 04, and 05) or to the red (depicted in 

dark blue, Caf+Ph 13) of the experimental observations. Likewise, 

the predictions for isomer 8 (orange) do not match the 

experimental spectrum. However, isomer 14 may reproduce 

the position of the shoulder at all levels apart from the two 

M06-2X computational levels. This also correlates with the 

large RMSD deviation due to a large structural change during 

optimization at the M06-2X level. Such structural changes also 

occur in other conformers, such as Caf+Ph 06, 08, 16, and 17, 

resulting in very different predicted IR spectra. The computed 

spectra for the rest of the species and families present transitions 

that are compatible with the experimental spectra. A 

more accurate assignment would also need to take into account, 

in addition to the relative stability of the structures, the 

shape of the potential-energy surface. However, the differences 

in the values offered by each computational level do not clarify 

which of the methods would yield the most accurate description 

of the conformational space, especially at 298 K. Notably, 

those families that become more stable at this temperature 

are those that better reproduce the position of the strong absorption 

in the spectra (dark red and dark green in Figure 5). 

In summary, in Figure 5, we compare the position of the OH 

stretch predicted for the most stable families with the experimental 

spectrum. The width of the bars represents the uncertainty 

in the position of the transition. Clearly, the whole experimental 

trace is explained by the transitions predicted for 

these families: the maximum of the absorption correlates very 

well with the OH stretching of those families that are stable at 

higher temperatures and present a strong OH·OC2,6 hydrogen 

bond. Likewise, the shoulder is well reproduced by the structures 

that are more stable at 0 K and that present stacking interactions 

in addition to the OH·OC2,6 hydrogen bond. 

In any case, the panorama depicted herein is worrisome: all 

four functionals seem to be well designed to describe the 

strong interactions that form the most stable isomers. However, 

the differences in their coefficients to describe weaker interactions 

result in fuzzy predictions of the local minima. This 

problem is maximized at 298 K and presumably at the temperature 

of living beings. Furthermore, the discrepancies observed 

in a small system, such as Caf+Ph, may be amplified if dealing 

with larger systems, such as protein folding or protein–ligand 

aggregates, in which the interactions due to dispersive forces 

play a determining role in the final shape of the system. 

 

CONCLUSION 
 

We presented a combined computational and experimental examination 

of Caf+Ph aggregates. Despite the relatively small 

size of the system, it proved to be a complex problem: caffeine 

presents several interaction sites for phenol, with numerous 

local minima, resulting from the balance between C@H···p and 

p···p interactions. Furthermore, the experimental observations 

were limited to the shift in the OH stretching band, as a result 

of intermolecular interactions. 

Seven different computational levels were used to describe 

the system and to assign the experimental spectra: M06-2X, 

MN15, and B3LYP-ED=GD3BJ combined each one with the 

bases 6-311++G(d,p), def2tzpv, and MP2/6-311++G(d,p). All 

seven agreed that conformer 1 is the most stable structure 

and isomer 2 is the second one. In such conformers, phenol interacts 

with caffeine through p···p interactions and a hydrogen 

bond with C=O of caffeine. This assignment would be in 



agreement with previous studies on caffeine–water, in which 

water was also found to interact preferentially with the carbonyl 

groups of caffeine.[44, 45, 65] However, no consensus was found 

between them for the relative stability of the local minima. 

This seems to indicate that the methods used are able to accurately 

model stronger interactions, but they balance other 

weaker interactions in different ways. The magnitude of the 

discrepancies between the predictions is assumed to be due 

to differences in the strengths of the secondary interactions, 

and therefore, in the low-frequency modes. 

The panorama resulting from this work warns about overinterpreting 

the results of these kinds of studies. The complexity 

of the system, limited amount of experimental information, 

and implicit precision of the computations limit the conclusions 

that one can extract. We can affirm that phenol preferentially 

interacts with OC6 and that the most likely secondary interaction 

site is OC2. Such interactions result in a broad absorption 

centered at around 3450 cm@1. Other isomers may also 

contribute to the spectrum, with the interaction with the same 

oxygen atoms as a leading force, but with a different ratio of 

contributions of other secondary interactions (mainly stacking 

and CH···p). Determining the structure of the system more pre- cisely would require additional 

experimental and computation 

data. 

 

EXPERIMENTAL SECTION 
 

Experimental details 
The experimental details were described in previous works.[30] The 

setup was composed of a supersonic expansion chamber 

equipped with a laser ablation system. This device allowed us to 

vaporize thermolabile molecules. The chamber was coupled with a 

TOF mass spectrometer, to carry out mass-selected detection. For 

the ionization of the supersonically expanded samples, a UV laser 

(Quantel Qscan) was used and an IR-OPO laser (LaserVision) was 

added for the double resonance experiments. 

The supersonic expansion worked with 10 bar of backing pressure 

of argon (Praxair, 2X, 99.998% purity). Sample preparation required 

careful optimization. Phenol, with a melting point of 313 K, produces 

an entropy increase upon mixing with carbon nanotubes and/ 

or caffeine that was sufficient to induce its melting. Finally, the following 

protocol was adopted: first, a mixture of caffeine and 

carbon nanotubes (&60:40 v/v) was produced and deposited on 

the surface of a rod-shaped sample holder. Then, a solution of 

phenol in diethyl ether was sprayed over the surface of the 

sample. Ablation of the mixture created synchronously with the 

aperture of the pulsed valve resulted in the creation of a jet 

seeded with caffeine and phenol, which, under the cooling conditions 

of the expansion, aggregated to form clusters. Nevertheless, 

the concentration of caffeine and phenol in the beam was low, 

which produced a weak signal and hampered the formation of 

larger clusters. No signal from phenol/water or caffeine/water clusters 

was detected. 

 

Computational details 
The computational procedure started with a conformational 

search, which was carried out by using three different force fields: 

MMFFs,[66] AMBER,[67] and OPLS 2005.[68] The redundant conformations 

were identified by clustering of all structures. The identified 

candidates were optimized with M06-2X/6-311++G(d,p) and further 

confirmed as true minima in a normal mode analysis. After 

the exclusion of redundant conformations, the remaining structures 

were optimized at the level of each of the other methods: 

M06-2X/ def2tzpv, MN15, and B3LYP-ED=GD3BJ with 6-311++ 



G(d,p), def2tzpv, MP2/6-311++G(d,p), and MP2/6-311++G(d,p). 

Theoretical simulations of the IR spectrum were generated by applying 

a correction factor to the normal modes obtained from the 

Gaussian program package.[69] The factors were empirically determined 

by fitting the simulations to the experimental frequencies 

of the monomers (see Figure 1). The resulting lines were represented 

by using a Lorentzian function, with a variable width, depending 

on the region of the spectrum and the type of interaction. 

Stronger hydrogen-bond interactions were assumed to produce 

broader absorptions, shifted to the red. The effect of the laser on 

the shape of the transition was also taken into account by the convolution 

of a Gaussian function with the Lorentzian simulation. 
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Scheme 1. Structure of phenol and caffeine (with atom numbering). The 

four main interacting sites, OH·OC6, OH·OC2, OH·N9, and the stacking interaction, 

are highlighted. 

 



Figure 1. IR/UV spectra of caffeine, phenol, and Caf+Ph. A comparison of 

the spectra of caffeine and phenol with computational predictions allowed 

us to determine the value of the factors that account for anharmonicity at 

each computational level. Interestingly, a single factor for both CH and OH 

stretches was required at the B3LYP-ED=GD3BJ/def2tzvp level. 

 

Figure 2. Computed structures of Caf+Ph, which are sorted according to 

similarity and interaction site. Binding Gibbs free energy values DDG 

[kJmol@1] are given at 0 and 298 K, and they are the average of the six theoretical 

methods, considering only structures with a root-mean-square deviation 

(RMSD) of atomic positions (counting only C and O atoms) of <0.3. 

MP2 was not included because several of the structures predicted by the 

other methods converged to the same conformer upon optimization at 

MP2. The arrows depict the relative orientation of the two molecules in 

stacking. All hydrogen atoms attached to a carbon atom were hidden for 

the sake of clarity. More elaborate versions of this figure, with the relative 

stability of the structures calculated at each computational level, can be 

found in Figures S2–S5 in the Supporting Information. 

 

 



 

Figure 3. Relative binding Gibbs free energy (DDG) diagram at 0 and 298 K 

for the conformers of Caf+Ph with RMSD of atomic positions of <0.3. See 

also Figure S6 and Table S1 in the Supporting Information. DDG is defined 

as the difference in DG of a given species with the global minimum. 

SD=standard deviation, BM=between methods, BC=between conformers 

 

 



Figure 4. A comparison between the IR spectra of Caf+Ph and the computational 

predictions for the calculated structures. The structures are grouped 

by the type of interaction. The position of the bands is simulated by using 

gaussians that follow the color code of the computational level. 

 

 

 

Figure 5. A comparison between the prediction of the position of the OH 

stretch for the four main families of isomers and the experimental spectrum. 

The width of the bars indicates the uncertainty in the prediction of the 

band position. A simulation with two gaussians is also offered (gray curve). 


