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#### Abstract

Rate coefficients of the complex-forming $\mathrm{C}+\mathrm{NH} \rightarrow \mathrm{H}+\mathrm{CN}$ reaction have been calculated at temperatures ranging from 5 K to 800 K using quasi-classical trajectories on a potential energy surface which accurately describes the attractive long-range interaction, along with results using two capture models. In contrast with the constant value recommended in astrochemical databases, a steep decrease of the rates has been found up to 150 K , and then they tends to be nearly constant. Such behavior is analyzed in terms of the rovibrational state-selected rate coefficients and cross sections singling out the role played by the rotational excitation of the initial diatom. The effect of the electronic degeneracy is also discussed.


## 1. Introduction

The reaction between the carbon atom ( C ) and the imidogen radical $(\mathrm{NH})$ to form the hydrogen atom $(\mathrm{H})$ and the cyano radical (CN), $\mathrm{C}+\mathrm{NH}$ $\rightarrow \mathrm{H}+\mathrm{CN}$, involves chemical species of relevance in astrochemistry [1]. In particular, the cyano radical (the second molecule to be identified in the interstellar space [2]) is one of the most widely spread molecules, and is very reactive with hydrocarbons even at very low temperatures [3]. Moreover, the formed organic molecules with the -CN group are considered as a source of pre-biotic amino-acids. Additionally, the reaction can proceed through either the hydrogen cyanide (HCN) or the hydrogen isocyanide (HNC), which are also widespread astromolecules.

Main astrochemical databases (KIDA [4], UdFA [5]) recommend for the rate coefficient of the mentioned reaction a constant value of 1.20 . $10^{-10} \mathrm{~cm}^{3} \mathrm{~s}^{-1}$ for temperature values ranging from 10 to 300 K . However, this is an estimated value because, to our knowledge, there are neither experimental nor theoretical kinetic data available.

An accurate potential energy surface (PES) for the $X^{1} \Sigma^{+}$ground-state of the triatomic HCN system was published by Varandas and Rodrigues $[6,7]$. This PES is based in a fit of accurate ab initio data by using the Double-Many Body Expansion methodology (DMBE) [8-10]. The HCN ( $X^{1} \Sigma^{+}$) DMBE PES correlates with the following products:

$$
\begin{aligned}
\mathrm{HCN}\left(X^{1} \Sigma^{+}\right) & \rightarrow \mathrm{H}\left({ }^{2} S\right)+\mathrm{CN}\left(X^{2} \Sigma^{+}\right) \quad D_{\mathrm{e}}=132.6 \mathrm{kcal} \mathrm{~mol}^{-1} \\
& \rightarrow \mathrm{C}\left({ }^{3} P\right)+\mathrm{NH}\left(X^{3} \Sigma^{-}\right) \quad D_{\mathrm{e}}=231.6 \mathrm{kcal} \mathrm{~mol}^{-1} \\
& \rightarrow \mathrm{~N}\left({ }^{4} S\right)+\mathrm{CH}\left(a^{4} \Sigma^{-}\right) \quad D_{\mathrm{e}}=247.9 \mathrm{kcal} \mathrm{~mol}^{-1} \\
& \rightarrow \mathrm{~N}\left({ }^{4} S\right)+\mathrm{C}\left({ }^{3} P\right)+\mathrm{H}\left({ }^{2} S\right) \quad D_{\mathrm{e}}=313.3 \mathrm{kcal} \mathrm{~mol}^{-1}
\end{aligned}
$$

Note that the DMBE PES does not correlate with the $\mathrm{N}\left({ }^{4} S\right)+\mathrm{CH}\left(X^{2} \Pi\right)$ channel, i.e., with the electronic ground-states of N and CH , and therefore that reaction cannot be studied adiabatically on the DMBE PES. That channel correlates with the $1^{3} A^{\prime}$ and $1^{3} A^{\prime \prime}$ surfaces of HCN [11].

In this work the study of the reaction makes use of the ground-state $1^{1} A^{\prime}$ DMBE PES that correlates with the $\operatorname{HCN}\left(X^{1} \Sigma^{+}\right)$molecule as intermediate:
$\mathrm{C}\left({ }^{3} P\right)+\mathrm{NH}\left(X^{3} \Sigma^{-}\right) \rightarrow \mathrm{H}\left({ }^{2} S\right)+\mathrm{CN}\left(X^{2} \Sigma^{+}\right) \quad \Delta D_{\mathrm{e}}=-99.0 \mathrm{kcal} \mathrm{mol}^{-1}$
The reactants give rise to a series of singlet and triplet $A^{\prime}, A^{\prime}$ and $A^{\prime \prime}$ PESs, while the products correlate with singlet and triplet $A^{\prime}$ PESs. However, only the $1^{1} A^{\prime}$ PES correlates adiabatically with the $\operatorname{HCN}\left(X^{1} \Sigma^{+}\right)$intermediate.

When the zero-point energy of both reactant and product diatoms is included, reaction 1 becomes exothermic by $\Delta_{\mathrm{r}} H_{0}^{0}=-100.7 \mathrm{kcal} \mathrm{mol}^{-1}$. The other possible product channel, $\mathrm{N}\left({ }^{4} S\right)+\mathrm{CH}\left(a^{4} \Sigma^{-}\right)$, is of scarce interest in astrochemistry studies due to its endoergicity of 16.3 kcal $\mathrm{mol}^{-1}$.

Reaction 1 on the DMBE PES is characterized by an attractive long-
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range tail of the interaction between reactants when the carbon atom approaches the N end of the diatom $\left(\gamma=180^{\circ}\right)$, whereas a barrier arises when the attack takes place from the H side. A further approach between reactants leads to the very deep well corresponding to HCN (and also HNC, $17.4 \mathrm{kcal} \mathrm{mol}^{-1}$ higher in energy and separated from the HCN well by a transition state of $47.5 \mathrm{kcal} \mathrm{mol}^{-1}$ ). Then the potential energy increases smoothly along the exit channel to products.

It should be emphasized here that the $1^{1} A^{\prime}$ DMBE PES describes accurately the long-range potential energy. In fact, different functional forms are used to represent the short- and long-range interactions. The inner part of the PES is described with a polynomial of the three internuclear distances (whose coefficients are obtained by fitting rovibrational spectroscopic data and ab initio energies) and it is damped as the internuclear distances increase. The long-range energy includes both the dispersion and the electrostatic energies. The internuclear and angular dependence of the dispersion coefficients has been estimated using the dipolar isotropic and anisotropic polarizabilities of fragments while the electrostatic potential has been formulated in terms of the interaction of the quadrupole moment of carbon with the dipole and quadrupole moments of NH. Such expression of the long-range energy is based on an atom-atom interaction, in contrast with the description of the interaction as a sum of atom-bond contributions formulated by F. Pirani [12,13].

The goal of the present work is to study the dependence of the rate coefficients on the temperature for reaction 1 in a range of interest for astrochemistry. To this end, we have studied the kinetics and the dynamics of this reaction driven by long-range forces which are realistically described by the accurate DMBE PES. This Letter is laid out as follows: Section 2 describes the theoretical approaches; Section 3 is devoted to the analysis of the calculated rate coefficients and of their dependence on the temperature. Section 4 extends the analysis to stateselected cross sections and rate coefficients. Conclusions are drawn in Section 5.

## 2. Theoretical methodology

The huge number of rovibrational states involved in the investigated processes (associated with the deep HCN potential well and the significant exoergicity of the reaction channel) prevents the use of quantum dynamical methodologies. Accordingly, the quasi-classical trajectory (QCT) method $[14,15]$ is the most convenient methodology to study reaction 1 . As a matter of fact, the QCT treatment is extensively used in astrochemical investigations (see, for example, Refs. [16-32]). In addition to QCT techniques, some attempts to investigate complex-forming reactions have been made using the RPMD (Ring Polymer Molecular Dynamics) method [33-42].

In this work, QCT calculations were carried out using the program VENUS96 [43] on the DMBE PES, whose derivatives were computed numerically. Two series of QCT calculations were performed to determine thermal rate coefficients and, separately, state-selected cross sections. The QCT thermal rate coefficient $k(T)$ is written as:
$k(T)=g_{\mathrm{e}}(T)\left(\frac{8 k_{\mathrm{B}} T}{\pi \mu}\right)^{1 / 2} \pi b_{\max }^{2} \frac{N_{\mathrm{r}}}{N}$
where $g_{\mathrm{e}}(T)$ is the electronic degeneracy factor, $k_{\mathrm{B}}$ the Boltzmann's constant, $\mu$ the reduced mass of the reactants, $b_{\text {max }}$ is the maximum value of the impact parameter leading to reaction and $N_{\mathrm{r}}$ is the number of reactive events out of the total number of integrated trajectories $N$. On each trajectory, the collision energy is selected according to the Maxwell-Boltzmann distribution at temperature $T$ and the initial rovibrational state of the diatom is also sampled according to a Boltzmann distribution for temperature $T$ over the manifold of states supported by the diatomic potential curve.

The electronic factor is calculated considering that the reaction takes place only on the ground $1^{1} A^{\prime}$ PES, and the $C$ atom partition function
accounting for the ground state spin-orbit splitting is
$g_{\mathrm{e}}(T)=\frac{1}{1+3 \exp \left(-E_{J=1} / k_{\mathrm{B}} T\right)+5 \exp \left(-E_{J=2} / k_{\mathrm{B}} T\right)}$
where $E_{J=1}=16.4 \mathrm{~cm}^{-1}$ and $E_{J=2}=43.4 \mathrm{~cm}^{-1}$ are the energies of the $J$ $=1$ and $J=2$ states of the ground triplet term $\left({ }^{3} P_{0,1,2}\right)$ of the C atom, referred to the energy of the $J=0$ spin-orbit ground state [44]. The value of $g_{\text {e }}$ converges to $1 / 9$ at high temperatures, but it increases as the temperature decreases ( $g_{\mathrm{e}}=0.17$ at 100 K and $g_{\mathrm{e}}=0.77$ at 10 K ).

Thermal rate coefficients were calculated at 27 temperature values ranging from 5 K to 800 K , with a finer grid for lower temperatures. A total of $N=10^{6}$ trajectories were integrated at each of the considered temperatures, leading to a standard deviation of the rate coefficient lower than $0.5 \%$

To rationalize the thermal rate coefficient $k(T)$, we calculated the rovibrational state-selected cross sections $\sigma\left(E_{\mathrm{tr}} ; v, j\right)$ using:
$\sigma\left(E_{\mathrm{tr}} ; v, j\right)=\pi b_{\max }^{2} \frac{N_{\mathrm{r}}\left(E_{\mathrm{tr}} ; v, j\right)}{N\left(E_{\mathrm{tr}} ; v, j\right)}$
where $N_{\mathrm{r}}\left(E_{\mathrm{tr}} ; v, j\right)$ is the reactive subset of the total number of integrated trajectories $N\left(E_{\mathrm{tr}} ; v, j\right)$ generated with a given collision energy $E_{\text {tr }}$ at a given rovibrational state of NH characterized by the quantum numbers $v$ and $j$. By integrating the cross sections $\sigma\left(E_{t r} ; v, j\right)$ over the Max-well-Boltzmann distribution of the collision energy $E_{\text {tr }}$ at a given temperature $T$, the rovibrational state-selected rate coefficients $k(T ; v, j)$ can also be worked out.

State-selected cross sections were calculated at 56 collision energy values in the $1 \cdot 10^{-3}-5 \mathrm{kcal} \mathrm{mol}{ }^{-1}$ range, with a finer grid at lower energies. The rovibrational states of NH considered were $v=0$ and $j=$ $0,1,2,3,4$ to investigate the effect of the rotational excitation on the cross section. Some additional calculations were carried out also for $v=$ 1 and $j=0$. The number of integrated trajectories ranges from $N=2$. $10^{4}$ at the highest energies (and lower maximum impact parameter, see below) to $N=10^{5}$ for the lowest energies. Overall, the standard deviation of the cross section is less than $1 \%$. To calculate the rovibrational state-selected rate coefficients $k(T ; v, j)$ out of the corresponding cross sections, a cubic-spline interpolation and extrapolation of their values was first performed. The temperatures considered range from 5 K to 245 K.

The long-range interaction between reactants extends to large distances. For this reason, both the initial distance to start the trajectory integration and the integration step were selected synchronically. Effectively, an initial distance of $34 \AA$ and an integration step of 0.1 fs guarantee both an interaction energy between the reactants and an average conservation of the total energy of about $4 \cdot 10^{-4} \mathrm{kcal} \mathrm{mol}{ }^{-1}$ (with an integration step of 0.05 fs the total energy conservation can be improved by two orders of magnitude, while the rate coefficient at 10 K is modified only of $0.04 \%$ ). The final separation of product fragments was instead set shorter ( $21 \AA$ ) because the $\mathrm{H}+\mathrm{CN}$ interaction energy at that distance is smaller than $1 \cdot 10^{-5} \mathrm{kcal} \mathrm{mol}^{-1}$.

The selection of the maximum impact parameter leading to reaction is also dictated by the attractive nature of the long-range interaction. Such an attractive nature of the long-range interaction implies that collisions with a large value of the impact parameter can fall into the deep HCN well and then form the products. We set $b_{\text {max }}$ equal to the value of the impact parameter leading to a $N_{\mathrm{r}} / N$ probability lower than the $0.2 \%$. This criterion returns $b_{\max }$ values highly depending on both temperature and collision energy. Thus, the maximum impact parameter decreases from $27 \AA$ to $8 \AA$ as the temperature increases from $T=5 \mathrm{~K}$ to 800 K , while it decreases from $26 \AA$ to $4 \AA$ as the collision energy increases from $E_{\text {tr }}=1 \cdot 10^{-3}$ to $5 \mathrm{kcal} \mathrm{mol}^{-1}$. Once selected the value of $b_{\max }$ at a given energy, the impact parameter for each trajectory was chosen randomly according to the function $b_{\max } \mathscr{R}^{1 / 2}$, with $\mathscr{R}$ being a random number $\mathscr{R} \in[0,1]$.

As already mentioned, reaction 1 is a complex-forming collision driven by the long-range interaction. This characteristic suggested us to apply a capture model to work out an approximate estimate of the cross sections and rate coefficients [45]. In this work, two simple capture models were adopted in order to investigate whether the long-range forces can suitably describe the dynamics and kinetics of reaction 1.

The first model (model 1) takes into account the main long-range force, the interaction between the electric dipole moment of the molecule and the induced dipole of the atom, which can be described in SI units by [46]:
$V^{(\text {model })}(R)=-\frac{\alpha_{\mathrm{el}}^{\prime} p^{2}}{\left(4 \pi \epsilon_{0}\right)^{2} R^{6}}=-\frac{\alpha_{\mathrm{el}} p^{2}}{\left(4 \pi \epsilon_{0}\right) R^{6}}=-\frac{C_{6}}{R^{6}}$
where $\alpha_{\mathrm{el}}^{\prime}$ is the electric polarizability of the carbon atom $\left(1.858 \cdot 10^{-40}\right.$ $\left.\mathrm{J}^{-1} \mathrm{C}^{2} \mathrm{~m}^{2}\right)$ and $\alpha_{\mathrm{el}}=\alpha_{\mathrm{el}}^{\prime} /\left(4 \pi \epsilon_{0}\right)=1.670 \AA^{3}$ [47]), $p$ is the electric dipole moment of the imidogen radical (4.653•10 ${ }^{-30} \mathrm{C} \mathrm{m}=1.395 \mathrm{D}$ ) [48]) and $\epsilon_{0}$ is the permittivity of vacuum. Hence the $C_{6}$ coefficient has a value of $46.78 \mathrm{kcal} \mathrm{mol}^{-1} \AA^{6}$. Fig. 1 shows the interaction formulated in Eq. (5) as a function of the Jacobi coordinate $R$ (the distance between the atom and the center-of-mass of the molecule). As apparent from the Figure, the bare dipole-induced dipole interaction is quite weak.

Assuming a barrier-less reaction and a long-range interaction as that given by Eq. (5), the dependence of the cross section $\sigma$ on the translational energy $E_{\text {tr }}$ is given by [45]:
$\sigma^{(\text {model } 1)}\left(E_{\mathrm{tr}}\right)=3 \pi\left(\frac{C_{6}}{4 E_{\mathrm{tr}}}\right)^{1 / 3}$
that leads to the following dependence of the rate coefficient $k$ on the temperature $T$ :
$k^{(\text {model })}(T)=3\left(2^{5 / 6}\right) \sqrt{\frac{\pi}{\mu}} \Gamma\left(\frac{5}{3}\right)\left(C_{6}^{2} k_{\mathrm{B}} T\right)^{1 / 6}$
where $\Gamma$ is the gamma function, $\mu$ is the reduced mass of the reactants, and $k_{\mathrm{B}}$ is the Boltzmann constant. As is shown by Eq. (7), the capture model with a dipole - induced dipole interaction describes an increase of the rate coefficient as the temperature increases.

The second model (model 2) is based on the long-range potential given by the DMBE PES, which takes into account more interactions than the bare dipole-induced dipole one, as already mentioned. Moreover, the long-range potential energy of DMBE PES depends on the angle between the atom and the molecule. As can be seen in Fig. 1, where the


Fig. 1. Long-range potential energy of the dipole - induced dipole interaction $\left(-C_{6} / R^{6}\right)$, of the DMBE PES for different values of the $\widehat{\mathrm{CNH}}$ angle $(\gamma)$ and the calculated orientation-averaged potential ( $V_{0}$ ) plotted as a function of the distance $R$.
long-range energy of DMBE PES is shown as a function of $R$ for several values of the angle $\gamma$ (the $\mathrm{C}-\mathrm{NH}$ Jacobi angle between $\boldsymbol{R}$ and the NH internuclear vector, $r$ ) and fixing the molecule in its equilibrium distance, the most favorable atom-molecule approach occurs at $\gamma=180^{\circ}(i$. $e$., when of the C atom heads on the N atom of the molecule) and the attractive interaction extends to the perpendicular approach. In contrast, when the C atom approaches the H side of the molecule ( $\gamma=$ $0^{\circ}$ ), the interaction is attractive at long distances ( $R \geq 4.2 \AA$ ) to become repulsive at smaller distances. To get a global, isotropic potential, the orientation-averaged potential was calculated. To this end, the potential energy is formulated as an expansion in terms of Legendre polynomials [45]:
$V^{(\text {model2 })}(R, \gamma)=\sum V_{\lambda}(R) P_{\lambda}(\cos \gamma)$
(note that the dependence on the internuclear distance of the molecule is dropped since only its equilibrium value is considered), and the orientation-averaged potential can be calculated by integrating over the angle $\gamma$ :
$V_{0}(R)=\frac{1}{2} \int_{0}^{\pi} V^{(\text {model } 2)}(R, \gamma) \sin \gamma \mathrm{d} \gamma$
Accordingly, $V_{0}$ represents the isotropic term of the expansion, which is purely attractive for $R \geqslant 3.1 \AA$, as shown in Fig. 1.

In models 1 and 2, it is assumed that the reaction probability is unity when the atom-molecule collision has sufficient translational energy to overcome the energy barrier (only the centrifugal barrier for attractive long-range interaction) and, consequently, the capture of the atom by the molecule occurs by forming a three-atom complex. Accordingly, the reaction cross section at the given translational energy is simply the area of the circle with the largest impact parameter for which the translational energy exceeds the centrifugal barrier, i.e. $\sigma\left(E_{\mathrm{tr}}\right)=\pi b_{\mathrm{c}}^{2}$. The value of $b_{c}$ is the solution of the implicit equation [45]:
$E_{\mathrm{tr}}=V_{0}\left(R_{\max }\right)+\frac{E_{\mathrm{tr}} b_{\mathrm{c}}^{2}}{R_{\max }^{2}}$
where $R_{\max }$ is the location of the centrifugal barrier maximum at given translational energy and impact parameter. In the last step, the reaction rate coefficient is obtained by integrating the cross section over the translational energy at the required temperature $T$.

## 3. Rate coefficients

The QCT thermal rate coefficient computed without including the electronic factor is shown in Fig. 2 as a function of the temperature $T$. It is evident from the Figure that there is a dependence of the QCT rate coefficient on the temperature, even when the temperature dependent electronic degeneracy factor, $g_{e}$, is not included (see below). In fact, the rate coefficient increases from 5 K to 10 K and then it decreases smoothly as the temperature further increases. Fig. 2 displays also the rate coefficients calculated using the two capture models previously described, also without including the electronic factor. The rate coefficients obtained using "model 1" (calculated with Eq. (7)) show a sharp increase with the temperature at the lower $T$ values and a smoother one at higher $T$. When using "model 2 ", a similar temperature dependence of $k(T)$ is found though with larger absolute values due to the stronger long-range attractive potential used in "model 2" (as shown in Fig. 1). However, Fig. 2 provides a clear evidence that the two capture models describe a dependence of the rate coefficient with the temperature opposite to the one obtained from QCT calculations.

The dependence of the rate coefficient of reaction 1 with the temperature, displayed in Fig. 2, changes drastically when the electronic factor $g_{e}$ of Eq. (3) is taken into account. As shown in Fig. 3, at low temperature all the curves fall sharply as a consequence of the


Fig. 2. QCT values of the thermal rate coefficient for the $\mathrm{C}+\mathrm{NH} \rightarrow \mathrm{H}+\mathrm{CN}$ reaction plotted as a function of the temperature $T$. Error bars are smaller than the size of the circles used in the Figure. The rate coefficients obtained from the capture models are also shown. The inset shows the QCT values at low temperatures.


Fig. 3. QCT values of the thermal rate coefficient for the $\mathrm{C}+\mathrm{NH} \rightarrow \mathrm{H}+\mathrm{CN}$ reaction including the electronic factor of Eq. (3) plotted as a function of the temperature $T$. The rate coefficient recommended in the astrochemical databases and the rate coefficients obtained from the capture models including the electronic factor are also shown. The inset shows the QCT values at l.ow temperatures.
substantial decrease of the value of $g_{\mathrm{e}}$ as $T$ increases. The QCT $k(T)$, as well as those of models 1 and 2, decrease abruptly up to $T=150 \mathrm{~K}$ before becoming nearly constant up to the highest temperature value calculated in this work. Fig. 3 also shows the constant value of the rate coefficient recommended in the astrochemical databases for reaction 1 for temperatures ranging from 10 K to 300 K , in contrast with the values given by the QCT calculations and the two model predictions. However, above $T=200 \mathrm{~K}$ the QCT is practically constant ( $\sim 6 \cdot 10^{-11}$ ) as well as the predictions of "model 1 " $\left(\sim 3.5 \cdot 10^{-11}\right)$ and "model 2 " $\left(\sim 1.1 \cdot 10^{-10}\right)$. The value recommended by astrochemical databases $\left(1.2 \cdot 10^{-10}\right)$ lies slightly above the latter value and coincides with the QCT one computed at $T=50 \mathrm{~K}$.

Most often, the dependence on the temperature of the rate coefficient of bimolecular reactions is parametrized in the astrochemical databases using the Arrhenius-Kooij formula [49]:
$k(T)=\alpha\left(\frac{T}{300}\right)^{\beta} \exp \left[-\frac{\gamma}{T}\right]$

However, this expression is not adequate to fit the sharp decrease at $T<$ 50 K and the subsequent levelling off. In order to maintain the widely used and convenient function of Eq. (11), we propose to modified it as follows:
$k_{\mathrm{fit}}(T)=g_{\mathrm{e}}(T) \alpha\left(\frac{T}{300}\right)^{\beta} \exp \left[-\frac{\gamma}{T}\right]$
where the electronic factor is given by Eq. (3). The best-fit parameters of the logarithmic expression of Eq. (11) with the calculated QCT rate coefficients without the electronic factor are $\alpha=4.20 \cdot 10^{-10} \mathrm{~cm}^{3} \mathrm{~s}^{-1}$, $\beta=-0.049$ and $\gamma=0.448 \mathrm{~K}$, with a $\chi^{2}$ of $6.3 \cdot 10^{-24}$ and a correlationcoefficient of 0.9983 . As shown in Fig. 4, the parametrized function well describes the calculated QCT rate coefficients at the lower temperatures.

## 4. Cross sections

The most detailed quantity reported in the present work is the excitation function of the $\mathrm{C}+\mathrm{NH} \rightarrow \mathrm{H}+\mathrm{CN}$ reaction for several NH rovibrational states. QCT estimates of the state-selected cross sections computed for the mentioned initial $(v, j)$ states are plotted for comparison in Fig. 5 by ignoring the electronic factor for a clearer comparison of the QCT total rate coefficients and the initial state-selected ones. As is apparent in the Figure, the cross section curve is the one typical of barrier-less reactions: very large at low collision energy, sharply decreasing as the energy increases, and mildly decreasing for a further increase of the collision energy. Over this pattern, there are clear differences depending on the rotational excitation. At low collision energies (see upper panels of Fig. 5), the excitation functions for different rotational states are almost parallel. However, the rotational excitation causes some differences in intermediate values of the collision energy (see the bottom left panel of Fig. 5). In particular, it is worth noting that the absence of rotational energy in the initial diatom makes the cross sections smaller than those obtained when the initial diatom is rotationally excited. At the higher collision energies considered here (see lower right panel of Fig. 5) the values of $\sigma\left(E_{\mathrm{tr}} ; v, j\right)$ for all the initial rotational energies differ negligibly.

The panels of Fig. 5 also show the excitation functions calculated using the two capture models. Both exhibit large values of the cross sections at the lowest collision energy, a significant decrease as the collision energy just increases and a milder decline at the higher energies. However, the "model 1" curve is always lower than all the QCT curves whereas the "model 2" one is always higher.

As already mentioned, "model 2 " estimates the cross section at a given translational energy as $\sigma\left(E_{\mathrm{tr}}\right)=\pi b_{\mathrm{c}}^{2}$, assuming that the capture


Fig. 4. Arrhenius plot of the QCT values of the thermal rate coefficient $k(T)$ and of the Arrhenius-Kooij best-fitting curve.


Fig. 5. QCT values of the state-selected cross section for the $\mathrm{C}+\mathrm{NH} \rightarrow \mathrm{H}+\mathrm{CN}$ reaction plotted as a function of the translational energy $E_{\text {tr }}$. Each panel shows a different range of values of $E_{\mathrm{tr}}$.
probability to form the three-atom complex is unity. When the dependence of the maximum impact parameter $b_{c}$ on the translational energy is compared with the dependence of the maximum impact parameter $b_{\text {max }}$ obtained from QCT calculations, it is found that they are very similar at all collision energies (for instance, at $E_{\mathrm{tr}}=1.0 \mathrm{kcal} \mathrm{mol}^{-1}$
$b_{\text {max }}=4.7 \AA$ for "model 2" and 4.8-5.0 for QCT). This indicates that the maximum impact parameter selected in the trajectory method is close to the centrifugal barrier along the long-range attractive interaction. However, in spite of the similar value of the maximum impact parameters, the cross sections from "model 2 " are significantly larger than those obtained from QCT calculations (see Fig. 5). This implies that the two assumptions relating to "model 2" are not fulfilled. Namely, the potential cannot be considered isotropic (the reaction is hindered for some atom-diatom approaches), and the assumption that the capture probability is one for all impact parameters below its maximum value is not supported by the classical dynamics of the reaction.

QCT cross sections averaged over the Maxwell-Boltzmann distribution of collision energy render the rovibrational state-selected rate coefficients $k(T ; v, j)$, which provide some more insight into the kinetics of reaction 1 . The resulting values of $k(T ; v, j)$ for $v=0$ and $j=0,1,2,3,4$ are shown in Fig. 6 together with the thermal values. From the Figure, it is apparent that the dependence on the temperature of the state-selected rate coefficients is very sensitive to the initial rotational diatom state. When the initial diatom is in its ground rovibrational state, the rate coefficient exhibits a broad maximum at 30 K and decreases when increasing $T$. In contrast, the rotational excitation of the diatom leads to an increase of the rate as the temperature increases and to a flattening for further temperature increases. This dependence on the temperature is qualitatively similar to that of the thermal rate coefficients for capture models (see Fig. 2), and can be explained assuming that, when NH rotates, the C atom observes an orientation-averaged long-range attraction.

Moreover, as shown in the Figure, the larger the rotational excita-


Fig. 6. QCT values of the thermal and state-selected rate coefficient for the $\mathrm{C}+$ $\mathrm{NH} \rightarrow \mathrm{H}+\mathrm{CN}$ reaction plotted as a function of the temperature $T$.
tion, the lower the value of the rate coefficient, with $k(T ; v=0, j=3)$ and $k(T ; v=0, j=4)$ being almost coincident at low temperature. The value of the thermal rate coefficient at $T=10 \mathrm{~K}$ coincides with the $j=0$ term. However, at higher temperatures the contribution from $j=1$ becomes important (for example, at 30 K it amounts to $36 \%$ ) resulting in a decrease of the thermal rate coefficient. This explains why the maximum of the thermal rate coefficient is located at 10 K , while that of $k(T ; v=0$, $j=0$ ) occurs at 30 K . As the temperature increases further (say, at 100 $K$ ), the thermal rate keeps decreasing as a result of both the decrease of the $j=0$ rate and the contribution from the lower $k(T ; v=0, j=2)$ and $k(T ; v=0, j=3)(25 \%$ and $8 \%$, respectively) with the main contribution at that temperature coming from $j=1$.

## 5. Conclusions

The rate coefficient recommended for reaction 1 in the astrochemical databases is a temperature-independent empirical estimate. A more educated attempt to calculate the temperature dependence of such rate coefficient is the use of capture models. This is, in principle, adequate for this reaction that is dominated by a long-range attractive interaction leading to the formation of a relatively long-lived complex. To this end, two capture models have been proposed in this work: "model 1" based on a simple dipole-induced dipole interaction, and "model 2" using a more sophisticate long-range potential derived from the accurate DMBE PES, averaged over all approaching angles. When the electronic degeneracy factor is ignored, the value of the rate coefficients computed using both models show a smooth increase with temperature (though those from "model 2 " results to be noticeably larger than those from "model 1" as a consequence of a stronger interaction). However, when the electronic factor is included, both models predict an abrupt decrease of the rate coefficient up to $T=150 \mathrm{~K}$ with a levelling-off at higher temperatures. An improved way to treat the kinetics, and still computationally affordable, is to deal with the overall PES, as the QCT method does. When the electronic factor is included, the QCT rate coefficients are respectively larger and smaller than those obtained with "model 1" and "model 2 ". With respect to the recommended value in the databases, the QCT value is higher below 50 K , but at higher $T$ values it becomes smaller by a factor of 2 .

In order to investigate the discrepancies between the capture model and the QCT results, the QCT rovibrational state-selected cross sections were calculated for several internal states of the initial molecule on a wide range of collision energy values. In all cases, the excitation functions reveal the typical behavior of barrier-less reactions with large cross section values at low energies. The dependence of the curves on the initial rotational excitation has allowed us to rationalize the decrease of the rate coefficient with temperature. However, what is interesting to remark here is that the maximum impact parameters in "model 2' and in the QCT calculations practically coincide and, consequently, the discrepancies in the cross sections can be attributed to the intrinsic assumptions of the capture models.
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