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A B S T R A C T   

We develop a predictive prognosis model to support medical experts in their clinical decision-making process in 
Intensive Care Units (ICUs) (a) to enhance early mortality prediction, (b) to make more efficient medical de
cisions about patients at higher risk, and (c) to evaluate the effectiveness of new treatments or detect changes in 
clinical practice. It is a machine learning hierarchical model based on Bayesian classifiers built from some 
recorded features of a real-world ICU cohort, to bring about the assessment of the risk of mortality, also pre
dicting destination at ICU discharge if the patient survives, or the cause of death otherwise, constructed as an 
ensemble of five base Bayesian classifiers by using the average ensemble criterion with weights, and we name it 
the Ensemble Weighted Average (EWA). 

We compare EWA against other state-of-the-art machine learning predictive models. Our results show that EWA 
outperforms its competitors, presenting in addition the advantage over the ensemble using the majority vote 
criterion of allowing to associate a confidence level to the provided predictions. We also prove the convenience of 
locally recalibrate from data the standard model used to predict the mortality risk based on the APACHE II score, 
although as a predictive model it is weaker than the other.   

1. Introduction 

Medical care is one of the most exciting frontiers in data mining and 
machine learning. Although the methodology of prognostic research, 
including the prediction rules and the approaches to validate them, is 
still relatively underdeveloped, accurate prognosis, which refers to a 
prediction of the course and outcomes of a patient based on the most 
likely trajectory of a disease or health problem, has become a key 
concept in patient care today. 

Clinical decision-making for critically ill patients admitted in 
Intensive Care Units (ICU) is a costly and complex process, which suffers 
from excessive variability between the opinion of physicians, since it is 
largely driven by experience and instinct [1,2]. Apart from age, 
comorbidities or organ failures, there are other aspects related to he 

death of patients in ICU, such as delay on attention or inadequate 
management, which are also linked to the length of stay and costs, as 
well as to the decrease in quality of life at ICU discharge in survivors 
[3–5]. In order to improve the quality of the attention, it is important to 
establish protocols for the management of the healthcare process [6,7]. 

The traditional approach to improve the performance of ICUs is 
founded on the development of scores which try to predict the likelihood 
of negative outcomes (e.g. risk of death). From them, the Acute Physi
ology And Chronic Health Evaluation (APACHE) is a commonly used 
scoring system to quantify the severity of illness and to group adult ICU 
patients by predicted risk of mortality, based on patient data corre
sponding to the first 24 h after admission to the ICU. This prediction is 
carried out by means of a logistic regression model in which APACHE is 
one of the regressors, validated on previous groups of ICU patients [8]. 
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Although there are different versions of this score, APACHE II [9] is still 
the most used today (see for example the recent works [10], [11] and 
[12]). This traditional approach based on APACHE II and its successive 
versions presents some limitations, such as:  

(a) not incorporating variations between units or regions,  
(b) better behaviour in large populations than in small ones, and  
(c) stiffness as predictive model, since if the value of any of the key 

variables for the patient is not known (variables related with the 
kind of admission and the severity score APACHE itself), cannot 
provide a prediction, 

which make it unsatisfactory. With its more than 40 years, in some sense 
APACHE score has become obsolete, taking into account the evolution of 
medical practice today. In addition, the impact of age on survival, one of 
the items that scores the most on it, has changed, as well as the life 
expectancy of neoplastic, coronary or HIV patients, for example. 
APACHE has not adapted to this new reality. 

Thus, there is a need to find out new methods to address these 
shortcomings and to improve the predictions of the risk of mortality for 
ICU patients. The application of Artificial Intelligence to Medicine to 
build predictive prognostic models may represent an opportunity for 
improvement over scale-based models, such as the one that uses the 
APACHE score. It is our purpose in this work to present a machine 
learning methodology that will be validated with a real database. 
Experimentally we see that it provides good results and avoids the weak 
points of the traditional approach, so it proves to be a better alternative 
to the regression models based on the APACHE score. 

1.1. Literature review 

Different data-driven models have been considered in the literature 
to support medical experts in their clinical decision-making process in 
hospital ICUs, to improve quality and for benchmarking purposes on the 
one hand, and for a greater personalization of care on the other. These 
models could reduce the inter-clinical variability and are able of treating 
a large number of variables, finding complex relationships between 
them. In recent years we can find several works on the state-of-the-art of 
the use of quantitative methods to assist in medical prognosis and 
decision-making in health centers and hospitals [13–15]. Some of these 
methods use machine learning tools to face with different situations; in 
particular, there have been several attempts to apply machine learning to 
improve the management of ICUs (see [16–20]). 

Examples of recent works are: [21], in which the authors introduce a 
predictive model for the survival probability via support vector ma
chines (SVM), making comparisons with other based on logistic 
regression (LR), where the APACHE score is recalibrated, and they show 
that SVM outperforms others. Benchmark results for mortality and 
length of stay predictions using Deep Learning have been presented in 
[22], where an ensemble of machine learning models and some scores 
have also been considered, using the Medical Information Mart for 
Intensive Care III (MIMIC-III) publicly available dataset [23], and 
showing that Deep Learning models consistently outperform the other 
approaches. To predict the risk of death from some quantitative mea
sures based on the heart rate signals of ICU patients suffering cardio
vascular diseases, eight supervised classifiers have been introduced in 
[24] with the MIMIC-III dataset: decision tree, linear discriminant, lo
gistic regression, SVM, random forest (RF), boosted trees, Gaussian 
SVM, and K-nearest neighbors (K-NN), showing that the former per
forms better than the others. A deep multi-scale convolutional archi
tecture trained on the MIMIC-III dataset for mortality prediction has 
been introduced in [25], to address the problem that although deep 
neural networks are able to outperform the score approach, they suffer 
from lack of interpretability. The same problem has been considered in 
[26], proposing a different solution: an interpretable Bayesian neural 
network architecture which offers the flexibility of neural networks 

without sacrificing interpretability in terms of the selected features, and 
that has been evaluated using two real-world ICU datasets, MIMIC-III 
and CENTER-TBI [27]. We finish this review on related works with 
[28] and [29], which use multiple machine learning methods to improve 
prediction performance. 

1.2. Black versus white box models in pattern recognition 

Pattern recognition consists of classifying objects or individuals, 
which are described by a set of characteristics or features, using a model 
built on the basis of some data, assigning them a class label. In the su
pervised learning pattern recognition problems, each object or individual 
in the data comes with an observed label, and all the information 
relating to an object or individual forms a “case”. Then, the task of 
pattern recognition is to construct (train) a model, that is, a classifier, to 
assign a class to each new case. 

Neural networks (NN), which are designed to mimic the performance 
of the human brain, is by far the most widely used machine learning 
methodology for pattern recognition in the environment of an hospital 
ICU so far. Its major weakness, however, is that the procedure by which 
NN discovers relationships or patterns in the data is hidden or opaque (it 
is said that NN is a black box) and therefore it is not easily understood nor 
explained. That is, although the predictive capacity of this classifier 
usually shows its adequacy in practice, the classification knowledge 
learned by the NN turns out to be obscure. 

Instead, using Bayesian Networks (BN) is a good way to model sit
uations under uncertainty since, unlike what happens with the black box 
models, they are characterized by being white box models that show the 
relationships and patterns found between the variables in a completely 
understandable (transparent) way. For this reason BN have been gaining 
popularity as classifiers in health care applications, thanks to their 
versatility and power. Just to mention some examples, they have been 
used in public health evaluation [30], for risk assessment with emerging 
diseases [31] or for medical diagnosis [32]. BN have been used in the 
Intensive Care Unit to evaluate EEGs [33] and to establish prognosis in 
patients with head injuries [34]. To finish this brief summary, the 
application of Dynamic Bayesian network has been useful for the pre
diction of organic failure sequences in patients admitted to the ICU in 
[35]. 

The authors of [36] use Naive Bayes, jointly with other machine 
learning methodologies, as predictive tools for the inference of lactate 
level and mortality risk regarding sepsis. Just one comment on this: 
although Naive Bayes is a particular case of BN, it is not a white box 
model but a black box, since its structure (DAG) is fixed and not learned 
from the data, so it does not reflect the dependency relationships be
tween the variables included in the model. Naive Bayes is based on a 
very strong independence assumption between the features conditioned 
to the class variable; despite that, it has shown to work quite well in 
many complex real-world situations. 

1.3. The methodology 

With the aim of helping in the vital prognosis of patients admitted to 
the ICU of a hospital, we propose a machine learning methodology for 
pattern recognition purpose, consisting in the use of ensembles of BN to 
build a hierarchical predictive prognosis model. 

The idea behind the ensembles of classifiers is to combine several in
dividual classifiers to get a new one that beats them all. It seems a 
natural strategy since we tend to seek input from different people before 
making our important decisions, and this is especially so in the field of 
clinical diagnosis, where the opinions of different experts can be taken 
into account to reach the final decision about a patient. Instead of 
putting the emphasis on choosing a good classifier, if there is one, we put 
it on the combination of various classifiers, in the hope that by 
combining them, the faults of some will be compensated by the others, 
and the joint result improves each of the parts. 
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The prediction process with the hierarchical model consists of two 
stages: (1) predicting the class variable Result (live/die), (2) predicting 
the class variables Destination (at ICU discharge) or Cause (of death), 
depending on the prediction in the previous stage. We consider the cause 
of death as an essential element in the hierarchical predictive prognostic 
model, whose prediction can help to improve the evaluation of the 
quality of the care process at the ICU level. Both stages lean on an 
ensemble of five base Bayesian classifiers, that we denote by EWA, 
constructed using the weighted average criterion with appropriate 
weights. This criterion is of the type “fusion of continuous-valued out
puts”, that unlike what happens with the criteria based on the “fusion of 
labels”, such as the majority vote, is based not on the prediction, but on 
the probabilities assigned to the classes by each of the classifiers that 
make up the ensemble, and has the advantage of being compatible with 
the MAP (Maximum A Posteriori) criterion. About the weights, our 
proposal is to use an adequate transformation of the Area Under the 
Precision-Recall curve (AUPR), which is used instead of Accuracy as 
performance metric since our dataset is quite skewed for the class 
variable. 

Up to our knowledge, this is a novel approach for vital prognosis of 
critically ill patients, both by the fact of using a hierarchical model, and 
by the use of an ensemble of BN as machine learning methodology for 
pattern recognition, which is based on the weighted average criterion 
with weights defined from the AUPR with an adequate transformation. 

1.4. Evaluation 

We apply the proposed methodology to a real-world dataset of crit
ical patients admitted to the ICU of a hospital. To show its usefulness to 
aid in the vital prognosis, we carried out an experimental evaluation to 
make comparisons with other pattern recognition proposals, since the 
performance of the prediction models appears to be, usually, context 
dependent. 

For that, we compare EWA with other state-of-the-art machine 
learning methodologies, such as NN, SVM and RF, without intending to 
be exhaustive, but rather to highlight its strengths and weaknesses. We 
also compare the standard mortality prediction based on the APACHE II 
score using a logistic regression against a locally recalibrated model that 
we also built using APACHE II, for which coefficients are estimated from 
the data by means of a logistic regression, and then compare them both 
with the EWA ensemble. In addition, we compare EWA with the 
ensemble but without weights, denoted by EA (or, to be more rigorous, 
with weights all the same), and also with the ensembles obtained from 
the same base Bayesian classifiers by using both the majority vote cri
terion (denoted by MV) and the weighted majority vote criterion 
(denoted by WMV), that have already been introduced in our pro
ceedings paper [37]. 

Both from the medical and from the management of the ICU points of 
view, the hierarchical model based on the EWA ensemble gave inter
esting results from where we get relevant conclusions. Besides, it allows 
to associate a reasonable confidence level to predictions, issue on which 
the ensembles MV and WMV fail. Moreover, we have implemented this 
model as inference engine of an expert system that helps in the vital 
prognosis at the ICU level, and developed a computational tool intended 
to make easier the communication between the medical staff and the 
expert system. 

1.5. A further utility 

In each specific context it may happen that some of the features 
might be irrelevant for the prognosis of patients (they are only “noise”), 
while others show to be important for prediction, and even some fea
tures might be important but only in relation to others. That is, they are 
not all equally relevant. 

As said in Section 1.2, one of the advantages of our predictive 
prognosis model is that it is a white box and, therefore, allows us to to 

carry out a study (see Section 4) on the importance of the features that 
are included in the model based on the consideration of two different 
aspects: centrality and betweenness and feature strength. Centrality and 
betweenness, on the one hand, are concepts of the field of Graph Theory 
and Network Analysis that can be applied to BN to identify the most 
“influential” variables in the model, in a sense that will be specified. On 
the other hand, we introduce a measure of the feature strength based on 
a statistical distance between the a posteriori conditional probability 
distributions of the class variable given different values of a fixed 
feature. In Section 4 we also consider the odds ratio (OR), which is a well 
known quantification of the strength of the association between two 
events, that in our context will be “die” when a fixed feature is present, 
and when it is absent. 

The organization of the rest of the paper is as follows: in Section 2 we 
present the data set and the hierarchical model that we will use to 

Table 1 
List of variables (part I).  

1. Demographic characteristics % respect to non-missing values 
F1 : Sex  

Male 63.6% 
Female 36.4%  

F2 : Age Median: 70 
Q1, Q3: 59, 7 

Ranges:  
<45 8.8% 
45–54 9.8% 
55–64 19.4% 
65–74 24.9% 
75–84 26.2% 
> 84 10.9%  

2. Comorbidities 
F3 : Charlson comorbidity index  

0 31.7% 
1 24.2% 
2 15.9% 
3 10.5% 
>3 17.7%  

3. Admission 
F17 : Origin (location before ICU admission)  

Ward 20.2% 
Operation Room 14.0% 
Emergency Room 41.0% 
Extra Hospital Emergency 1.7% 
Other Hospital 23.1%  

F18 : Generic syndrome (causing admission)  
Elective Surgical 6.5% 
Urgent Surgical 9.8% 
Coronary 17.5% 
Medical 64.3% 
Trauma 1.9%  

F19 : Sepsis (at admission)  
Yes 35.7% 
No 64.3%  

Main cause of admission (yes/no) % of yes 
F4: ACS (Acute Coronary Syndrome) 18.7% 
F5: RF (Respiratory Failure) 33.0% 
F6: Shock 27.1% 
F7: Coma 7.3% 
F8: Renal F (Renal Failure) 4.1% 
F9: Hepatic F (Hepatic Failure) 0.2% 
F10: CRA (Cardio Respiratory Arrest) 4.8% 
F11: ES (Elective Surgical) 6.7% 
F12: Arrhythmia 4.1% 
F13: CT (Cranial Trauma) 0.2% 
F14: OT (Other Trauma) 1.3% 
F15: Intoxication 1.0% 
F16: Other syndromes 6.3%  
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predict the risk of mortality in the ICU, as well as the destination for 
those patients who are expected to survive, or the cause of death for the 
rest. Specifically, we introduce Bayesian networks, used as base models, 
and the ensembling of classifiers. We also explain the standard method 
used to predict the risk of mortality at the ICU level based on the 
APACHE II score, as well as the implementation and validation pro
cedures. Section 3 shows the results we have obtained, Section 5 is 
devoted to the final comments and conclusions, and the appendices 
include some figures and tables. 

2. Materials and methods 

2.1. Dataset description 

Our dataset is a cohort of 2510 critical patients admitted to the ICU of 
the Mataró Hospital (Mataró, Spain) from years 2016 (661 patients), 
2017 (693), 2018 (663) and 2019 (493). With the aim of predicting 
mortality/survival at the ICU first, and then the destination at ICU 
discharge for patients who survive their stay, or the cause of death for 
patients who pass away, different features of the patients have been 
considered (see Tables 1 and 2 ). ICUs can be thematic (related to a 
specific kind of patient, as can be neuro-trauma ICU, Coronary unit, 
medical ICU, post-surgical ICU, …) or polyvalent, as in our case. To 
clarify the syndromic classification of critically ill patients, as is usual in 
polyvalent ICUs, we use four categories:  

1. Demografic characteristics 
Sex (F1) 
Age (F2)  

2. Comorbidities (Charlson comorbidity index, F3)  

3. Admission 
Origin (location of patient before ICU Admission, F17) 
Generic syndrome (that cause admission, F18) 
Sepsis (F19) 
Main cause of admission (F4–F16)  

4. Severity (on first 24 h of admission) 
ICU workload (therapeutic requirements, F20) 
APACHE II score (F21) 

In general, on admission we classify critically ill patients attending to the 
generic syndrome (F18) into 

–Surgical (a major invasive procedure is related to the cause or the 
treatment of admission). We distinguish between “elective” and 
“urgent”. 
–Coronary (admission related to a coronary syndrome). 
–Medical (no acute coronary syndrome neither major invasive pro
cedures related to the cause or treatment of admission). 
–Trauma (in case of physical external agent damage). 

Related to severity on first 24 h of admission, the therapeutic re
quirements (ICU workload F20) of medical (including coronary) or sur
gical (including trauma) patients, depending on the presence or not of 
organ failure, can be   

Medical patient Surgical patient 

Presence of organ failure Medical unstable Medical monitoring 
Absence of organ failure Post-surgical unstable Post-surgical monitoring  

Stable patients without organ failure just require monitoring to 
prevent complications, while unstable patients require specific organ 
failure support, and in this case, we distinguish if they are (or not) in 
coma or shock. Patients in coma (if Glasgow Coma Score is under 9) or 
shock (requirement of vasoactive agents to maintain organ perfusion) 
present the highest mortality and require the highest therapeutic effort. 

The presence or absence of sepsis at admission (F19) allows a better 
understanding of the patient’s characteristics. But this is a too nonspe
cific classification, so we can make an additional classification according 
to more specific syndromes grouped in the category of “Main cause of 
admission” (see Table 1). Note that despite that some syndromes can 
overlap in the same patient, we only identify the most severe condition 
that causes the ICU admission. For example, in case of a patient in coma, 
due to a shock secondary to a pancreatitis infarction, the primary spe
cific syndrome is shock (F6 = “yes”), the generic syndrome is 
F18 = “Medical”, without sepsis (F19 = “no”) and the ICU workload is 
F20 = “Medical unstable with coma or shock”. 

Although some variables (F9, F13, F14, F15) or categories (F17 = “Extra 
Hospital Emergency”, F18 = “Trauma”) have very little presence in the 
current cohort, they have been kept in the study to be able to explore all 
the possibilities of patient flow, when the database grows. 

All variables were, or have been transformed into type factor through 
a discretization procedure. Age variable has been categorized as well as 
is done with APACHE II score. In the same way, variable “Charlson co
morbidity index”, that can show integer values from 0 to 29, has been 
discretizated into 5 categories: 0, 1, 2, 3 and >3. Missing values are 
infrequent, and only appear in 9 of the 24 variables, none of them of the 
“Main cause of admission” category. As expected, patients with missing 
values in variable Result also have missing values in Destination (at ICU 
discharge) if the variable Result is live and in Cause (of death) for patients 
for which the variable Result is die. 

We observe that 63.6% of patients are male, with a median age of 70 
years (average of 67.34) and that mortality at the ICU is 14.7%. “First 
attention hospital” is the destination at ICU discharge for 91% of pa
tients that survive, and among the patients that did not survive, the 
cause of death of the 78.4% was the cause of admission, and only for a 
21.6% it was a complication suffered at the ICU, of which, half are of a 

Table 2 
List of variables (part II). Destination = “Morgue” if Result = “die”. Cause  = “Not 
Dead” if Result = “live”. We have merged classes “Septic Complications” and 
“Non-septic Complications” (1.57% and 1.53%, respectively) for variable Cause, 
into the single class “Complications”.  

4. Severity (on first 24 h of admission) 
F20 : ICU workload (therapeutic requirements)  

Medical monitoring 25.4% 
Medical unstable with coma or shock 22.4% 
Medical unstable without coma neither shock 21.2% 
Post-surgical monitoring 5.1% 
Post-surgical unstable 25.9%  

F21 : APACHE II Median: 13 
Q1, Q3: 8, 18.25 

Ranges:  
<5 9.0% 
5–9 25.6% 
10–14 23.6% 
15–19 19.6% 
20–24 11.5% 
25–29 6.2% 
30–34 2.7% 
>34 1.8%  

Outcomes 
Result 

live 85.3% 
die 14.7%  

Destination (at ICU discharge) 
First Attention Hospital 77.7% 
Major Complexity Hospital 7.6% 
Morgue 14.7%  

Cause (of death) 
Cause of Admission 11.2% 
Complications 3.1% 
Not Dead 85.7%  
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septic nature. 
In Fig. 2 in Appendix A we observe the temporal evolution of the rate 

of mortality at the ICU, both for the overall population and dis
aggregated by sex. Instead, in Fig. 3 we see the evolution of the mortality 
rate with age, also disaggregated by sex and for the overall population. 
We can observe that the mortality rate is greater for females (except for 
the youngest patients), and that it increases form young to older people 
but decreases for the oldest. Finally, in Figs. 4 and 5 we show the dis
tribution of the missing values. The colors in Fig. 5, from white to black 
in the gray scale, correspond to the different categories that each of the 
variables takes, while the red color is reserved to indicate missing 
values. We do not observe any pattern in the distribution of missing 
values among cases, and as for the variables, those that present missing 
values are those of the “Admission” and “Severity (on first 24 h of 
admission)” categories, especially F21: APACHE II, with a 12.67%. 

2.2. Building the hierarchical model 

The hierarchical model consist of three parts, namely, the classifier 
for predicting the variable Result (live/die), at the first stage, and two 
more classifiers at the second stage, one for predicting the variable 
Destination, and the other for predicting Cause, depending on whether 
the prediction in the first stage was “live” or “die”, respectively, as can 
be seen in Fig. 1. 

Each of the parts consists of an ensemble of BN built using the 
weighted average criterion with appropriate weights, denote by EWA. 
Next we explain what Bayesian networks are and how ensembles are 
constructed. 

2.2.1. Bayesian networks 
Bayesian networks (BN) are graphical models representing the 

probabilistic relationships among variables affecting a phenomenon, 
which are used for probabilistic inference. For a set of random variables, 
a BN is a model that represents their joint probability distribution P, the 
graphical part of the model consisting of a directed acyclic graph (DAG), 
whose nodes represent the random variables. The directed arcs among 
the nodes represent conditional dependencies (not necessarily causal) 
governed by the Markov condition, which establishes that each node in 
the DAG is independent of those who are not its descendants given its 
parents are known. When a Bayesian network is used to classify cases 
into a set of categories or classes, we term it Bayesian classifier. 

(Bayesian) inference is the term used to refer to the update of prob
abilities of the network from a given evidence: we compute a posteriori 
probabilities from evidences and a priori probabilities. Prediction of a 
query variable X given the evidence E is the instantiation of X with the 
largest a posteriori probability, and this probability is said to be the 

confidence level of the prediction. 
To predict the risk of death of critically ill patients, we learn five 

different base Bayesian classifiers from data, say BC1, …, BC5, by 
considering the features and the class variable Result. This allows further 
enquiry into the relationships between the features and the vital prog
nosis, being this an advantage over typically black box machine learning 
methods, such as Neural Networks, which are unable to provide expla
nations for their predictions. In Table 3 we report the traits of con
struction of these classifiers, including the score function for the 
structure learning (learning of the DAG) and the restrictions on the 
allowed directed arcs, in the form of whitelist/blacklist of forced/ 
forbidden arcs. Maximum Likelihood Estimation is used to estimate the 
parameters. 

Naive Bayes has a fixed structure (DAG) which is not learned from 
the data, and assumes that features are independent of each other given 
the class, which can be unrealistic in many applications. The other four 
classifiers in Table 3 are different attempts to improve classification by 
relaxing this assumption and trying, at the same time, to maintain 
simplicity and efficiency as much as possible. In particular, TAN (Tree 
Augmented Naive) relaxes the feature independence assumption of the 
Naive Bayes through a tree structure, in which each feature only de
pends on the class and one other feature. Note that both, BC2 and BC4 are 
Augmented Naive Bayes classifiers [39] since the class variable is 
assumed to be a root node parent of every feature, and the subgraph of 
the features is an unrestricted Bayesian network. 

2.2.2. Ensembles based on the fusion of labels outputs 
In [37] we built an ensemble of classifiers to predict the class vari

able Result, say WMV, acronym for Weighted Majority Vote (denoted by 
EBC there), from the five base classifiers BC1, …, BC5, with the weighted 
majority vote criterion, which is a single-winner voting system but in 
which more power is given to more “competent” base classifiers. This 
criterion, as the majority vote, falls into the fusion of labels outputs 
ensemble methods. Concretely, fixed a critical patient and a class j, we 

Fig. 1. Processing pipeline of vital prognosis (survival/mortality) prediction for patients in Intensive Care Units.  

Table 3 
Traits of the five base Bayesian classifiers used to construct the ensembles.  

Classifier Score Restriction on the directed arcs 

BC1 (Naive)  Whitelist: from class to each feature. Blacklist: among 
features 

BC2 BIC Whitelist: from class to each feature 
BC3 AIC Blacklist: from each feature to class 
BC4 AIC Whitelist: from class to each feature 
BC5 (TAN)  Whitelist: from class to each feature   

Each feature has an extra incoming arc from other feature  
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consider the discriminant function Dj =
∑5

i=1widi,j where di,j = 1 if 
classifier i assigns class j to the patient, and 0 otherwise, and wi, i = 1,… 
, 5 are the weights of the five base classifiers, that is, Dj is the sum of 
weights corresponding to classifiers that assign the patient to class j. The 
inferred class for the given patient by the WMV classifier is taken to be 
the one that maximizes the discriminant function. (Note that with wi =

wj for all i, j = 1, …, 5, this rule corresponds to the mere criterion of the 
majority vote and we denote by the acronym MV the corresponding 
ensemble.) 

For the assignment of weights to the base classifiers, and bearing in 
mind that the combination of unbalanced data (14.7% “die” in variable 
Result) and a small sample size (2, 510 patients) prevents the use of 
Accuracy as an evaluation metric in classification, we followed [40] and 
[41] when considering a measure based on the Recall (also called 
Sensitivity) and the Precision, with “positive class” the minority class die, 
which provides a good representation of performance assessment in the 
binary classification: the Area Under the Precision-Recall curve (AUPR), 
being the Precision-Recall (PR) curve that obtained by plotting Precision 
over Recall. The PR curve provides a more informative picture of the 
performance of the classifier than the Receiver Operator Characteristic 
(ROC) curve when dealing with highly skewed datasets, as is our case. 
For example, in [42] AUPR has been used for mortality and decom
pensation tasks since the MIMIC-III dataset, which is the one used by the 
authors for experimentation purposes, suffers from class imbalance. 
Considering the above, we assign a weight wi to the base classifier i, 
which is obtained from its estimated AUPR, denoted by Ai ∈ [0, 1], in the 
following way: 

wi =
hi

∑5
j=1hj

, where hi = log

⎛

⎜
⎝

1
2(Ai + 1)

1 − 1
2(Ai + 1)

⎞

⎟
⎠ (1)  

Note that 

1
2
(Ai + 1) ∈ [0.5, 1],

and that therefore, 

1
2(Ai + 1)

1 − 1
2(Ai + 1)

≥ 1  

and consequently hi ≥ 0. This transformation of the Ai’s is a dilatation 
since if Ai <Aj, therefore hj − hi >Aj − Ai > 0. With this assignment of 
weights, we magnify the relevance of the base classifiers using weights 

based on the AUPR metric. 
The WMV classifier proved to have a good performance in [37] but it 

presents the problem of not following the criterion of maximum a 
posteriori probability (MAP), which is optimal in the sense of mini
mizing the expected 0–1 loss. For this reason, it is perfectly possible that 
the predicted class in the binary case may have an associated confidence 
level less than 0.5, what is counterintuitive and difficult to justify. Let us 
show two toy examples in Tables 4 and 5 , exemplifying this paradoxical 
situation, with classes “die” (j = 1) and “live” (j = 2), and the confidence 
levels in brackets. In both examples, weights are the same and the pre
diction of any base classifier as well, so the MV classifier gives 3 votes to 
“die” class and 2 votes for “live” class, that is, 

D1 = 3 > D2 = 2,

bringing us to “die” as prediction, while for the WMV, 

D1 = ω1 + ω2 + ω3 = 0.4 < D2 = ω4 + ω5 = 0.6,

resulting from this that the prediction is “live”, which is the opposite of 
the class predicted with the MV. What changes from one example to the 
other is the probability of “die” of the base classifiers. We can observe 
that in the first example, the confidence level associated to the predic
tion provided by the MV is <0.5, while the same happens for the WMV in 
the second example. 

The confidence levels in Tables 4 and 5 have been computed in the 
following way: for the MV, the confidence level is the probability that 
the majority of the votes (3, 4 or 5) be for “die”, that is: 

CLMV =
∏5

ℓ=1

pℓ +
∑5

j=1
((1 − pj)

∏5

ℓ=1

ℓ∕=j

pℓ) +
∑5

j=1

∑5

k=1

k∕=j

((1 − pj)(1 − pk)
∏5

ℓ=1

ℓ∕=j,k

pℓ),

with pℓ being the probability of “die” for the ℓth base classifier. For the 
WMV, the confidence levels have been computed as the probability that 
the sum of the weights of the base classifiers that vote “die” be >0.5, 
which is dependent on weights, by means of the following formula (note 
that in this case ties are not possible since there is no combination of 
weights whose sum is exactly 0.5): 

CLWMV =
∏5

ℓ=1

pℓ +
∑4

r=1

∑5

i1 ,…,ir=1

(i1 ,…,ir )∈Δr
w1 ,…,w5

⎛

⎜
⎜
⎜
⎜
⎝

∏r

h=1
(1 − pih )

∏5

ℓ=1

ℓ∕=i1 ,…,ir

pℓ

⎞

⎟
⎟
⎟
⎟
⎠

Table 4 
Toy example 1. Confidence level for the prediction given by MV is <0.5.  

Classifier Weigths Prob. of “die” Prediction Pred. MV Pred. WMV 

BC1 w1 = 0.25  p1 = 0.55 die 

die (0.24731<0.5) live (0.66236>0.5) 
BC2 w2 = 0.10  p2 = 0.55 die 
BC3 w3 = 0.05  p3 = 0.55 die 
BC4 w4 = 0.30  p4 = 0.10 live 
BC5 w5 = 0.30  p5 = 0.10 live  

Table 5 
Toy example 2. Confidence level for the prediction given by WMV is <0.5.  

Classifier Weights Prob. of “die” Prediction Pred. MV Pred. WMV 

BC1 w1 = 0.25  p1 = 0.95 die 

die (0.95324>0.5) live (0.32725<0.5) 
BC2 w2 = 0.10  p2 = 0.95 die 
BC3 w3 = 0.05  p3 = 0.95 die 
BC4 w4 = 0.30  p4 = 0.45 live 
BC5 w5 = 0.30  p5 = 0.45 live  
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where 

Δr
w1 ,…,w5

= {(i1,…, ir) : 1 ≤ i1,…, ir ≤ 5, i1 ∕= ⋯ ∕= ir,
∑r

ℓ=1

wiℓ < 0.5}.

2.2.3. Ensembles based on the fusion of continuous-valued outputs 
In this paper we consider, as the main novelty regarding [37], two 

ensembles based on combiners that fall into the fusion of 
continuous-valued outputs, which are the simple mean (average), denoted 
by EA hereinafter, and the weighted average with the weights given by 
(1), denoted by EWA from now on. More specifically, fixed a critical 
patient and a class j, let us introduce the discriminant function D̃j =
∑5

i=1wid̃i,j where ̃di,j is the probability that classifier i assigns the class j to 
the patient, and weights wi are given by (1). 

The inferred class for the given critical patient by the EWA classifier 
is taken to be the one that maximizes the discriminant function D̃. 
Therefore, with this criterion, the confidence level associated to class j is 
D̃j since D̃1 + D̃2 = 1, which implies compatibility with the MAP cri
terion. (Note that with wi = wj = 1/5 for all i, j = 1, …, 5, this rule 
corresponds to the simple mean combiner EA.) In the toy examples 1 and 
2 (Tables 4 and 5, respectively) we can apply both the EA and the EWA, 
and obtain the respective predictions and confidence levels. Indeed, for 
the EA in Table 4, 

D̃1 =
∑5

i=1

pi

5
= 0.37 < D̃2 =

∑5

i=1

1 − pi

5
= 0.63  

while for the EWA, 

D̃1 =
∑5

i=1
ωipi = 0.28 < D̃2 =

∑5

i=1
ωi(1 − pi) = 0.72  

which bring us to the “live” prediction with both classifiers, and 
respective confidence levels of 0.63 and 0.72, both >0.5. Analogously, 
for the toy example in Table 5, both ensembles give as prediction “die”, 
with respective confidence levels of 0.75 and 0.65, both >0.5. Although 
in these two toy examples the predictions of EA and EWA have coincided 
with each other, this does not necessarily have to happen in general. For 
instance, consider the third toy example in Table 6. 

2.3. Implementation 

The processing pipeline of the vital prognosis is summarized in 
Fig. 1. After survival/mortality prediction, outcome variable Destination 
will be predicted in a second step, if the prediction for Result is “live”, by 
using an appropriate classifier which will be an ensemble similar to that 
used for predicting Result but substituting the response variable Result 
for Dest. Otherwise, if the prediction for Result is “die”, another ensemble 
similar to that used for Result but substituting Result as outcome for 
Cause, will be used to predict the cause of death. 

Learning and prediction algorithms have been implemented in R 

language. For structure learning of the base Bayesian networks BC2, BC3 
and BC4, hill-climbing score-based structure learning algorithm has been 
used, implemented by function hc of the bnlearn package [43], whereas 
for BC5 the tree.bayes function has been used which implements the 
Tree-Augmented naive Bayes classifier. BC1 represents classic Naive 
Bayes algorithm, whose structure (DAG) is fixed and must not be learned 
from the data. The estimation of the other parameters, for the other 
classifiers, are got using the maximum likelihood estimation (MLE) 
method. We used gRain package [44] to carry on the Bayesian 
inferences. 

We make some comparisons among the ensemble we construct from 
the five Bayesian classifiers and other classifiers from state-of-the-art: 
Neural Network (NN), Support Vector Machine (SVM) and Random 
Forest (RF), which have been constructed, respectively, with the func
tions mlNnet, mlSvm and mlRforest of the mlearning package of R,1 by 
using the default values in the first two (maximum number of itera
tions = 1000 for NN and radial kernel for SVM), and 5 trees to generate 
for RF. 

In the literature on predicting the risk of mortality for hospital pa
tients, it is common to use APACHE II, which is a severity of disease 
classification system that uses basic physiologic principles, to stratify 
acutely ill patients prognostically by risk of death. The standard 
approach (see for example [9]) is to compute the individual risk of death 
(probability of “die” for the variable Result) as 

elogit

1 + elogit,

where logit is obtained from the following equation: 

logit= − 3.517+0.146×APACHEII(thenumericvalueof F21)

+0.603 (onlyif post-emergencysurgical, thatis,F18 = `UrgentSurgical’)
+coefficient β (weight)of thediagnosticcategoriesF4 toF15 andF19.

(2)  

(coefficients β are fixed and have been recorded in Appendix D). When 
we follow this approach the data is just used for validation, not for 
training. With the intention of improving this classifier, we construct a 
locally recalibrated model based on APACHE II using the same training 
sets used for the base classifiers BC1 to BC5, NN, SVM, RF, and the en
sembles EWA, EA, WMV and MV, on which the coefficients in Eq. (2) are 
learned on each training dataset, instead to be fixed. We name this 
model by LR.APACHEII, and it is built using logistic regression, imple
mented by the function glm of R (with argument family equal to 
“binomial”), from the same data used to construct the other classifiers, 
with regressors: F4 to F15, F18 and F19. The individual risk of death 
(probability of “die” for the variable Result) with the model LR.APA
CHEII has been computed as 

Table 6 
Toy example 3. Predictions with EA and EWA are different (confidence levels are in brackets).  

Classifier Weights Prob. of “die” Prob. of “live” Prediction Pred. EA Pred. EWA 

BC1 w1 = 0.25  p1 = 0.90 1 − p1 = 0.10 die 

die (0.60>0.5) live (0.55>0.5) 
BC2 w2 = 0.10  p2 = 0.90 1 − p2 = 0.10 die 
BC3 w3 = 0.05  p3 = 0.90 1 − p3 = 0.10 die 
BC4 w4 = 0.30  p4 = 0.15 1 − p4 = 0.85 live 
BC5 w5 = 0.30  p5 = 0.15 1 − p5 = 0.85 live   

D̃1 = 0.60  D̃1 = 0.45   

D̃2 = 0.40  D̃2 = 0.55   

1 Grosjean, Ph., Denis, K.; (2013) mlearning: Machine learning algorithms 
with unified interface and confusion matrices. R package version 1.0-0. htt 
ps://CRAN.R-project.org/package=mlearning. 
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eLR.logit

1 + eLR.logit,

where LR.logit is obtained from the following equation, learned from 
data: 

LR.logit = α0 + α1 × APACHE II (the numeric value of F21)

+α2 × F18 + α3 × F19 +
∑15

j=4
αj × Fj.

(3)  

That is, the coefficients α of the diagnostic categories are learned from 
data. In our case, when we learn the model from the complete dataset, 
the corresponding coefficients α have been recorded in Table 34 in 
Appendix D, with the p-values for statistical significance. Referring to 
mortality, in Table 34 we can see what is the only protection factor, 
which is F4 (in boldface), and what are the risk factors (the remaining in 
the table). 

2.4. Validation and comparison with other classifiers 

We choose to carry out the process of k− fold cross-validation with 
k = 10 folds to validate our proposed hierarchical model. We use four 
different performance metrics to make comparisons between the EWA 
classifier and its single component base classifiers BC1, …, BC5, as well 
as with the other pattern recognition methods: NN, SVM and RF, and with 
the ensembles EA and that based on the fusion of labels outputs intro
duced in [37], MV and WMV. If a tie takes place with the latter, what 
happens when the evidence consisting of the patient’s features has an 
estimated probability equal to zero with any of the five base classifiers, 
the tiebreaker rule will assign one of the categories at random, with 
equal probabilities. A further comparison is against the classifiers based 
on the APACHE II score following the traditional approach, the usual 
one and the enhancement we proposed, which is the locally recalibrated 
LR.APACHEII. 

We randomize in order to reduce the possible bias due to the 
(random) choice of the folds in the validation process. Moreover, we 
repeat the process 20 times, using a different seed (randomly selected) in 
each case to carry out the partition of the database into the k = 10 folds. 
The metrics used to make comparisons between the classifiers are: 

–AUPR: as we have already commented, this is considered a good 
measure when the database is unbalanced with respect to the class 
variable, as is our case. 

–F-score: our goal has been to enhance the prediction of the minority 
class (identified with the “positive” class). For that, our interest is 
focused on the improvement of sensitivity (recall), which together 
with precision are the two measures that make up the F-score, defined 
as their harmonic mean. 
–AUC (Area Under the ROC2 Curve): very popular in the medical 
literature. An advantage of incorporating it as a metric in the vali
dation process is that the results obtained in our study may be 
compared with those of others made with different populations and 
methodologies. 

We must highlight the imbalance of the class distribution in the case of 
the output variable Result, with minority class “die” (14.7%), and also in 
the case of output variable Destination, with minority class “Major 
Complexity Hospital” representing a 8.9% (of the cases with known 
destination and different from “Morgue”). In the case of the output 
variable Cause, the minority class “Complications” represents 21.6% of 
the cases with known cause of death, so the imbalance is not so extreme. 

Although it is the most common of the metrics, we do not include the 
Accuracy in this study because it is not very suitable in cases of imbal
ance by the accuracy paradox. In Table 7 below we report as illustrative 
example the confusion matrices obtained in the validation procedure for 
each the fourteen classifiers predicting output variable Result, for the 
first run and the first fold, jointly with the corresponding Accuracy (Acc) 
and F-score (F) values. In the matrices, predicted classes are given by 
row, while observed by column, in order: +“die”, − “live”. Note that the 
number of observed cases for APACHEII and LR.APACHEII models is 219 
while for the rest is 250; the reason is that the first cannot provide any 
prediction if F18, F19 or F21 are missing. Although it is only an example 
and the matrices are subject to variability, from them we can get an idea 
of what is happening with the different models: APACHEII always pre
dicts “live” (BC3 and NN only do it sometimes), having exactly the Ac
curacy given by the proportion of the majority class in the validation set, 
and F-score cannot be computed. The rest of classifiers sacrifice the 
correct prediction of all the majority class in order to be able to correctly 
predict some patients of the minority class, that is, patients that died, 
which is what we are interested in from a clinical point of view. How
ever, the Accuracy of the ensembles EA and EWA is comparable to that 
of APACHEII and LR.APACHEII, having a higher F-score value. This idea 
is confirmed with the statistical comparison among them explained in 
Section 3. 

Table 7 
Confusion matrices, with the corresponding Accuracy (Acc) and F-score (F), for the fourteen classifiers predicting output variable Result, for the first run and the first 
fold. Predictions are given by row, and observed classes by column, with the order of the classes, +“die”, − “live”. NaN means “not a number”.  

BC1 :

(
22 28
4 196

)

BC2 :

(
14 17
12 207

)

BC3 :

(
0 0
26 217

)

BC4 :

(
11 9
15 211

)

BC5 :

(
10 12
16 208

)

Acc=0.872, F=0.2895 Acc=0.844, F=0.491 Acc=0.893, F=NaN Acc=0.902, F=0.478 Acc=0.886, F=0.417  

NN :

(
0 0
26 224

)

SVM :

(
7 5
19 219

)

RF :

(
8 13
18 211

)

Acc=0.896, F=NaN Acc=0.904, F=0.368 Acc=0.876, F=0.340    

APACHEII :
(

0 0
19 200

)

LR.APACHEII :
(

2 1
17 199

)

Acc=0.913, F=NaN Acc=0.918, F=0.091     

MV :

(
11 11
15 213

)

WMV :

(
11 10
15 214

)

EA :

(
15 11
11 213

)

EWA :

(
16 11
10 213

)

Acc=0.896, F=0.458 Acc=0.900, F=0.468 Acc=0.912, F=0.577 Acc=0.916, F=0.604   

2 The ROC, Receiver Operating Characteristic curve serves to illustrate the 
capacity of diagnostic of a binary classifier as the discrimination threshold 
varies; it plots the sensitivity (or True Positive Rate) against the False Positive 
Rate (1-specificity). 
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3. Results 

3.1. For the variable Result 

The boxplots in Fig. 6 (Appendix A) correspond to the values of 
AUPR, F-score and AUC obtained by using k-fold cross validation with 
k = 10, for prediction of the output variable Result with positive class 
“die”, for the first run and the fourteen classifiers considered in the study 
(including the two based on APACHE II for predicting mortality at the 
ICU level, which are the standard one and the locally recalibrated LR. 
APACHEII). 

We record the average over the 20 runs of the averages and the 
standard deviations, x and s, respectively, over the folds, for AUPR, F- 
score and AUC when considering the output variable Result, in Table 8. 
The blank cells indicate that the F-score could not be calculated by the 
arrangement of the zeros in the confusion matrices generated by the 
APACHEII model. 

From the experiment, we can see that there is a clear advantage for 
the ensembles, especially EWA and EA, over the rest of the classifiers 
that have been considered, using AUPR and AUC as performance mea
sures while for the F-score, the best classifiers are BC1, EWA, BC2 and EA. 
That is why we will focus on the comparison between the ensembles 
EWA, EA, WMV and MV, to each other, in addition to in their compar
ison with the rest. For each of the metrics, below we detail some of the 
results. 

AUPR: Table 17 (Appendix B) reports for each run if there is a sta
tistically significant (p-value <0.1) improvement of either EWA or EA, 
with respect to WMV and/or MV. Here “2” means that there is an 
improvement over WMV and MV, “1” means that there is only an 
improvement over one of them, and “0” that there is none for either. In 
no case are WMV or MV better than EWA or EA. p-values3 are reported in 
Table 18 and have been adjusted for multiple comparisons between the 
four ensembles by using the method of Holm-Bonferroni, with the 
pairwise Wilcoxon signed-rank test [45] to compare matched pairs of 
samples corresponding to the same run. This statistical test is used as an 
alternative to the Student’s t-test when the population cannot be 
assumed to be normally distributed (according to the Shapiro-Wilk test 
[46], which has been previously performed). 

From these tables se see that EWA and EA outperform WMV and MV, 
and that in 5 runs, there are significant differences among EWA and EA 

and, in all the cases, EWA shows to be better. This is confirmed in 
Table 19, where we observe that EWA is significantly better than EA in 8 
runs, when we compare only the two and, therefore, the p-values have 
not been adjusted, and in all the cases, EWA shows to be better. What 
significance does this fact have? We compute the p-value for the exact 
Binomial test in order to compare the proportions of cases in which EWA 
outperforms EA and vice versa, instead of use McNemar test, because the 
sample is small. The one-sided p-value for the exact Binomial test is P(B 
(n = 5, p = 0.5) = 5) = 0 .55 = 0.03125* when we compare EWA and EA 
but adjust for the comparison of the four ensembles, which decreases to 
P(B(n = 8, p = 0.5) = 8) = 0 .58 = 0.00391** if we consider the non- 
adjust corresponding to comparison of EWA against EA alone. In both 
cases there is a statistically significant evidence in favour or EWA as 
opposed to EA for prediction of variable Result, with AUPR as perfor
mance measure. 

As regards APACHEII and LR.APACHEII, both are clearly worse than 
any of the ensembles, and we observe significant differences among 
them, in favour of the latter. Indeed, for 18 runs (see details in Table 20 
in Appendix B) there are differences between the medians for the AUPR 
metric, and in all cases LR.APACHEII turns out to be better than the 
standard based on APACHE II, with a one-sided p-value for the exact 
Binomial test: 0 . 518 = 3 . 81470 × 10− 6***. 

F-score: We repeat the procedure with the F-score and obtain 
Tables 21–23 in Appendix B. We observe that EWA and EA outperform 
WMV and MV (and also that WMV behaves better than MV), and that 
EWA is better than EA. From Table 23 we have that in 14 runs there are 
significant differences among EWA and EA, when comparing the only 
two, and in all the cases, EWA is better, which has the following one- 
sided p-value for the exact Binomial test: 0 . 514 = 6 . 10352 × 10− 5***, 
which gives a clear statistical significance in favour of EWA against EA. 

If we compare the best of the ensembles, EWA, against the base 
classifiers (with the adjusted p-values for multiple comparisons) we see 
that the median of the F-score of both EWA and BC1 is significantly 
greater than that of BC4 and BC5, and that the median of BC2 is signif
icantly greater than that of BC5. We can no obtain statistical significance 
with respect to BC3, which has the lowest F-score values due to the large 
number of missing values. They are not observed either significant dif
ferences between EWA, BC1 and BC2 as far as the F-score is concerned, if 
we compare the three with each other as a single block, and even if we 
compare independently in pairs. 

The locally recalibrated LR.APACHEII is clearly worse than the four 
ensembles when using the F-score as performance metric. Note that it is 
not possible to calculate the F-score for the standard based on APACHE II 
since in all cases the prediction with this classifier for the output variable 
Result was the majority class “live”, resulting in degenerate confusion 

Table 8 
Average over the runs of the averages (x) and the standard deviations (s) over the folds, for the metrics AUPR, F-score and AUC, with the different classifiers. Output 
variable Result. In boldface, the top five for each metric.  

Result AUPR F-score AUC  

x  s x  s x  s 

BC1 0.52058 (5) 0.08914 0.54445 (1) 0.06056 0.87230 (3) 0.02858 
BC2 0.50671 0.08514 0.52763 (3) 0.06642 0.85987 0.03192 
BC3 0.35161 0.13386 0.06805 0.02496 0.82825 0.04087 
BC4 0.48450 0.07944 0.49974 0.06621 0.83958 0.03605 
BC5 0.46424 0.07927 0.47569 0.06794 0.83277 0.03456 
NN 0.27294 0.23893 0.43670 0.07689 0.70228 0.18079 
SVM 0.43432 0.08309 0.32713 0.08628 0.79698 0.04014 
RF 0.37071 0.08110 0.37567 0.08028 0.76864 0.04096  

APACHEII 0.37899 0.09393   0.77518 0.04837 
LR.APACHEII 0.42621 0.09342 0.30706 0.09075 0.83154 0.03744  

MV 0.52467 (3) 0.08276 0.50274 0.06744 0.86440 (4) 0.03027 
WMV 0.52317 (4) 0.08316 0.51137 (5) 0.06791 0.86377 (5) 0.03098 
EA 0.53829 (2) 0.08510 0.52354 (4) 0.06666 0.87913 (2) 0.02538 
EWA 0.54131 (1) 0.08423 0.53270 (2) 0.06766 0.88026 (1) 0.02522  

3 As usual, throughout the paper ⋅ denotes significance at 10%, superscript * 
denotes statistical significance at 5%, ** at 1% and *** at 1‰, for all the p- 
values. 
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matrices with a row equal to zero. 
AUC: Comparing the fourteen classifiers all at one, we see that the 

ensembles jointly with BC1 and BC2 are the best, the rest being far below. 
Then, first we compare the ensembles between them. In Table 24 (Ap
pendix B), which is analogous to Table 17, we report for each run if there 
is a statistically significant (p-value <0.1) improvement of either EWA or 
EA, with respect to WMV and/or MV, and the corresponding p-values are 
in Table 26 (note that they have been adjusted for multiple comparisons 
between the four ensembles). We see clearly that EWA and EA outper
form WMV and MV, and that EWA does with respect to EA in 6 runs. 
Previously, in Table 25 we record the results of the comparison between 
only EWA and EA, and in 12 runs EWA shows to be better (one-sided p- 
value for the exact Binomial test: 0 . 512 = 0 . 00024***). Consequently, 
EWA is the best of the ensembles. 

It only remains for us to compare it with BC1 and BC2. In comparing 
the three at one, with the corresponding adjustment of the p-values, we 
observe that BC1 is significantly better than BC2 in 8 runs, and both are 
worst than EWA (in 5 and 18 of the runs, respectively, with one-sided p- 
values for the exact Binomial test: 0 . 55 = 0 . 03125* and 
0 . 518 = 3 . 8 ×10− 6***). Definitely, then, EWA is the best of the clas
sifiers for output variable Result attending to AUC metric. 

As regards comparison between APACHEII and LR.APACHEII, the 
latter turns out to be better in all the runs, with a one-sided p-value for 
the exact Binomial test: 0 . 520 = 9 . 5367 × 10− 7***. 

3.2. For the variable Destination 

Fig. 7 in Appendix A shows the boxplots for AUPR, F-score and AUC 
for first run and the twelve classifiers, for prediction of the output var
iable Destination with positive class “Major Complexity Hospital”. Anal
ogous results to that of Table 8 are in Table 9. Below we specify a little 
more the results by metrics. 

AUPR: Regarding the comparison between ensembles, Table 28 in 
Appendix C shows the adjusted p-values for multiple comparisons be
tween the four ensembles MV, WMV, EA and EWA. We can see that EWA 
clearly outperforms EA, and WMV also outperforms EA in two runs. 
Table 29 refers to the comparison between EWA and EA alone (non- 
adjusted p-values), showing again that the former beats the last one in 19 
of the runs. The corresponding one-sided p-value for the exact Binomial 
test in favour of EWA is 0 . 519 = 1 . 90735 × 10− 6***. 

However, the classifier that performs the best in general is not one of 
the ensembles but BC3. See Table 30 in Appendix C where the com
parison of BC3 with two different groups of classifiers is shown: the base 
classifiers on the one hand, and the ensembles on the other. It is 

observed that BC3 surpasses them all. 
F-score: With regard to the F-score metric, there is no significant 

differences considering all the classifiers at once (although for some runs 
RF shows to have a lower F-score than classifiers BC3, BC4 or the en
sembles), nor considering the four ensembles together, but there are if 
we consider EWA and EA alone, showing that EWA is the best of both. 
The corresponding p-values are in Table 31, showing that in 7 runs, EWA 
outperforms EA; the one-sided p-value for the exact Binomial test in 
favor of EWA is 0 . 57 = 0 . 00781**. Regarding BC3, there are no sig
nificant differences between this classifier and the ensembles, when we 
compare the five together (using adjusted p-values), although there are 
if we compare in pairs (BC3 vs. each ensemble). 

AUC: If we compare the twelve classifiers all at one, we see that the 
ensembles EWA and EA are significantly better than NN, SVM and RF, 
slightly better than BC4 and BC5, and no differences have been observed 
with BC1, BC2 and BC3. For that, we decide to compare as a block these 
last with EWA and EA, since the adjustment of the p-values when making 
a large number of multiple comparisons can mask differences that are 

Table 9 
Average over the runs of the averages (x) and the standard deviations (s) over the folds, for the metrics AUPR, F-score and AUC, with the different classifiers. Output 
variable Destination In boldface, the top five for each metric.  

Destination AUPR F-score AUC  

x  s x  s x  s 

BC1 0.26687 0.10371 0.28345 0.11281 0.75532 (4) 0.07043 
BC2 0.27571 0.09357 0.26376 0.10863 0.74604 (5) 0.07077 
BC3 0.36120 (1) 0.11843 0.33922 (1) 0.12737 0.75596 (3) 0.06692 
BC4 0.26142 0.09548 0.31516 (2) 0.11396 0.70311 0.07645 
BC5 0.24706 0.09042 0.26310 0.11213 0.70424 0.07592 
NN 0.16834 0.11205   0.67487 0.10562 
SVM 0.22107 0.08253 0.13317 0.04624 0.66455 0.07480 
RF 0.21222 0.07203 0.21634 0.09616 0.65715 0.066328  

MV 0.29333 (4) 0.10329 0.30076 (4) 0.12116 0.73914 0.07266 
WMV 0.29598 (3) 0.09814 0.30463 (3) 0.12205 0.73493 0.07158 
EA 0.28726 (5) 0.10200 0.28635 0.11838 0.76802 (2) 0.057239 
EWA 0.29766 (2) 0.10470 0.29444 (5) 0.11912 0.77201 (1) 0.05715  

Table 10 
Average over the runs of the averages (x) and the standard deviations (s) over the 
folds, for the metrics AUPR, F-score and AUC with the different classifiers. 
Output variable Cause. In boldface, the top five for each metric.  

Cause AUPR F-score AUC  

x  s x  s x  s 

BC1 0.28843 
(2) 

0.13782 0.35156 0.13504 0.66947 0.13908 

BC2 0.26481 
(5) 

0.14900 0.40100 0.15465 0.68449 
(3) 

0.15798 

BC4 0.23687 0.14077 0.41818 0.14623 0.64460 0.21162 
BC5 0.19745 0.14208 0.49238 

(1) 
0.17201 0.53813 0.21570 

NN 0.19639 0.14891   0.55821 0.10866 
SVM 0.30422 

(1) 
0.12329   0.62733 0.11411 

RF 0.18800 0.09173 0.42469 0.11681 0.52595 0.12109  

MV 0.27028 
(4) 

0.15662 0.48086 
(2) 

0.16753 0.70198 
(1) 

0.17819 

WMV 0.27764 
(3) 

0.16227 0.46805 
(3) 

0.15084 0.69832 
(2) 

0.17886 

EA 0.26473 0.15841 0.43952 
(5) 

0.13424 0.68046 
(4) 

0.19690 

EWA 0.26479 0.15690 0.44878 
(4) 

0.13594 0.67563 
(5) 

0.19324  
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really significant. There is only a slight evidence in favour of EWA, since 
it proves to have a significantly higher AUC median than BC2 and EA in 3 
of the runs, while none of the other classifiers beat it in any run, and if 
we compare in pairs (without adjusting the p-values), EWA outperforms 
each of EA, BC1, BC2 and BC3 (see Table 32) so it turns out to be the 
favorite, although relative to BC3, it is only slightly higher. 

3.3. For the variable Cause 

The boxplots for AUPR, F-score and AUC for first run and the twelve 
classifiers, for prediction of the output variable Cause with positive class 
“Complications”, are in Fig. 8 (Appendix A). The average over the 20 
runs of the averages and the standard deviations over the folds, for the 
output variable Cause, are recorded in Table 10 below. 

There are few significant differences between the classifiers for any 
of the metrics (AUPR, F-score and AUC), so the results do not seem 
conclusive, and we will have to wait for more data. The problem with 
the output variable Cause is that, due to the scarcity of cases in which the 
patient died in ICU (367 patients in our cohort), there are a large number 
of zeros in the confusion matrices, and consequently, a large number of 
missing values in the metrics. For example, if we compare AUPR for the 
classifiers SVM, EWA and EA with the pairwise Wilcoxon signed-rank 
test and making Holm-Bonferroni adjustments for multiple compari
sons, we cannot see significant differences. We have to make compari
sons in pairs to find something. Specifically, in 4 of the runs the median 
of SVM is statistically significantly greater than that of EWA (one-sided 
p-value for the exact Binomial test: 0 . 54 = 0 . 0625⋅), while this number 
increases to 6 for the comparison with EA instead of EWA (p-value 
0 . 56 = 0 . 015625*). 

4. Centrality, odds ratio and feature strength 

Centrality and betweenness: Directed Acyclic Graphs (DAGs) from 
Figs. 9 and 10 represent the relationships of conditional independence 
entailed by the Bayesian networks BC2, BC3, BC4 and BC5, which are 
helpful to interpret the EWA ensemble, defined as an ensemble of them, 
jointly with BC1, which is a Naive Bayes. We can establish which fea
tures play the main role in the model by using centrality and/or 
betweenness measures borrowed from the Network Analysis area 
applied to the DAGs, as it was done in [47]. In Graph Theory and 
Network Analysis, indicators of centrality identify the most important 
(influential) nodes within a graph, where “importance” is conceived as 
involvement in the cohesiveness of the network. For each feature we 
compute four different of these indicators (see [48]), which are shown in 
Tables 35 and 36 (Appendix E), normalized in order to sum up 100:  

(a) Freeman’s degree of centrality, which counts paths which pass 
through each node, that is, directed arcs which arrive at or depart 
from it.  

(b) Basic standard betweenness measure, which quantifies the number 
of times a node acts as a “bridge” along the shortest path between 
two other nodes (which we will call “geodesic” from now on). 
Nodes that have a high probability to occur on a randomly chosen 
geodesic between two randomly chosen nodes, have a high 
betweenness. Fixed a node v, this measure is defined by 
∑

i,j,i∕=j,i∕=v,j∕=v(givj/gij) (with the convention 0/0 =0), where gij is the 
number of geodesics from i to j in the graph, and givj is the number 
of geodesics in the subset of those that pass through v. 

(c) Borgatti’s proximal source betweenness is a variant of basic stan
dard betweenness to accumulate only for the last intermediating 
vertex in each incoming geodesic; this expresses the notion that, 

by serving as the “proximal source” for the target, this particular 
intermediary node will in some settings have greater influence 
than the rest. Fixed a node v, this measure is defined by 
∑

i,j,i∕=j,j∕=v,i→v(givj/gij)

(d) Borgatti’s proximal target betweenness is the counterpart to prox
imal source betweenness that allows betweenness to accumulate 
only for the first intermediating vertex in each outgoing geodesic; 
this expresses the notion that, by serving as the “proximal target” 
for the source, this particular intermediary node will in some 
settings have greater influence or control than others. Fixed a 
node v, this measure is defined by 

∑
i,j,i∕=j,i∕=v,j⟵v(givj/gij)

Features F9 (Hepatic F), F13 (CT), F14 (OT) and F15 (Intoxication), all 
of them corresponding to the category of “Main cause of admission”, do 
not appear in Tables 35 and 36 because their value of the three 
betweenness variants is 0 for BC2, BC3, BC4 and BC5, and at the same 
time, their Freeman’s centrality value is very small. They are, therefore, 
the least important for the cohesiveness of the network, which is logical 
since none of them exceeds 1.5% of prevalence in the cohort. At the 
other extreme, there are the most important features in this regard, with 
higher values of centrality and betweenness (see Table 11): they are the 
most influential for the predictive model but in relation with others. 
Note that those that are in the “Main cause of admission” category, are 
the three most prevalent. 

Features in Table 11 act as gateways, and the arcs that connect them 
as bridges, through which information flows from one cluster of vari
ables in the model to another. We can see from the DAG of BC3 in Fig. 9 
(we consider this DAG because it is built without forcing any directed 
arcs, see Table 3) that 

–The link between F4 and F18 is a bridge, and while F4 is a gateway to 
F21 and to the demographic characteristics, F18 is to F20, to the main 
features of the “Main cause of admission” category, and to that of 
“Admission”. 
–The information between the two clusters mentioned in the above 
item, “Demographic Characteristics” and “Comorbidities” on one 
hand, and “Admission” on the other, also flows through the concat
enation of two bridges: between F20 and F21, the features of “Severity 

Table 11 
The most influential features attending to centrality and betweenness.  

Demographic characteristics F2: Age  

Main cause of admission 
F4: ACS 
F5: RF 
F6: Shock  

Admission F18: Generic Syndrome 
F19: Sepsis  

Severity (on first 24 h of admission) F20: ICU Workload 
F21: APACHE II  

Table 12 
Example of characteristics of a critically ill patient.  

F3: 
Charlson 

F17: Origin F18: 
Generic 
syndr. 

F19: 
Sepsis 

F20: ICU 
Workload 

F21: 
APACHE II 

2 Emergency 
Room 

Medical Yes M. unstable 
coma/shock 

5–9  
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(on first 24 h of admission)”, and between F21 and F2. The latter is 
very natural since the APACHE II score is calculated based on age. 
–Within the cluster of features of “Admission”, there is a bridge be
tween F5 and F6, connecting sub-clusters; F5 is a gateway to F17: 
Origin and F19: Sepsis, while F6 is to F10: CRA and F16: Other 
syndromes. 

Odds Ratio: Besides, we can use EWA, which has proven to be the 
best of those we have considered, to evaluate the effect of the features in 
the evaluation of the risk of death. For example, for each of the “Main 
cause of admission” we can compute the Odds Ratio (OR) in favour of 
“die” when the feature is present compared to when it is not, being the 
other absents. An odds ratio (OR) is a measure of association between a 
feature and the outcome (variable Result, in this case), which represents 
the odds in favour of “die” given a particular value of a feature, 
compared to the odds in favour of “die” occurring given another value. 
For that, we fix the other features. 

Just as an example of this, consider a critically ill patient with the 
characteristics in Table 12, in the year 2018. 

In Table 13 we record the odds ratio, disaggregated by sex, in favour 
of the event “die”, for a critically patient whose characteristics are given 
in Table 12, according to what of the “Main cause of admission” has been 
reported for the patient (from F4 to F16). The odds ratio is defined as the 
ratio of the odds of event “die” occurring in the group of age >84 to the 
odds of it occurring in the group of age 75–84. Let continue with the 
example of the patient whose characteristics are given in Table 12: a 
male between 75 and 84 years old and with renal failure (F8 = 1). Thus, 
the risk of death (probability of “die”) is 0.46216. This probability in
creases up to 0.55110 if the age increases to be > 84. Therefore, the 
Odds Ratio in favour of “die” is: 

OR>84/75− 84 =
0.55110/(1 − 0.55110)
0.46216/(1 − 0.46216)

= 1.42871 

With respect to the risk of death, we observe the following, which is 
consistent with what is observed in Figs. 2 and 3 in Appendix A: 

–it is greater for women than for men, for both intervals of age 75–84 
and >84 and for all of the “Main cause of admission” features except 
for F9, in which case no variation in risk is observed (F9, Hepatic 
Failure, is one of the features less important from the perspective of 
centrality, we have seen). 

–within each sex, it is greater for older people, except when Other 
Trauma (F14) is present, case in which the variation is very small (the 
same thing happens than with F9). 

We also see that for patients having the characteristics recorded in 
Table 12 and having cardio respiratory arrest (F10: CRA) or intoxication 
(F15: Intoxication), both for men and women, the increase in age is an 
important risk factor (OR greater than 2 in Table 13). 

On the other hand, we can study which of the “Main cause of 
admission” are risk factors for a male who is more than 85 years old, and 
with the features in Table 12, for example, and consider the question: 
“What is the Odds Ratio between F10: CRA and F5: RF in favor of die?”, 
which is answered by computing the ratio between the odds in favour of 
“die” when F10 = 1 and when F5 = 1, which is: 

ORF10/F5 =
0.66774/(1 − 0.66774)
0.30552/(1 − 0.30552)

= 4.56836  

(see Table 13) that is, the odds in favour of “die” if F10 = 1 (Cardio 
Respiratory Arrest) is approximately 4.6 times greater than if F5 = 1 
(Respiratory Failure), for a patient with the mentioned characteristics, 
on which this result may depend, obviously. 

Feature strength: Finally, we compute a measure of the feature 
strength to predict the output Result. For that, we follow [49] and 
introduce a measure based on the conditional probability tables of Result 
with respect to each feature, obtained with EWA (see Appendix F). This 
measure uses the Kolmogorov-Smirnov statistical distance and a 
correction parameter. Indeed, we first introduce a strength measure for 
each feature, say F, named Strength Distance (SD), in this way: 

SD(F) = max
a,b∈ℱ

dF
a,b  

where ℱ is the set of the possible outcomes of variable F, and dF
a,b de

notes the Kolmogorov–Smirnov statistical distance between the a pos
teriori conditional probability distributions of Result given the evidence 
F = a, and given the evidence F = b. The values of SD have been recorded 
in Table 14 below. To take into account if different instantiations of a 
feature produce different predictions for Result, we introduce the 
correction term δ(F) = γ(F)/2 ∈ (0, 1], where γ(F) is the number of 
different predictions obtained from the classifier for Result given the 

Table 14 
SD, the correction term δ and CSD for the 21 features.  

Feature SD δ CSD(= SD × δ) 

F1 0.03432 1/2 0.01716 
F2 0.09623 1/2 0.04812 
F3 0.14104 1/2 0.07052 
F4 0.17367 1/2 0.08684 
F5 0.03301 1/2 0.01651 
F6 0.08698 1/2 0.04349 
F7 0.02511 1/2 0.01256 
F8 0.00865 1/2 0.00433 
F9 0.13364 1/2 0.06682 
F10 0.49694 1 0.49694 
F11 0.15203 1/2 0.07602 
F12 0.09849 1/2 0.04925 
F13 0.15729 1/2 0.07865 
F14 0.12650 1/2 0.06325 
F15 0.07601 1/2 0.03801 
F16 0.12105 1/2 0.06053 
F17 0.35811 1/2 0.17906 
F18 0.17512 1/2 0.08756 
F19 0.11333 1/2 0.05667 
F20 0.43213 1/2 0.21607 
F21 0.63546 1 0.63546  

Table 13 
Example of Table 12: probabilities of “die” and odds ratio in favour of “die”, for 
each of the possible “Main cause of admission”. In boldface those probabilities 
>0.5, which carry a prediction of “die” for the patient.  

F1: Sex Male Female 

F2: Age 75–84 >84 OR 75–84 >84 OR 

F4 0.07878 0.09715 1.25837 0.08084 0.10693 1.36138 
F5 0.19627 0.30552 1.80145 0.22859 0.36471 1.93737 
F6 0.20421 0.31516 1.79328 0.23714 0.37257 1.91022 
F7 0.20070 0.31982 1.87257 0.23325 0.37825 1.99987 
F8 0.46216 0.55110 1.42871 0.50267 0.57898 1.36059 
F9 0.16010 0.16010 1.00000 0.16010 0.16010 1.00000 
F10 0.49500 0.66774 2.05030 0.53169 0.72091 2.27516 
F11 0.20996 0.26928 1.38660 0.23044 0.31191 1.51378 
F12 0.07956 0.13082 1.74141 0.09336 0.16242 1.88317 
F13 0.30486 0.38341 1.41787 0.35674 0.44058 1.42009 
F14 0.07100 0.07003 0.98518 0.07433 0.07305 0.98137 
F15 0.10251 0.20942 2.31921 0.11517 0.22107 2.18048 
F16 0.08263 0.10638 1.32156 0.08962 0.12278 1.42184  
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evidences of the form F = a, with a varying in ℱ . Then, δ(F) is the pro
portion of different predictions actually obtained by the classifier for 
Result among the possible we could obtain from an evidence on F, which 
is 2, and we use it to correct strength measure SD by introducing the 
Corrected Strength Distance (CSD) by CSD(F) = SD(F) × δ(F). Note that 
CSD(F) ≥ 0, and that CSD(F) = 0 if and only if F and Result are inde
pendent variables. In Table 14 we have recorded for each feature the 
correction term δ and the feature strength measure CSD as well. 

Attending to CSD as feature strength measure, we can rank the fea
tures as follows, from stronger to weaker, attending to their capacity to 
modify prediction of the output Result: 

F21, F10,F20,F17, F18, F4, F13,F11,F3,F9,

F14, F16,F19,F12, F2, F6, F15, F1, F5, F7, F8.

5. Conclusions 

It is unlikely that intelligent software will replace the clinician in 
medical diagnosis and prognosis for patients care. Machine learning 
expert systems are more likely to act as intelligent agents for specialized, 
complicated problems, and are intended to enhance the performance of 
the expert physician, given place to smart Intensive Care Units in the 
future. Our primary goal in this work has been to demonstrate the 
feasibility and benefits of routinely collecting information from criti
cally ill patients admitted to ICU. The development of automatic tools to 
assist in clinical decision-making remains a challenge, although steps 
have already been taken in this direction. Our research is directed to
wards the construction of a machine learning hierarchical classifier to 
predict the risk of death in the ICU, as well as destination, for those who 
survive their stay in the ICU, or the cause of death for the rest, from 
multiple data streams (“Demographic Characteristics”, “Comorbidities”, 
“Admission” and “Severity (on first 24 h of admission)”). 

In a first step, an ensemble of Bayesian classifiers (EWA) is developed 
to predict the risk of death (output variable Result), while another is used 
to predict the destination of the patient at ICU discharge if the predicted 
value for the variable Result is live, or his/her cause of death if the 
prediction is die. EWA is constructed as an ensemble of five different 
base Bayesian networks, with the weighted average rule with appro
priate weights, which are obtained from the estimations of the AUPR 
values of the base classifiers to give more power to more “competent” 
base classifiers in the average criterion. When dealing with highly un
balanced and sparse datasets, AUPR, F-score and AUC are preferred as 
representation of performance assessment in the binary classification to 
the most commonly used measure, the Accuracy. 

We compare the performance of EWA with that of the base Bayesian 
classifiers from which it has been constructed, and with some state-of-the- 
art machine learning methodologies (Neural Networks, Support Vector 
Machine and Random Forest), as well as with the ensembles of the same 

base classifiers obtained using the average rule without weights, the ma
jority vote and the weighted majority vote criteria, finding that EWA has 
best overall performance. We also see as expected, that EWA improves the 
models based on scales, such as the traditional approach based on the 
APACHE II score, which suffers from not incorporating elements that 
clinical practice reveals to be of great value, such as the origin of the pa
tient (collected in our model in variable F17, that has been ranked fourth in 
importance, according to CSD as measure of the feature strength), since 
depending on the origin, the patient may have a very different evolution in 
the ICU, presenting fragility to a greater or lesser degree. EWA even out
performs a local recalibration of this model obtained from the dataset, LR. 
APACHEII, both with the AUPR and AUC metrics, and between them, LR. 
APACHEII behaves better from a predictive point of view than APACHEII. 
When we consider the F-score metric, what happens is that, on the one 
hand, all the classifiers show better than LR.APACHEII while, on the other, 
it is not possible to calculate the F-score for the standard based on the 
APACHE II (accuracy paradox). 

Table 15 shows the best classifier for each output variable and per
formance metric. Note that Cause does not appear since for this output 
variable, there are no significant differences among the classifiers. 

The conclusion from the statistical point of view of LR.APACHEII’s 
superiority compared to APACHEII is that the logistic regression model 
based on the score APACHE II is a better predictor when estimates the 
parameters from the current database, which seems quite logical, since 
in this way the model better reflects the characteristics of the patients for 
whom the mortality risk prediction is intended and, in particular, it 
catchs the changes and improvements in medical practice. Indeed, 
APACHE II score was described and validated by means of a logistic 
regression model based on the management and results of critically ill 
patients in 1985, and since then, some obvious advances, in preventive 
and primary medicine or in the control of chronic diseases, have 
changed the relevance of age and comorbidities in the prognosis of 
critically ill patients, and in our century there has been a dramatic 
reduction in mortality due to sepsis, coronary syndromes and trauma. 
Therefore, healthcare professionals must take this into account when 
faced with the need to use scoring systems in their daily practice. 

We also delve into interpretability of the EWA ensemble, both from 
the DAGs of the base classifier from which EWA has been constructed, 
using centrality and betweenness measures, and from the conditional 
probability tables of the outcome Result conditioned to any of the fea
tures, which allow us to rank the features attending to a measure of their 
strength. While this last approach discovers which features are impor
tant for prediction, features that are important but in relation with 
others, that is, the most “influential”, stand out using centrality and 
betweenness, the rest of features being irrelevant for prognosis purpose. 

The top five features are, in order of strength, in Table 16 below, with 
the categories that maximize the mortality risk, obtained from tables in 
Appendix F. Of these, F18, F20 and F21 are also influential from the point 
of view of centrality and betweenness, so they appear as clearly 

Table 15 
Best classifier(s) for the output variables Result and Destination and performance 
metrics, according to our experimental evaluation. If the classifiers are not in 
boldface, it means that only slightly exceeds its competitors. In each scenario, it 
is indicated by Yes/No if LR.APACHEII is significantly better than APACHEII, 
when the comparison makes sense.    

Performance metric   

AUPR F-score AUC 

Output Result 
EWA BC1,EWA,BC2 EWA 
Yes  Yes 

Destination BC3 BC3 EWA  

Table 16 
Top five features, with the category that maximizes risk of death for each, and 
the associated risk.  

Feature Category that maximizes risk Risk 

F21: APACHE II >34 64% 
F10: CRA (Cardio Respiratory 

Arrest) 
Yes 62% 

F20: ICU Workload Medical unstable with coma or 
shock 

44% 

F17: Origin Extra Hospital Emergency 46% 
F18: Generic Syndrome Medical 19.5%  
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highlighted as basic characteristics to take into account to predict the 
risk of death in patients admitted to a hospital ICU. Note that a feature 
can be influential from the point of view of centrality and betweenness 
but have little predictive importance; for example, F2: Sex has a rela
tively low value of CSD (meaning that the risk of death is similar for men 
and women, but it is influential since acts as connecting node between 
the features of the “Demographic Characteristics” and “Comorbidities” 
categories, which also have weak importance, and the rest of features. 

Top five features are followed by F4: ACS (Acute Coronary Syn
drome), which is the only one characteristic of the “Main cause of 
admission” category that acts as factor of protection (its presence re
duces the risk of death). From Table 38 we compute the OR in favour of 
“die” corresponding to the presence of ACS (F4 = 1) with respect to its 
absence (F4 = 0), regardless of the other features: 

ORF4=1/F4=0 =
0.00390/(1 − 0.00390)
0.11757/(1 − 0.11757)

= 0.02939  

That is, the odds in favour of “die” divides by approximately 34 when 
ACS is present with respect to when it is absent, in general, without 
taking into account the other characteristics of the patient. This fact may 
seem counterintuitive, but it must be taken into account that clinical 
practice indicates that among the patients admitted to the ICU of a 
hospital, those who do so with “Generic Syndrome” F18 = “Coronary”, 
which is clearly associated with ACS (F4 = “yes”), are the ones with the 
best prognosis. Keep in mind, that if it is not due to that reason, the 
admission will be for another with a worse prognosis. For example, if 
they present a respiratory failure RF (F5 = “yes”), which is associated 
with “Generic Syndrome” F18 = “Medical”, their prognosis worsens 
(increases the risk of death), what is consistent with the information in 
Table 16. Note that 95.2% of the patients with F18 = “Coronary” present 
ACS, while only 0.7% of them present RF; from the patients with 
F18 = “Medical”, 47.8% present RF but only 2.8% ACS. 

Among the top five features ranked by strength, there is only one of 
the “Main cause of admission” category which seems to be the most 
important risk factor, F10: CRA. From Table 40 we obtain similarly that 
the OR in favour of “die” corresponding to the presence of CRA (F10 = 1) 
with respect to its absence (F10 = 0) is 

ORF10=1/F10=0 =
0.62298/(1 − 0.62298)
0.12604/(1 − 0.12604)

= 11.45758  

That is, the odds in favour of “die” multiplies by approx. 11.5 when CRA 
is present with respect to when it is absent. For a specific patient, based 
on its known characteristics, these result can be adjusted, as we have 
done in Section 4 in some cases to evaluate the effect of the features in 
the evaluation of the risk of death by means of the OR. 

It would be very interesting to extrapolate our model to a database 
with a case mix of different ICUs, which would make it possible to 
compare the performance of different units; to do this, the characteris
tics of a typical patient would be introduced into the model and the risk 
of death would be predicted with each ICU. This tool would also make it 
possible to carry out a longitudinal study and analyze the improvement 
over time of the healthcare processes of a specific ICU, as well as 
adapting the model to the different types of ICU, from the trauma center 
to the thematic respiratory or cardiovascular ICU, if we learn it from 
data collected in these more specific scenarios. 

To the extent that it can help physicians in undertaking patient- 
tailored therapeutic decisions, and to the health authorities to manage 
more optimally the available resources, the local data-driven machine 
learning methodology introduced in this work for estimating the risk of 
death and predicting the destination at ICU discharge or the cause of 
death, using an ensemble of Bayesian classifiers, seems to be a useful and 
promising tool with important clinical applicability. 
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Appendix A. Plots  

Appendix B. Tables for output Result  

Fig. 3. Evolution of mortality rate at the ICU with age, disaggregated by sex, 
and for the overall population. 

Fig. 2. Evolution of mortality rate at the ICU with year, disaggregated by sex, 
and for the overall population. 
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Appendix C. Tables for output Destination  

Fig. 4. Variables ordered by the number of missing values. (For interpretation of the references to color in the text, the reader is referred to the web version of 
this article.) 

Fig. 5. Distribution of missing values (in red), where cases have been ordered by year. (For interpretation of the references to color in this figure legend, the reader is 
referred to the web version of this article.) 
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Fig. 6. Boxplots for output variable Result in the first run. AUPR, F-score and 
AUC. F-score cannot be computed for the standard approach based on APACHE 
II (“APII” as x-axis label), but it can for the locally recalibrated LR.APACHEII 
(“LR.AP” as x-axis label). 
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Fig. 7. Boxplots for output variable Destination in the first run, for AUPR, F- 
score and AUC. 
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Fig. 9. DAGs for the base classifiers BC2 (top) and BC3 (bottom), learned from the whole database set.  
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Fig. 10. DAGs for the base classifiers BC4 (top) to BC5 (bottom), learned from the whole database set.  
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Table 18 
Adjusted p-values for the comparisons between the four ensembles, corre
sponding to the statistical significances in Table 17 when we compare EWA/EA 
against WMV and MV. Also, in boldface, the adjusted p-values corresponding to 
the comparison between the two EWA and EA, that were not reported there.  

AUPR 
(Result) 

EWA EA WMV MV 

EWA>

(5) 

0.0059** 

(8) 

0.029* 

(15) 

0.0342*  
0.029 *  0.018* 0.098⋅  
0.0059** 0.024* 0.018*  
0.0342 *  0.0117* 0.018*  
0.049 *  0.039* 0.0098**    

0.029* 0.082⋅    
0.012* 0.012*    
0.055⋅ 0.056⋅      

0.074⋅      
0.0059**      
0.029*      
0.093⋅      
0.059⋅      
0.012*      
0.018*  

EA>
(8) 

0.049* 

(10) 

0.098⋅    
0.029* 0.027*    
0.056⋅ 0.039*    
0.0645⋅ 0.0146*    
0.024* 0.093⋅    
0.049* 0.068⋅    
0.012* 0.012*    
0.018* 0.034*      

0.029*      
0.021*  

Table 22 
Adjusted p-values for the comparisons between the four ensembles, corre
sponding to the statistical significances in Table 21 when we compare EWA/EA 
against WMV and MV. Also, in boldface, the adjusted p-values corresponding to 
the comparison between the two EWA and EA, that were not reported there.  

F-score (Result) EWA EA WMV MV 

EWA>

(2) 0.054 ⋅  

(5) 

0.027* 

(9) 

0.027*  
0.0391 *  0.027* 0.034*    

0.0977⋅ 0.029*    
0.066⋅ 0.0059**    
0.0391* 0.027*      

0.059⋅      
0.0059**      
0.082⋅      
0.018*  

EA>

(1) 0.0645⋅ 

(5) 

0.027*      
0.049*      
0.0146*      
0.032*      
0.0146*  

WMV> (2) 
0.0907 ⋅       
0.090 ⋅   

Table 20 
(Non-adjusted) p-values corresponding to the comparison between LR.APACHEII and the standard based on the APACHE II score, for the alternative hypothesis that the 
former has greater AUPR median.  

AUPR 
Run 2 3 4 5 7 8 9 10 11 
p-Value 0.042* 0.0049** 0.014* 0.032* 0.0068** 0.0098** 0.0049** 0.0098** 0.032*  

(Result) Run 12 13 14 15 16 17 18 19 20 
p-Value 0.042* 0.065⋅ 0.053⋅ 0.0068** 0.08⋅ 0.0049** 0.024* 0.065⋅ 0.014*  

Table 21 
F-score median for EWA/EA is significantly greater (p-value<0.1) than that of WMV and/or MV, for output variable Result and for each run? (“2” if it is greater for both, 
WMV and MV, “1” if it is greater for only one, “0” if it is not greater for either of them).  

F-score Run 

Result 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

EWA 0 0 0 0 2 0 2 0 0 1 2 2 0 1 0 0 2 1 0 1 
EA 0 0 0 0 1 0 0 0 0 1 1 1 0 0 0 0 2 0 0 0  

Table 19 
Non-adjusted p-values corresponding to the comparisons between EWA and EA in Table 18, but only between them two (so the p-values are not adjusted). In boldface 
the 5 runs corresponding to the adjusted p-values that have been reported in Table 18.  

AUPR (Result) Run 3 5 9 14 15 18 19 20 

EWA>EA p-Value 0.00098*** 0.014* 0.00098*** 0.042* 0.0068** 0.08⋅ 0.024* 0.042*  

Table 17 
AUPR median for EWA/EA is significantly greater (p-value<0.1) than that of WMV and/or MV, for output variable Result and for each run? (“2” if it is greater for both, 
WMV and MV, “1” if it is greater for only one, “0” if it is not greater for either of them).  

AUPR Run 

Result 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

EWA 0 0 1 2 2 0 2 0 2 1 1 2 2 0 1 1 1 1 2 2 
EA 0 0 0 2 2 0 2 0 2 1 1 2 1 0 0 1 1 0 2 1  
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Table 26 
Adjusted p-values for the comparisons between the four ensembles, corresponding to the statistical significances in Table 24 when we compare EWA/EA against WMV 
and MV. Also, in boldface, the adjusted p-values corresponding to the comparison between the two EWA and EA, that were not reported there, indicating to which run 
they correspond.  

AUC (Result) EWA EA WMV MV 

EWA>

(6) 

0.018 *  (run 3) 

(14) 

0.029* 

(14) 

0.029*  
0.012 *  (run 5) 0.041* 0.023*  
0.034 *  (run 9) 0.018* 0.018*  
0.059 ⋅  (run 10) 0.049* 0.049*  
0.039 *  (run 15) 0.012* 0.020*  
0.012 *  (run 19) 0.074⋅ 0.034*    

0.029* 0.034*    
0.074⋅ 0.059⋅    
0.029* 0.029*    
0.012* 0.012*    
0.039* 0.029*    
0.018* 0.012*    
0.012* 0.015*    
0.082⋅ 0.082⋅  

EA>

(14) 

0.039* 

(14) 

0.039*    
0.049* 0.023*    
0.020* 0.020*    
0.049* 0.049*    
0.012* 0.029*    
0.097⋅ 0.029*    
0.034* 0.034*    
0.084⋅ 0.074⋅    
0.029* 0.029*    
0.012* 0.012*     
0.039* 0.029*     
0.012* 0.041*     
0.012* 0.015*     
0.082⋅ 0.082⋅  

Table 23 
Non-adjusted p-values corresponding to the comparisons between EWA and EA in Table 22, but only between them two (so the p-values are not adjusted). In boldface 
the 2 runs corresponding to the adjusted p-values that have been reported in Table 22.  

F-score (Result) Run 1 2 3 5 8 9 10 
p-Value 0.062⋅ 0.078⋅ 0.026* 0.018* 0.029* 0.071⋅ 0.038*  

EWA>EA 
Run 11 13 14 17 18 19 20 
p-Value 0.062⋅ 0.054⋅ 0.022* 0.012* 0.029* 0.030* 0.029*  

Table 24 
AUC median for EWA/EA is significantly greater (p-value<0.1) than that of WMV and/or MV, for output variable Result and for each run? (“2” if it is greater for both, 
WMV and MV, “1” if it is greater for only one, “0” if it is not greater for either of them).  

AUC Run 

Result 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

EWA 2 0 2 2 2 0 2 2 2 2 0 2 2 0 2 2 0 0 2 2 
EA 2 0 2 2 2 0 2 2 2 2 0 2 2 0 2 2 0 0 2 2  

Table 25 
Non-adjusted p-values corresponding to the comparisons between EWA and EA when comparing them alone (non-adjusted p-values), for the AUC metric and the output 
variable Result.  

AUC (Result) Run 1 2 3 4 5 9 10 14 15 18 19 20 
EWA>EA p-Value 0.08⋅ 0.024* 0.0029** 0.096⋅ 0.002** 0.0068** 0.0098** 0.08⋅ 0.012* 0.065⋅ 0.02* 0.065⋅  
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Table 27 
(Non-adjusted) p-values corresponding to the comparison between LR.APACHEII and APACHEII, for the alternative hypothesis that the former has greater AUPR 
median.  

AUPR Run 2 3 4 5 7 8 9 10 11 
p-Value 0.042* 0.0049** 0.014* 0.032* 0.0068** 0.0098** 0.0049** 0.0098** 0.032*  

(Result) 
Run 12 13 14 15 16 17 18 19 20 
p-Value 0.042* 0.065⋅ 0.053⋅ 0.0068** 0.08⋅ 0.0049** 0.024* 0.065⋅ 0.014*  

Table 29 
Non-adjusted p-values corresponding to the comparisons between EWA and EA in Table 28, for output variable Destination and AUPR. In boldface the 10 runs for which 
there is statistical significance when considering adjusted p-values for comparison of the four ensembles in Table 28, for comparison between EWA and EA.  

AUPR (Destination) 
Run 1 2 3 4 5 6 7 8 9 10 
p-Value 0.019* 0.0068** 0.042* 0.00098*** 0.0029** 0.002** 0.002** 0.0029** 0.053⋅ 0.024*  

EWA>EA Run 11 12 13 14 15 16 17 18 20  
p-Value 0.002* 0.014* 0.042* 0.019* 0.014* 0.032* 0.019* 0.042* 0.014*  

Table 28 
Adjusted p-values for the comparisons between the four ensembles. Only sig
nificant p-values (<0.1) have been recorded.  

AUPR (Destination) EA 

EWA> (10) 

0.041* 
0.0059** 
0.018* 
0.012* 
0.012* 
0.018* 
0.012* 
0.082⋅ 
0.082⋅ 
0.082⋅  

WMV> (2) 0.082⋅ 
0.059⋅  

Table 30 
Number of runs, say n, for which AUPR of BC3 model (for the output variable Destination) is statistically greater than that of the other classifiers, when considering 
adjusted p-values for comparison of five classifiers at the same time (BC1 to BC5 first, and secondly BC3 and the ensembles). Below appear the corresponding p-values 
for the exact Binomial test in favour of BC3, which are 0 . 5n.  

AUPR (Destination) BC1 BC2 BC4 BC5 EWA EA WMV MV 
9 10 16 20 6 10 8 7 

BC3> 0.002** 0.0009*** 1.53 × 10− 5*** 9.54 × 10− 7*** 0.016* 0.0009*** 0.004** 0.008**  

Table 32 
Number of runs for which there are statistically significant differences between 
EWA and each of the classifiers EA, BC1, BC2 and BC3, for the output variable 
Destination and the metric AUC. These differences are always in the sense that 
the median of EWA is greater than that of the others. The one-sided p-values for 
the exact Binomial test for the statistical significance of the number of runs is 
also given in the second column.  

AUC (Destination) Number of runs p-Value 

EWA>EA 15 0 . 515 = 3.05 × 10− 5*** 
EWA>BC1 7 0 . 57 = 0.0078** 
EWA>BC2 9 0 . 59 = 0.0020** 
EWA>BC3 4 0 . 54 = 0.0625⋅  

Table 31 
(Non-adjusted) p-values corresponding to the comparison between EWA and EA for output variable Destination and F-score.  

F-score (Destination) Run 3 8 10 11 13 14 15 
EWA>EA p-Value 0.03* 0.05⋅ 0.09⋅ 0.05⋅ 0.05⋅ 0.02* 0.08⋅  
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Appendix D 

D.1 Coefficients (weights) β for Eq. (2)  

D.2 Coefficients (weights) α for Eq. (3)  

Appendix E. Centrality and betweenness measures  

Table 35 
(Normalized to sum up 100) Freeman’s degree of centrality and Basic standard 
betweenness measure of the features. In boldface the highest 5 values of each 
column.  

Feature Freeman’s centrality (%) Basic standard betw. (%)  

BC2 BC3 BC4 BC5 BC2 BC3 BC4 BC5 

F1 1.5 2.0 2.0 1.5 0.0 6.1 0.0 0.0 
F2 1.5 3.0 4.5 10.0 0.0 13.0 7.0 0.0 
F3 1.5 2.0 2.0 3.5 0.0 0.0 0.0 14.5 
F4 12.0 9.5 6.5 3.5 0.0 15.6 0.0 0.0 
F5 10.5 10.5 11.0 5.0 16.7 6.9 7.0 0.0 
F6 12.0 9.5 10.0 3.5 38.9 4.8 23.3 3.6 
F7 6.0 6.5 5.5 3.5 0.0 4.7 5.5 0.0 
F8 3.0 4.0 3.5 3.5 0.0 3.1 0.0 0.0 
F10 4.5 5.5 4.5 3.5 0.0 0.2 0.0 0.0 
F11 4.5 3.0 3.5 3.5 5.6 0.4 0.0 0.0 
F12 4.5 3.0 4.5 3.5 0.0 1.5 7.8 0.0 
F16 6.0 6.5 5.5 3.5 0.0 0.0 14.6 0.0 
F17 3.0 2.0 3.5 5.0 0.0 0.0 0.4 0.0 
F18 10.5 10.5 10.0 16.5 38.9 19.6 5.2 3.6 
F19 4.5 3.0 6.5 3.5 0.0 0.0 10.9 29.0 
F20 4.5 7.5 5.5 5.0 0.0 12.6 8.9 0.0 
F21 3.0 4.0 4.5 10.0 0.0 11.4 9.4 26.1  

Table 36 
(Normalized to sum up 100) Borgatti’s proximal source and proximal target 
betweenness measures of the features. In boldface the highest 5 values of each 
column.  

Feature Borgatti’s proximal source (%) Borgatti’s proximal target (%)  

BC2 BC3 BC4 BC5 BC2 BC3 BC4 BC5 

F1 0.0 8.5 0.0 0.0 0.0 2.4 0.0 0.0 
F2 0.0 14.6 12.5 0.0 0.0 6.1 2.8 0.0 
F3 0.0 0.0 0.0 6.7 0.0 0.0 0.0 33.3 
F4 0.0 14.6 0.0 0.0 0.0 21.8 0.0 0.0 
F5 18.75 8.8 7.9 0.0 15.6 6.7 12.5 0.0 
F6 43.75 6.0 27.5 8.3 34.4 4.2 17.8 1.7 
F7 0.0 6.6 9.7 0.0 0.0 3.0 4.2 0.0 
F8 0.0 4.4 0.0 0.0 0.0 2.4 0.0 0.0 
F10 0.0 0.3 0.0 0.0 0.0 0.3 0.0 0.0 
F11 6.25 0.6 0.0 0.0 6.25 0.6 0.0 0.0 
F12 0.0 0.6 1.4 0.0 0.0 2.1 13.9 0.0 
F16 0.0 0.0 3.2 0.0 0.0 0.0 13.4 0.0 
F17 0.0 0.0 0.7 0.0 0.0 0.0 0.7 0.0 
F18 31.25 22.2 6.0 8.3 43.75 24.6 9.3 1.7 
F19 0.0 0.0 19.4 53.3 0.0 0.0 8.3 16.7 
F20 0.0 7.6 4.6 0.0 0.0 17.0 11.6 0.0 
F21 0.0 5.1 6.9 10.0 0.0 8.6 5.6 20.0  

Table 33 
Sepsis means F19 = 1. Non surgical category means F18 = Coronary, Medical or 
Trauma, while surgical category means F18 = Elective or Urgent Surgical. Blanc 
spaces mean excluding category. This table has been adapted to our setting from 
[9].  

Features Sepsis or non surgical category No sepsis and surgical category 

F4 − 0.191 − 0.797 
F5 − 0.890 − 0.610 
F6 0.493 − 0.797 
F7 − 0.759 − 1.150 
F8 − 0.885 − 0.196 
F9 0.501 − 0.613 
F10 0.393 0.393 
F11  − 0.248 
F12 − 1.368 − 0.797 
F13 − 0.517 − 0.955 
F14 − 1.228 − 1.684 
F15 − 0.142 − 0.196 
F19 0.113   

Table 34 
Coefficients α for Eq. (3) (only those with significant p-values, that is >0.10, 
have been recorded). (a): the odds in favour of “die” where the regressors are at 
their reference value (all equal to “0”, including APACHE II). (b): increase in 
odds in favour of “die” for a one-unit increase in APACHE II score, holding the 
other regressors at a fixed value. (c): increase in odds in favour of “die” for the 
regressor taken the value “1”, with respect to value “0”, holding the other re
gressors at a fixed value. (d): decrease in odds in favour of “die” for F4 taken the 
value “1”, with respect to value “0”, holding the other regressors at a fixed value.  

Features α estimated p-Value interpretation 

Intercept α0 = − 4.85711 5.72 × 10− 14*** 0 . 00777(a) 

APACHE II α1 = 0.11544 <2 ×10− 16*** 12.2 % (b) 

F19 α3 = 0.48604 0.00212** 62.6 % (c) 

F4 α4 = − 1.83024 0.03768* 84.1 % (d) 

F5 α5 = 0.62866 0.00126** 87.5 % (c) 

F6 α6 = 0.52522 0.00896** 69.1 % (c) 

F7 α7 = 0.49130 0.05651⋅ 63.4 % (c) 

F10 α10 = 1.82376 4.38 × 10− 9*** 519.5 % (c)  
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Appendix F. CPT tables for the output Result 

Each table is obtained computing the a posteriori conditional prob
ability of the output Result to the feature, assuming the rest of features 
are not observed, except in the case of the “Main cause of admission” 

category, for which when one is present, the others are necessarily ab
sent, since thery are mutually exclusive4 ; instead, if it is absent, we 
assume the others are not observed.  

Table 37 
CPT of variable Result conditioned to F1 and to F2.   

F1: Sex F2: Age  

Male Female <45 45–54 55–64 65–74 75–84 >84 

live 0.86575 0.83143 0.90517 0.89967 0.89313 0.84506 0.80894 0.82340 
die 0.13425 0.16857 0.09483 0.10033 0.10687 0.15494 0.19106 0.17660  

Table 38 
CPT of variable Result conditioned to F3 and to F4.   

F3: Charlson comorbidity index F4: ACS  

0 1 2 3 >3 0 1 

live 0.90627 0.86975 0.84657 0.81614 0.76523 0.82243 0.99610 
die 0.09373 0.13025 0.15343 0.18386 0.23477 0.17757 0.00390  

Table 39 
CPT of variable Result conditioned to F5, to F6, to F7 and to F8.   

F5: RF F6: Shock F7: Coma F8: Renal F  

0 1 0 1 0 1 0 1 

live 0.87220 0.83919 0.88342 0.79644 0.86008 0.83497 0.85822 0.84957 
die 0.12780 0.16081 0.11658 0.20356 0.13992 0.16503 0.14178 0.15043  

Table 40 
CPT of variable Result conditioned to F9, to F10, to F11 and to F12.   

F9: Hepatic F F10: CRA F11: ES F12: Arrhythmia  

0 1 0 1 0 1 0 1 

live 0.85302 0.98666 0.87396 0.37702 0.84377 0.99580 0.85084 0.94933 
die 0.14698 0.01334 0.12604 0.62298 0.15623 0.00420 0.14916 0.05067  

Table 41 
CPT of variable Result conditioned to F13, to F14, to F15 and to F16.   

F13: CT F14: OT F15: Intoxication F16: Other syndromes  

0 1 0 1 0 1 0 1 

live 0.85369 0.69640 0.85177 0.97827 0.85271 0.92872 0.84672 0.96777 
die 0.14631 0.30360 0.14823 0.02173 0.14729 0.07128 0.15328 0.03223  

Table 42 
CPT of variable Result conditioned to F17.   

F17: Origin  

Ward Operation Room Extra Hospital Emergency Other Hospital Emergency Room unknown 

live 0.77059 0.89578 0.53767 0.87632 0.88156 0.71747 
die 0.22941 0.10422 0.46233 0.12368 0.11844 0.28253  

4 Although it is possible for a patient to present more than one of the features 
of the “Main cause of admission” category, in practice, there were cases in 
which several were recorded, in principle only the most significant had to be 
reported and, in fact, this is so for almost 89% of patients. 
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Table 45 
CPT of variable Result conditioned to F20.   

F20: ICU Workload  

M. monitoring M. unstable without coma/shock M. unstable coma/shock Post-surg. monitor. Post-surg. unstable Unknown 

live 0.95564 0.86603 0.55982 0.99195 0.98728 0.85176 
die 0.04436 0.13397 0.44018 0.00805 0.01272 0.14824  

Table 46 
CPT of variable Result conditioned to F21.   

F21: APACHE II (discretized)  

<5 5–9 10–14 15–19 20–24 25–29 30–34 >34 Unknown 

live 0.99579 0.96505 0.92690 0.86155 0.71854 0.59862 0.58245 0.36033 0.76492 
die 0.00421 0.03495 0.07310 0.13845 0.28146 0.40138 0.41755 0.63967 0.23508  

Table 43 
CPT of variable Result conditioned to F18.   

F18: Generic Syndrome  

Elective surgical Urgent surgical Coronary Medical Trauma unknown 

live 0.94701 0.85312 0.97963 0.80451 0.93671 0.93971 
die 0.05299 0.14688 0.02037 0.19549 0.06329 0.06029  

Table 44 
CPT of variable Result conditioned to F19.   

F19: Sepsis  

No Yes 

live 0.89398 0.78065 
die 0.10602 0.21935  
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