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Abstract: There are several common procedures used to numerically integrate second-order ordinary
differential equations. The most common one is to reduce the equation’s order by duplicating the
number of variables. This allows one to take advantage of the family of Runge-Kutta methods or
the Adams family of multi-step methods. Another approach is the use of methods that have been
developed to directly integrate an ordinary differential equation without increasing the number
of variables. An important drawback when using Runge-Kutta methods is that when one tries to
apply them to differential algebraic equations, they require a reduction in the index, leading to a
need for stabilization methods to remove the drift. In this paper, a new family of methods for the
direct integration of second-order ordinary differential equations is presented. These methods can be
considered as a generalization of the central differences method. The methods are classified according
to the number of derivatives they take into account (degree). They include some parameters that can
be chosen to configure the equation’s behavior. Some sets of parameters were studied, and some
examples belonging to structural dynamics and multibody dynamics are presented. An example of
the application of the method to a differential algebraic equation is also included.

Keywords: ordinary differential equations; differential algebraic equations; multibody dynamics;
structural dynamics

MSC: 65L05

1. Introduction

The topic of this paper is the numerical integration of second-order ordinary differen-
tial equations (ODEs) in the following form:

x(t) = g(x(t) x(t), 1), (1)
with the following set of initial conditions:
x(to) = x0,x(to) = xXo. @)

These equations arise in several fields of engineering [1]. Among them, in the field
of mechanical engineering, there are two important problems that are described by these
kinds of equations: structural dynamics and multibody dynamics [2—4]. Oddly enough,
the usual way to deal with these equations in structural dynamics is completely different
to that used in multibody dynamics. In structural dynamics, the equilibrium equation is
usually solved by means of methods that directly integrate the second-order differential
equation [5]. These methods are often classified among explicit and implicit methods, but
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this classification does not exactly comply to the rigorous explicit and implicit classification
used in methods for first-order ODEs. In structural dynamics, explicit methods are those
that formulate the equilibrium in ¢ to obtain the solution in t 4+ At [2,5]. This is due to the
fact that these methods were initially developed for structural linear dynamics and, thus,
methods that lead to implicit equations in the general case become explicit due to the partic-
ular conditions of the problem. Implicit methods usually employed in structural mechanics
include the Newmark method [6], the HHT method [7] and the Wilson-e method [8]. The
most typical explicit method employed in structural dynamics is the central differences
method [5], which is the core of commercial software such as ANSYS® LS-DYNA®. In the
case of multibody dynamics, the usual approach has, for a long time, been the reduction in
the order of the differential equation so that any method suitable for first-order differential
equations can be used [3,4,9]. Usually, these come in the form of Runge-Kutta integrators.
More recently, the use of structural methods has gained considerable relevance in the
field, mainly using implicit methods [10-13], although there are some explicit implementa-
tions [14,15]. The main advantage of structural methods over Runge—Kutta (RK) methods
is that structural methods only need one evaluation of the function per time step, while
RK methods usually require more than one [16]. This advantage is also present in the
Adams family of methods, but in these methods, an increase in convergence is obtained
by increasing the number of previous steps involved in the resolution of the current step.
This hampers the stability behavior of the method. Additionally, the use of RK methods
in DAEs is usually performed by reducing the DAE index and, thus, the introduction of a
stabilization technique to avoid the drift is required [3,17,18]. This stabilization method
might also limit the time step because it can introduce additional stability issues [19]. This
has probably been the key reason for this recent interest, because methods such as central
differences do not require a reduction in the DAE index (see ref. [20]).

It is also important to mention that there are other alternatives applicable to con-
servative systems. Among them, one can find the Stormer—Verlet methods, including
Velocity—Verlet (ref. [21-23]). Also, in the same conditions, one can find the Leapfrog
integration method (ref. [24]), the Yoshida method (ref. [25]) and the Beeman method
(ref. [26]).

The separate development of structural integrators and Runge—Kutta integrators has
led to different philosophies. Since structural methods, as mentioned, have typically been
developed for a particular problem, they have been developed with an application in
mind. In contrast, Runge-Kutta methods have been developed with a generic approach in
mind. As a consequence, for example, different approaches to analyzing stability have been
used. In the case of structural dynamics, the stability analysis is focused on obtaining the
maximum time step that can be used in the process [6]. In order to achieve this, the analysis
takes advantage of the particularities of the problem. In the case of Runge-Kutta methods,
there are several types of stability that are considered, allowing one to study the method
regardless of the particular physical phenomenon that is described by the equation that
needs to be integrated (see ref. [27]). This is of a broader scope, but it may be less practical.

Among the structural methods, the use of the second-order central differences method
is of broad use in structural dynamics [28,29]. This is due to the high nonlinearity of the
problem and the small time steps required to properly handle events such as contacts. In
these methods, higher-order convergence is not usually a priority, and the second-order
central differences method presents second-order convergence. In any case, a method with
similar characteristics along with higher-order convergence would be of interest.

In this paper, the central differences method is extended in order to reach a configurable
method (in a similar way to the Newmark or HHT methods). Furthermore, more complex
(here named higher-degree) versions of the method are proposed and discussed. In order
to show the behavior of the newly devised methods, some examples are also presented.
The initial steps in this work were developed in the framework of the Ph. D. thesis of Dr.
Haritz Uriarte [30]. The preliminary ideas behind the method presented here are presented
in [31].
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The organization of this paper is as follows. First, a brief summary of the classical
central differences method is presented, including some important considerations regarding
its classification. Afterwards, some hints for reducing the cancellation error are presented.
These hints allow one to devise a generalization of the central differences method, which
will be discussed. The behavior of this generalization is explained afterwards. A further
generalization that can be used to improve the convergence is then introduced along with
its performance. Some examples of the resolution of ODEs and DAEs are presented. Finally,
some conclusions are drawn, and future works will be addressed.

2. The Central Differences Method for Structural Dynamics

Although this paper deals with equations in the more general form defined by the set
of Equations (1) and (2), the central differences method was tailored to solve second-order
ODE:s in the following particular form:

Mx(t) + Cx(t) + Kx(t) = f(t), 3)

with the set of initial conditions exposed in Equation (2).

In this equation, M, C and K are the mass, damping and stiffness matrices of a
structural or multibody dynamic problem. f(t) is the applied external force, and x(t)
determines the position of the Degrees of Freedom (DoF) of the problem.

Initially, the central differences method was developed with linear systems in mind,
but currently, one can find implementations where M, C and K can be functions of x(t),
x(t) and f (see [5,14], for examples). In these conditions, the most general situation can be
considered, where M = M(x,%,t), C = C(x,x,t) and K = K(x,x,t). A consideration like
this will be made here. In cases where M presents degeneracy, two possibilities can arise. If
this degeneracy comes about because of redundancy in the equations and the number of
equations is equal to the number of variables, the system lacks a single solution. This is out
of the scope of this document. In the other case, the problem should be reformulated as a
DAE. In cases of near degeneracy, again, two cases can arise. The first one is related to a
considerable difference in the natural frequencies of the system, and this is a stability-related
issue. The second one might be due to a problem of scale, which will not be addressed in
this document.

The original formulation of the method uses the following equations:

o x(t+ AR —x(t— AY)
(1) = » @

and

t+ At) —2x(t) + x(t — At) 5)
At? '

with At being the step size used in the integration. By substituting this into Equation (3), it

is easy to reach the following;:

i) = X

(ﬁM+ ﬁc)x(t LA == f(1) + (—$M+ ﬁC)x(t — At) — (Kf ﬁM)x(t). ©6)

This expression is applied step by step in order to reach, at each step ¢, the value of
x for the next one, x(t + At). Obviously, in the first step, one does not know the value of
x(to + At), but, instead, the value x(#() is known. Taking into account Equations (3)—(5) for
this situation, one can reach the following:

(Azt)ZMx(to + At) = f(to) + (AZtM— C)*(to) - (K_ (Azt)zM> x(to)- @

There are also alternatives to this method for variable time steps. For simplicity, in
this document, only fixed-step approaches are considered.
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This method is quite useful for structural dynamics. It features extremely low costs
and predictable stability. It is useful not only for linear problems but also for non-linear
ones; this, however, might lead to an iterative scheme if any of the matrices or the force
vector depend on the velocity. This is due to the fact that Equation (6) is implicit only if
no dependence on x appears in its right-hand side. Therefore, the method can behave as
explicit or implicit. This is the reason why the term “conditionally explicit” will be used
for methods showing this behavior in this document. The method is usually classified as
explicit in the structural analysis field. This can be misleading. The reason behind this
classification is probably the fact that, for structural linear and nonlinear dynamics where
no solid-rigid gyroscopic effects are considered, the matrices M, C and K and the vector
f(t) do not depend on x(f) and, thus, the resultant problem behaves like an explicit one.
However, this is an inconvenience, because the method itself can also be applied in cases
where a dependence on x(t) exists [14]. In those cases, the method behaves as an implicit
one. However, even in that case, the fact that there is dependence on x(¢) but not on x(¢)
has some advantages, because a dependence on x(t) is not as common as a dependence
on x(t). For example, M does not depend on x(t). Thus, strictly speaking, the method is
implicit, but due to the usual field of application, it does not seem quite incorrect to classify
it as explicit.

In structural linear dynamics, M, C and K do not usually depend on x, and the method
behaves as an explicit one. In structural nonlinear dynamics, they depend on x(t), and in
3D multibody dynamics, C also depends on x(t). In this latter case, the method behaves as
an implicit one.

As formulated in Equations (6) and (7), the method delivers the vector of the variables
without the need to store derivatives. This is quite convenient for structural dynamics,
where the vector of the variables is composed of nodal displacements, which, in turn,
are used to obtain strains and stresses. However, this might be a problem if one wants
to generalize the method to other problems, such as multibody dynamics. In this field,
velocities and accelerations are of concern, and, therefore, the use of Equations (4) and (5)
is necessary after the integration process. This is a major inconvenience, because these
equations lead to heavy cancellation problems, which might limit the maximum achievable
precision. For example, let us consider Equation (4). If the time step is reduced, the
integration method will increase its precision, but the numerical difference among x(t + At)
and x(t — At) will diminish. Thus, the number of significant digits in its difference will
be reduced and, therefore, the number of valid digits obtained in Equation (4) will be
reduced. Thus, although the integration quality will improve, the obtained velocity values
will degrade. In any case, if a high degree of precision is not needed, one can successfully
use the scheme defined in the above equations [14,15].

Another issue is that this formulation, as demonstrated, is only suitable for equations
of a second order in the form of Equation (3). Although one could write any second-order
ODE in this form by using the Taylor expansion, this requires additional work.

3. A Reformulation of the Central Differences Method to Avoid Cancellation

As demonstrated before, the problem of cancellation appears because of the use
of Equations (4) or (5). This is an inconvenience, for example, in multibody dynamics,
because C depends on the velocity, and the use of Equation (4) might lead to a considerable
loss of precision due to cancellation. On the other hand, this is not usually a concern in
structural dynamics.

In order to avoid cancellation problems, one can reformulate the problem so that the
result in each iteration is obtained in accelerations. The reformulation of the method can be
obtained by a simple manipulation of Equations (4) and (5) and by storing in each iteration,
at least, both x and x (x is not needed).
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By adding Equation (4) multiplied by 2At and Equation (5) multiplied by At?, one
reaches the following;:

2Atx(t) + APx(t) = 2x(t + At) — 2x(t). (8)

Which is obviously an expression of the truncated Taylor series for the displacement

in t + At:
2

(4 Af) = x(1) + Ati(H) + k(1) ©)

If the same is carried out whilst eliminating x(f 4+ Af), one reaches the expression of
the truncated Taylor series in t — At:

. A
x(t+ At) = x(t) + Atx(t) + Tx(t). (10)
This means that, in fact, the use of the central differences approach is equivalent to
using Equations (9) and (10).
From Equation (9), but formulated for the previous step, the following can be obtained:

x(t) = x(t — At) + Atx(t — At) + %tzéé(t — Ab). (11)

And, combining Equation (11) with (10) gives:
(1) = &(t — A1) + S E(E— AL + S (0) (12)

Finally, introducing Equation (11) in (9) gives:
x(t+ At) = x(t) + Atx(t — At) + Aszx(if — At) + ATth(t) (13)

The use of Equations (9) and (12) leads to a central differences implementation but
without cancellation problems. This is similar to using a single-step method, but in common
single-step methods, one obtains x(t + At), x(t + At) and x(t + At) from x(t), x(t) and x(t).
In this approach, instead, in each step, one obtains x(t + Af), x(t) and x(t) from x(t),
x(t — At) and x(t — At).

Rigorously speaking, it could be stated that this is a two-step method, because it uses
values taken in two time instants (t and t — At) to obtain results in t and ¢ + At. Itis also
interesting to mention that the central differences method also has some resemblance to an
implicit Adams scheme but including derivatives along with the variable itself.

Influence of the Cancellation Problem

It looks interesting at this point to show the influence of using Equations (9) and (12)
(reformulated central differences) instead of Equations (4) and (5). In order to achieve
this, the example of the simple planar pendulum described in the IFTOMM Multibody
Benchmark will be used. In this example, one is required to solve the free oscillations of a
simple pendulum composed of a massless rod of a length of 1 m and with a point mass of
1 kg at its end.

The system moves under the effects of gravity. In this example, the problem is solved
by using a single-parameter modelization, as shown in Figure 1. The resolution was
implemented in C by the authors, as were all the problems presented in this document.
This leads to a single-DOF ODE. The differential equation to be solved is as follows:

6 = gLcos#. (14)
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" Articulated joint

Massless rod

Point mass, 1kg

Figure 1. A simple planar pendulum.

The beauty of the problem lies on the fact that the forces are conservative and, thus,
energy conservation is a good measurement of the error. The proposal on the IFTOMM
Multibody Benchmark is to simulate 10 s while keeping the energy drift below 5 x 10° J. In
this case, instead, the aim is to see the maximum precision that can be obtained from both
approaches. In Table 1, the maximum energy drift obtained using the classical approach
and the reformulated one can be seen. As shown, for large time steps, the error coincides,
but as the time step is reduced, the error in the classical central differences formulation
is increased when compared to the reformulated version. In this problem, this error only
manifests itself in the computation of the velocities and acceleration due to the heavy
cancellation in Equations (4) and (5). But, in the general case, it can also introduce errors in
the displacements if the differential equation depends on the velocity. It is interesting to see
that below a particular time step, the reformulated version also reduces its precision too,
but this reduction does not seem to increase as fast as in the case of the classical approach.
Obviously, in both cases, the computational cost is about the same.

Table 1. Energy drift (error) obtained in the simple planar pendulum.

Step Size Error, Central Differences Error, Reformulated CD
1x 1073 2.00492 x 10~% 2.00492 x 10-05
1x10°4 2.00597 x 10797 2.00492 x 107
1x107° 2.46675 x 10708 2.00537 x 10~%°
1x 10 3.66886 x 10797 1.90425 x 10~ 11
1x1077 0.000622766 1.18776 x 1011
1x 108 0.270486 3.17293 x 10~ 11

4. A Generalization of the Central Differences Method

Although the resolution of the cancellation problem is a justification in itself for the
reformulation of the problem, it also leads to an interesting idea. Taking a look at Equations
(9) and (12), one can modify them so that an alternative method can be devised. Let us

consider the following:

2

x(E -+ A) = x(8) + A1) + 2 (wi() + (1 - a)ie(t — AB)) (15)

2
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and
x(t) = x(t — At) + At(BX(t) + (1 — B)x(t — At)). (16)

The use of the configurable parameters « and f in Equations (15) and (16) are similar
to those employed in the Newmark method. These parameters allow one to modify the
convergence and stability characteristics of the algorithm. One could argue that Equation
(15) lacks coherence, because it should weight x(t 4+ At) and x(t), but that would lead to a
couple of drawbacks. First, one would need x(t + At), which, in the approach considered
here, is obtained in the following time step. Second, it would not be possible to take
advantage of the parameters to modify the order of the error in each time step. On the
other hand, one can reach the following:

K(E+ AF) = &(1) + ALE (1) +O(A) (17)

and
(t) = X(t— AF) + ALF (£ — At) +O(At2>. (18)

Thus, the error committed in Equation (15) is, at most, O (A#%).

4.1. Convergence Analysis

The third-degree method has a first- or second-order convergence.

To demonstrate this, the convergence analysis of the method is performed here. We
will resort to a single variable. The order of the convergence is obtained as the lowest error
order in the variable and its first derivative minus one. If one considers the known values
of one time step as exact and denotes the approximated values in the form of X, one arrives
at the following equations for each time step:

#(t) = g (%% 1) (19)
X(t+ AF) = x(t) + AF(t) + Ath (a'?é(t) +(1—a)i(t— At)) (20)
F() = &(t— A + AL (BE+ (1 - B)i(t — AF)) (21)
One can write:
i(0) = g(3xt) = gl x 1) + g—i . (-) +o(x-4)" 22)
- HH— i) = |2 (- %) +o(§—x)2. (23)
3|1 1

On the other hand, the precise expression for the first derivative is:

. . . AP .. 3

K(t) = &(t = AF) + AF(E = AF) + = ¥ (¢ — AY) +0(ar). (24)
Subtracting from Equation (21) gives the following;:

(t) — (k) = AtB(E(t) — % (t — AF) — %’fz % (1) + O(At3). (25)

By substituting Equation (25) into Equation (23), it is easy to find out that x(¢) has an
error of O(A#?). In these terms:

X(t) — (k) = AtB(E(F) — k(t— AF)) — Ath (1) + o(At3). (26)
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Taking into account the following:
K(E) = ¥(E— AF) + DEE(E— A1) +O(AR). 27)

One reaches:
H(t) — #(t) = AR </s - ;) ¥(1) +0(aP). (28)

Thus, the error order in the derivative of the function is 3 if § = 1/2 or 2 in the other
case. Resorting now to Equation (19), the precise expression is:

A2 AP

x(t 4 A) = x(t) + AtE(E) + S-k() + —— ¥ () +0 (At4>. (29)
Subtracting from Equation (20) and taking into account the fact that the error in ¥ is of
a higher order:
T(t+ At) — x(t + Af) = At(w) - x(t>) + %’fz ((w— 1) ((f) — %(t — A))) — %’Q (1) + o(m‘*). (30)
One can write:
B(t) = %(t— AE) + ALE (£ — At) +o(At2). (31)

This leads to:

T(t+ AL — x(t+ At) = At3<(ﬁ - ;) + 4 5 L é) ¥ (1) +0(art). (32)

The error order in the variable is 4 if:

((ﬁ—;)ﬂ‘;l—é):o. (33)

And it is 3 in the other case. Taking this into account, the order of the convergence is
determined by the derivative of the variable, because it will be always equal or lower than
that of the variable. Thus, the convergence of the third-order algorithm is 2 if § = 1/2 and
1 in the other case.

If g = % is chosen, one can eliminate the third-order error by using a« = %. Is this
modification useful? If one considers the usual definition of the error order for second-order
ODEs, as shown in [1], the order of the method is equal to the lower order that appears in
the variable and its first derivative. In these terms, increasing the error order of the variable
by using a = % will not change the overall order. But, « can affect the stability.

4.2. Stability Analysis
In order to study the stability, one can formulate the equations in the following form:

x(t 4 At) x(t)
{ x(t) } :A{jc(t—At)} +b. (34)
x(t) x(t— At)

Here, the typical stability analysis performed for structural dynamics is posed, so the
aim is to obtain the required At for the integration to be stable. In order to simplify the
problem, null damping is considered. This is quite common in structural dynamics because
structural damping is always positive, and situations where a negative damping appears
(self-excited vibrations) are usually to be avoided, so they are not usually integrated.
Furthermore, they lead to an exponential growth of the vibrations. It is also considered
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a scalar problem (the case of vectorial problems can be always reduced to a set of scalar
problems and, thus, the results are easily applicable). Thus, equations in the form of:

x(t) = g(x,x,t) (35)

are considered.
In the case of structural dynamics, it is easy to see that:

dg(j(/x/t) - k . 2
T Tm Y (36)

with k being the dynamic stiffness of the system and m its mass. This means that w is the
natural frequency of the system. Note that this approach is general, and one could just

substitute w by % to apply the analysis to any second-order differential equation.

Note that, in the general case, w = w(t) and, thus, the stability limit might vary along the
integration process. Under these conditions, one can reach the following:

1- AR At (-5 )Ar
A= | _BAtw? 1 (1-p)At : (37)
—w? 0 0

In order for the method to be stable, the spectral radius of matrix A must be lower
than one. The characteristic polynomial of A is as follows:

3 X\ o o )42 3 2 2 (a—1) » >
R ((B+5)aP0?—2)2% + ((2 (tx—l—ﬁ))At w +1>A+ ARG (39)
By introducing [A| = 1, one obtains the stability limits. Fora = 1 and g = J, it
is easy to find that At < % This is predictable, because these parameters lead to the
reformulated central differences approach. The set of parameters & = % and = % require

At < /21 =15491 for the method to be stable. As will be shown later, an interesting

phenomenon appears with a =2 and g = % In this case, At < \/g % = 1.1547%.

In order to generalize the results to systems of differential equations, one can obtain
the natural frequencies of the system and use the largest w, Wy, to obtain the limit. One
can also use techniques to obtain a bound on the largest wy;qy to approximate this limit,
as is usually performed in finite-element analysis when applying the central differences
method or the conditionally stable Newmark configurations.

4.3. Behavior of the Method

In order to check the method’s performance, a couple of simple examples will be
shown. The first example is the simple pendulum demonstrated before, while the second
is devised to verify the stability behavior. Three parameter sets will be considered. All of
them share § = %, while « was chosen to take values of 1 (reformulated central differences
method), %(theoretical best) and 2. « = 1 behaves obviously like the reformulated central
differences method shown before (Table 2).

The results come with a surprise. The use of & = % delivers a moderate improvement,
as expected, but the use of « = 2 leads to an unexpected and considerable improvement in
the results. However, the order of the convergence does not seem to change. The use of
values for f that are different to % does not lead to improvements in precision or stability at
the cost of the other.
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Table 2. Error (energy drift) for various configurations of the modified central differences approach.

Step Size Error,a =1 Error, x = 4/3 Error,a =2

1x 1073 2.00492 x 107> 1.27955 x 10~ 3.85689 x 10~
1x 104 2.00492 x 107 1.21061 x 1077 3.99453 x 1078
1x10~° 2.00537 x 10~ 1.20584 x 10~° 4.00588 x 10~10
1x10°° 1.90425 x 1011 1.07274 x 10~ 11 1.00879 x 1011
1x1077 1.18776 x 10~ 11 1.17861 x 1011 1.1793 x 10~ 11
1x 108 3.17293 x 10~ 11 3.15987 x 10~ 11 315623 x 10~ 11

Another interesting phenomenon is that the saturation of the floating-point precision
behaves the same in all methods. This means that for quite small values of At, the floating-
point precision is unable to lead to better results. This is not quite unexpected, because
there is no reason for this phenomenon to depend on the configuration parameters.

The next example is a simple one-degree-of-freedom (DOF) vibration model. The
reason behind the use of this problem is the fact that the system can easily be tuned so that
the natural frequency and, thus, the stiffness of the problem are different. Furthermore, it is
a classical problem in linear structural dynamics, and as such it covers a different scope
from that of the pendulum example (more related to multibody dynamics) while keeping
its simplicity (Figure 2).

k= w?

f(t)
—/\/\,— m=1 _—

Figure 2. A simple single-DOF vibration system.

The idea is that if f(t) is harmonic with a very low frequency when compared to w,
one could numerically solve the particular solution of the response with a noticeable At,
but this will compromise the stability. In the example, the following is used:

f(t) = sin(wt). (39)

The considered frequencies are @ = 1 and w = 0.01. In order for the transitory to be
as low as possible, the initial values are x(0) = —— and x(0) = 0. Taking into account
the force frequency, a good value of At to solve the problem could be computed in the
form of At = 120% in order to obtain 10 result points for each load cycle. Nevertheless,
limitations come in the form of stability. In Table 3, one can find the theoretical limits for the
stability. In Figure 3, one can see the spectral radius of the stability matrix for the indicated
parameter sets. The algorithm is stable provided that the spectral radius is equal to or
lower than one. In terms of stability, the central differences method is better than the other
presented configurations. In Figure 4, the spectral radius for different typical methods is
shown, including the central differences method. As one can see, being unconditionally
stable, HHT is obviously the best in terms of stability. Rk4 behaves quite well but at the
cost of more evaluations of the error function.

Table 3. Stability limit for different configuration parameters.

« B Q = WAty
1 0.5 2
1.3333 0.5 1.549

2 0.5 1.154
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Spectral radii for Central Differences vs common methods
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Figure 3. Spectral radius of three configurations of the third-degree method vs. ) = wAt.

Spectral radii for Central Differences vs common methods
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— AB4
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—— RK3 4
6 —— RK4
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g
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Figure 4. Spectral radius of various methods vs. () = wAt. AB4: Adams-Bashforth, fourth-order;
AB5: Adams-Bashforth, fifth-order; HHT method, third-order RK; fourth-order RK; and the third-
degree method in the central differences configuration (G3 (CD)).

Thus, the problem was tested with all of these parameters for values of the time step
of 2.1, 2,1.54 and 1.15. This allows one to check if the theoretical stability values match
the results.

As expected, the use of At = 2.11led to instability in all of the cases. The use of At = 2.0
led to stable results only in the case of « = 1. and § = 0.5 (see Figures 5 and 6). The use
of higher values of « led to a behavior similar to that shown in Figure 6. A step size of
At = 1.54 allowed for the use of & = % but was still unstable for & = 2. As predicted, all
the cases were stable with At = 1.15, with similar results. This is a clear case of stability-
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limited problem, where an implicit and unconditionally stable method would have been a
better choice.

4x10"*

2x10"

0
NI IS o =X
—2x107 TP RS \909\39

—4x10"%

Figure 5. Unstable result (x = 1, § = 0.5 and At = 2.1).

15
1
05
0 s X
-O;iQ ,90 S Q,QQ \59 \390
-15

Figure 6. Stable result (x = 1, = 0.5 and At = 2.0).

5. Higher-Degree Methods

An explanation of the term higher-degree method is due here. In this paper, the term
degree is related to the number of derivatives (including the variable itself) taken into
account in the integration process. Thus, the methods derived from Equations (19)—(21)
would be named third-degree methods. A similar approach was presented in reference [32].
In that case, it was applied to an explicit method.

One can guess that it is possible to generalize the ideas stated before to devise an even-
higher-order method. In order to achieve this, one can formulate the following equations:

x(t+ At) = x(t) + Atx(t) + ATtZk(t) + %ﬁ(“ X(t)+ (1—a)¥(t—At)), (40)
x(t) = x(t — Af) + Atx(t — At) + ATtZ((l —B)X(t—At)+ BX (1)), (41)
x(t) = x(t — At) + At((1 — ) ¥ (t — At) + v X (1)), (42)
and
x(t) = g(x(t),x(t),1). (43)

This would conform a fourth-degree method. One could also use an equation in the
following form:

X (1) = g(x(t), x(t),x(t), ). (44)

This would remove the need for Equation (42), but this has some drawbacks. First,
one has either to analytically or numerically derive Equation (43). If this is carried out
numerically, this is equivalent to Equation (42) with v = 0. Second, one cannot take
advantage of 7y to reduce the error or improve the stability.

5.1. Convergence of the Fourth-Degree Method

The fourth-degree method presents a second- or third-order convergence.
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In order to analyze the convergence, one can assume that the previous results are
obtained without error:

- B At? - A .
X(t+ At) = x(t) + Atx(t) + 7x(t) + (1—a)X(t—At) +ax (1)), (45)
X(t) = x(t — At) + At (t — At) + %2((1 —B)X(t—At) +BX (1)), (46)
X(t) = %(t— At) + AH((1—7) ¥ (t — At + 7% (1)), (47)
¥(t) = g(i(t),x(t),t). (48)

The precise equation for accelerations is as follows:

. . A 4 3
£(t) = (t— M) + AEF(E— A1) + ——x@ (£ - A1) + O(At ) (49)

By subtracting Equations (47) and (49) and assuming that the error in X(t) is negligible
(this can be demonstrated in a similar manner to that of the third-degree method), the
following can be obtained:

0=At(—yX(t—At) +7X(t)) — AthxM)(t —At) — o(At3). (50)
One can state:
¥ () = ¥(t— A1) + tx (- A1)+ 0(882). (51)
Thus:
0= At(—'y ¥ (1) + yatx® (t— Af) + 7%'(t)) - Athx“) (t— At) — O(At3). (52)
And:
() - #(t) = At% (; - 7> (- an+0(aR). (53)

If one is to eliminate the first-order error in this equation, a value of ¥ = J should be
used, but this is of little interest. As for the velocity equations, the precise expression is:

‘ . . A% APy 4

x(t) = x(t — At) + Atx(t — At) + - X (t—At) + < (t—At)+ O(At ) (54)

By subtracting Equation (53) from Equation (45):

x(t) — x(t) = —ﬁATtZ ¥ (t—Ab) + /s%tz ¥(t) — %ﬂx(‘”(t — At + o(m‘*). (55)

One can write:
¥ () = ¥(t— o1) + tx (- A1)+ 0(882). (56)
Leading to:

F() —x(t) = B (¥ (1) — (¢ — A1) + At3<§ - é)x(4)(t ~an+0(at). ()
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By incorporating Equation (53), the following can be obtained:
x(t) — i(t) = AP £ - L)@ - an + o(ar). (58)
4y 6

This demonstrates that the local error in x(¢) is, at most, of the order At3. If one is to
cancel the error of order A, B = 21 is needed.
The final issue is in the values of the function. One can write:

x(t+ AF) = x(t) + Atx(t) + A2t2 (t) + %ﬁ (1) + Az—fx(‘*)(t — Ab) + O(AtS). (59)
And thus:
3 X(t+ AN —F(E+ A1) = At(i(t); k(1)) + )
HOE(H (1) —aX (£) — (1—a) ¥ (t — AF)) + Srx@ (£ = A1) + O(AP).
By introducing:
F(F) = ¥ (t— At + Atx@ (£ — Af) + O(Atz) 1)

One reaches:
x(t+ Af) —F(t+ Af) = At (F(t) — #(1))+
AL (H () —aX () - (1 -a) (F() - M (- AD) F(t—AD) + ()
ALY (£ — A) + O(AB).

And:
x(t+ At) — T(t+ At) (E ) .
AN (K (H) — ® (1) — At4(2l “) @ (t— At)+0(AP).
Using Equation (53) gives:
x(t+ At) —T(t+At) = o
= At(i(t) - x(t)) + At%—%(% - 7) 4 1%) @ (£ — At) + O ().
And introducing Equation (58), the final expression is:
_z s( B2 1)@ 5
xX(t+ At) — %(t+ At) = At <47 ot 24) (t—aH+0(af).  (65)

Thus, the fourth-order method is either second-order (if = (2/3)) or third-order.

5.2. Stability of the Fourth-Degree Method

Let us now focus on the stability of the method. An equation in the form Equation (65)

is needed:
x(t+ Af) x(t)
x| ) ae—an
i) (T a-an (T (¢6)

% (1) F(t— At)
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If one rearranges Equations (40)—(43), the following can be obtained:
x+3B4+37 A2 2 «+3p 2 2 x+3B 3
1- S22 Ar (1-228)ar (322 )ar
— P Atw? _ £ 1_ B\ap2
aA_ | Bt 1 £)at b £ )ar 7
—w? 0 0 0
—w? 1 1
Bty 0 —am 1-5

The problem when using « = 3, 8 = 1 and v = } is that the system is always unstable,
no matter how small At is. Oddly enough, with these parameters, the spectral radius
tends asymptotically to 1 as At decreases. This means that for small values of At and
if the total time of the integration is not large, these parameters will lead to acceptable
results. Unfortunately, extreme care should be taken in this case. A good choice for the
parameters seems to be & = %, B = % and vy = % In these conditions, one can obtain stable
behavior provided that At < %, with quite good results. Surprisingly enough, as
one increases «, the results and stability improve, reaching a maximum at o« = % In this
case, At < w. This is nearly as good as the central differences method in terms of
stability but with an improved order of convergence. Unfortunately, higher values of a lead
to instability, provided that = 1 and v = 1. In Table 4, one can see the results provided
by these parameter sets in the simple pendulum problem. Since jerk was required in the
initial step, it was introduced as x'(0) = 0.

Table 4. Results obtained with the fourth-degree method.

Step Size Error, « = 5/4 Error, « =1/4 Error, « = 3/4

1x 103 5.54063 x 10~ 11 8.67265 x 10~7 4.3364 x 10797
1x 1074 5.66297 x 10~13 8.6753 x 10~10 433685 x 10~10
1x10°° 5.66297 x 10713 1.02673 x 1012 7.28306 x 10713
1x 10~ 3.32889 x 10712 3.42482 x 10712 3.32889 x 10~12
1x 1077 1.1898 x 1011 1.1898 x 1011 1.1898 x 1011

The results obtained using « = 3 are impressive. It more than doubled the number

of significant digits when compared to the classical central differences approach. As
stated before, these results come with a considerable handicap: the method is unstable,
as one can see in Figure 7. On the other hand, the results obtained with & = % are of
considerable interest. While it has similar stability limits, it outperformed the classical
central differences approach by a considerable margin, and it also outperformed the best
parameter set obtained in the second-degree formulation. In Figure 7, one can see that the
stability region is similar (slightly better) than that of the third-order Runge-Kutta method,
which exhibited the same convergence but required three evaluations of the error function
per step.

An interesting phenomenon can be seen for very small time steps. In these cases,
the error starts to grow in the same way as happened in the original central differences
formulation. This happens because when using (41)—(43) to obtain x'(¢), one reaches:

X (t) = 15&(1&) - l5&(:&—At) +Atu ¥ (t — Ab). (68)
i Y Y

This leads to cancellation for small time steps. It is also interesting to show the behavior

of the method with « = 5/4. As stated before, the method is unstable, because the spectral
radius is larger than one no matter the value of At used, but it also decreases as At decreases.
In order to check how it translates to real-life problems, a one-DOF model similar to that
used to check the stability of the second-degree methods was devised. In this case, the
parameters w = 1 and w = 10 were used. The total integration time was 1000 s (Figure 8).
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Spectral radii for Central Differences vs common methods
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Figure 7. Spectral radius of stability matrix vs. Atw for the fourth-degree method in two configu-
rations. Also included are the spectral radii of the fourth-order Adams—Bashforth and third-order

Runge-Kutta methods.
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Figure 8. Results for the one-DOF model with « = 5/4 and time steps of 0.1 (top) and 0.01 (bottom).

Surprisingly enough, the integrator was capable of performing 1000 s of integration
with a time step of 0.01 with no signs of instability. It was checked whether instability



Mathematics 2024, 12, 2862

17 of 26

—B 2

s
=<

<IN
>
=

)

was noticeable at about 5000 s of integration. A time step of 0.001 showed instability at
about 50,000 s of integration. In Table 5, one can see the values of the spectral radii and
the integration times, where the instability is clearly visible. Obviously, the latter were
approximated and should not be used as a reference for the total integration time without
further analysis, because they might considerably change from problem to problem.

Table 5. Some experimental results using & = 5/4.

Atw Spectral Radii Approximate Point of Appreciation of Instability
0.1 1.0033389 500

0.01 1.00003333389 5000

0.001 1.000000333333389 50,000

The question arises quickly as to whether it is possible to introduce a small perturbation
to the parameters so that one can stabilize the method. The answer is yes. One can find
that when using v = % -+ 0.0005, the spectral radii are kept (at least numerically) equal to
or below 1 for values of Atw < 0.001. Furthermore, the use of = % +0.01 along with
v = % + 0.0005 leads to the same situation for values of Atw < 0.07. The problem is that
these modifications, although they might look quite small, come at the cost of precision,

and they render the method with a precision similar to that of « = % Or even worse.

5.3. Fifth-Degree Method
One can be tempted to employ Equations (68)—(72) to arrive to fifth-degree methods

by using the following:
x(t+ At) = x(b) + Atx(t) + 2L%(F) + A2 5 (1) 4 4L ((1 — 2)x@) (t — At) + ax® (t)), (69)

%() = x(t — AF) + AE(E— AF) + A2 % (¢ — At)

_|_
X(t) = X(t— At) + AL¥ (t— Ab) + %2 ((1 —)x® (t — At) 4+ x®) (t)), (71)

() = #(t— b + 81— O (- at) + 2@ (1)) (72)
and
X(t) = g (x(1) x(1), 1) (73)
The matrix that determines the stability in this case, for a non-damped system, is:
_ 1_ a+4‘61—;27+4€At2w2 At 1_ “+%§,—;4€)At2 % . a+4115;-4§)At3 % . a+421£’;|—4§>At4 _
1 1
1 —%)At j—%)Atz g—%)Aﬁ
0 0 0 (74)
_2% 1 _ 2% _ L
0 (-%) (1-5)a
0 2.1 _21 _1
Y At v At ¥ i

In this case, it is more difficult to obtain parameters that allow for stability. It is easy
to guess that the optimal case to reduce the error as much as possible is that where { = %,
v = %, B = % and o = g. Unfortunately, this configuration is unstable. The use of the
parameters{ =y =pf=1landa = % leads to a conditionally stable method.

In Figure 9, one can see that the stability area of the method is quite reduced when
compared to RK4, but one has to take into account the number of evaluations of the
equation to integrate when using RK4. The stability condition for this set is, approximately
At < %8 This is a quite competitive situation for this method, as it allows for third-order
convergence along with a very small penalty in stability when compared to the central
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differences method. When this method is applied to the simple pendulum problem, it leads
to the results presented in Table 6.

Spectral radii for Central Differences vs common methods

— AB4
— RK4
G5 a=[4/5,1,1,1]

A7

-

Spectral radii
~
T

Figure 9. Spectral radius of stability matrix vs. Atw for the fifth-degree method with parameters
a=4/5and{=y=p=1

Table 6. Results for the fifth-degree method witha =4/5and{ =y = =1.

Step Size 1.00 x 10~2  1.00 x 10~3  1.00 x 10-%  1.00 x 105  1.00 x 106
Error 905x 1077 671 x1071 197 x 10711 178 x 10711 188 x 1071
Cost (s) 0.0000447736  0.0004026053  0.004019663  0.04006417 0.3831238

One can see how the method delivers similar results to that of the unstable config-
uration of the fourth-degree method with best third-order convergence, but this time,
the method is conditionally stable. It is also noticeable how cancellation problems lead
to the decrease in precision for time steps lower than 2 x 10~%, where the error reaches
4.32751 x 10713, in a similar way to what happened in the other methods.

It is interesting to compare these results to those in the IFTOMM multibody benchmark.
In this benchmark, the best result posted (posted by Francisco Gonzélez) was programmed
in C++ using the trapezoidal rule and run in an Intel Core-i7-4790 K@4.00 GHz, which
should exhibit similar performance to the one used in all of the tests presented here (AMD
Ryzen 2600 @3.4 GHz). In this case, the total execution time was 0.0254, with an accuracy of
0.917 x 107°. In the algorithm presented here, an accuracy of 6.71 x 10~ was reached in
4 x 10~*s. This is reasonable due to the fact that the trapezoidal rule is of a second-order
accuracy. There is also another result in the benchmark of interest. Using Simbody, Luca
Tagliapietra posted an accuracy of 4 x 10~ with a total time of 0.637 s. Here, an error of
1.97 x 10~ was obtained in 0.004 s.

6. Spinning Top Example

As stated before, the second-order central differences method and the method pre-
sented here are conditionally explicit. This means that they are explicit provided that the
equation to be integrated can be represented in the form of Equation (77). In any case, it
is interesting to obtain an insight into the performance of the method on problems in the
more general form of Equation (1). The considered problem is a spinning top (Figure 10).
The problem is modelized in Euler angles (ZXZ), and it is built on minimal coordinates, so
the problem is reduced to an ODE.
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Spinning top

Spherical joint

o T
X b ¢

Figure 10. Spinning top.

In the example, the spinning top is rotating about its axis with a speed of 47t rad/s,
and the angle with respect to the z axis is 7t/6 rad. The moments of inertia on the principal
axes measured in the origin of the global coordinate system are I;x = I, = 5 x 107> Kgm?
and I;; = 2 x 10~* Kgm?. The total mass of the spinning top is m = 2 x 102 Kg. The
distance from the base of the spinning top to its center of gravity is 0.05 m, and gravity is
set t0 9.81 m/s?.

The total simulation time is 10 s. The EDO to be solved is, thus, the Euler equation:

dw . =1 T T . .

100" R(o)I, R(o) ('r — wxR(0)I;R(0) w) —wp(0,0,0). (75)
where w is the angular velocity vector, o is the Euler angle’s vector, R(0) is the rotation
matrix, I, is the diagonal tensor of inertia, wy is the angular acceleration of the spinning top
when 0 = 0 and 7 is the moment vector introduced by the gravitational force. It holds that:

T = Ilxmg = (R(o)ll)xmg. (76)

where I is the vector of the position of the center of gravity of the spinning top in the local

frame of reference, which is: I' = (0 0 0.05 )T.

In order to solve the problem with the method presented here, one needs to iteratively
approach Equation (75). This is the main disadvantage of these methods when dealing
with problems in the form of Equation (1) instead of Equation (79). The linearized form of
Equation (75) can be written in the following form:

dw

0+ Co= R(0)I, 'R(o)" (r - wixR(o)IgR(o)Twi) — w0(0,0,0) +Co;.  (77)

with:

C = R(0)I, 'R(0)" <wl-xR(o)IgR(o)wa - ((R(o)lgR(o)Twi)x)> + % (78)
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The problem was solved using the fifth-degree method presented here. The computer’s
CPU was an AMD Ryzen 2600. The clock speed was fixed at 3.4 GHz. For all the considered
time steps, the times were averaged on 10 runs. Error was measured as the maximum
fluctuation of the total mechanical energy in the simulation. The employed parameters
were &« = 1.62, B = 1.03522, v = 1.0291293 and ¢ = 1.016. The results are as shown in
Table 7.

Table 7. Spinning top results.

Step Size 1.0000 x 102 1.0000 x 103 1.0000 x 10—4 1.0000 x 105
Error 2.2800 x 107> 3.0949 x 10~ 35092 x 1013 3.1351 x 10713
Time 4.6468 x 1073 2.3474 x 1072 1.2635 x 101 1.1481 x 100

As presented before, this is an example that is ill-suited for the method presented here.
But, in any case, it handled the problem in a quite reasonably manner. As can be seen in
the results (Table 7), the maximum precision was limited to about 1 x 10713, If one plots
the trajectory of the center of gravity of the spinning top as obtained by the algorithm, the
results are as one would expect (see Figure 11). The gyroscopic effect is what keeps the
spinning top from falling down.

-0.04 ! \ » 002 -0.01 Y I J 0.04

-0.04

Figure 11. Spinning top trajectory as seen from above.

7. Comparison with Runge-Kutta Methods

When speaking about ODEs, Runge-Kutta methods are among the most simple and
versatile of the methods that one can find. The main disadvantage of Runge-Kutta methods
is the fact that when they are applied to differential algebraic equations (DAEs), they require
a reduction in the index of the DAE to be applied [17]. This leads to the drift phenomenon,
which has to be dealt with using stabilization methods such as the Baumgarte [18] or
projection methods [33], which are not exempt from issues [19]. One can also resort to the
use of coordinate partitioning methods [3,34,35] or, whenever possible, the reformulation of
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the problem so that it can lead to an ODE (the use of minimal coordinate formulations [36]).
Unfortunately, the last two alternatives are not exempt from problems.

On the other hand, the use of conditionally explicit methods such as the central
differences method has shown that their application to DAEs does not incur additional
stability issues apart from those that also appear in ODEs [10,14,15]. The methods proposed
here are based on similar premises to those present in the central differences method and,
thus, should present similar behavior. This is one advantage that they might present.

In order to carry out a comparison, the spinning top problem was programmed using
a third-order Runge-Kutta method. The third-order method was selected to keep the
same theoretical order of the integrator. One must take into account that the Runge-Kutta
approach is explicit, while the conditionally explicit method is, in this case, implicit. The
obtained results, using the same computer and under the same conditions used for the
conditionally explicit method, are presented in Table 8.

Table 8. Results for the spinning top problem using an RK3 method.

Step Size 1.0000 x 102 1.0000 x 103 1.0000 x 10—4 1.0000 x 105
Error 8.7900 x 10~° 2.8800 x 108 2.8900 x 10~ 1 317 x 10714
Time 1.5357 x 1073 1.3392 x 102 1.3221 x 101 1.2096 x 100

The first thing that leads to a surprise is that the time results for the method presented
here were quite competitive for the smaller time steps. This was due to the fact that for
the smaller time steps, the conditionally explicit method has to perform a small number
of iterations. As for the precision, the conditionally explicit method showed a slightly
better convergence, apparently at the cost of an earlier precision limitation. Taking into
account that the conditionally explicit method is implicit for this case, the results were
quite competitive, but one should make no mistake, in that the explicit method requires
derivatives, which were analytically obtained for this case. This requires some additional
work that the explicit RK3 method does not need. This is a disadvantage that does not
appear when dealing with ODEs where the conditionally explicit method behaves as an
explicit one. In any case, one can see that the conditionally explicit method did not lag a lot
behind the Runge-Kutta approach. One also has to take into account the fact that these
methods require several evaluations of the error function per step, which severely increases
the cost. The method presented here also might require more than one resolution of the
system of equations, but only when the equation to integrate depends on x.

8. Application to DAEs

Probably the most interesting potential use of the algorithm lies in its application to
DAEs. This is because, as happens when using the central differences method, the method
needs no index reduction, thus avoiding the drift without any correction. In order to apply
the method to DAEs, Equation (13) can be used, so one can introduce restrictions in terms
of the variable but expressed in accelerations. This will lead to a vector x(t + At) verifying
the coordinate restrictions. For example, let us consider a restriction in the following form:

q(x) =0, (79)

which is a restriction in terms of displacements. By introducing Equation (13) into Equation
(79), one expresses this equation in terms of x(t) but enforcing Equation (79).

In order to compare both methods, the same pendulum problem stated before is solved
in this section, but, in this case, the equilibrium equations are formulated in the center
of gravity of the pendulum, which means that the R joint will require two restrictions.
The coordinate system is presented in Figure 12. The pendulum starts from a horizontal
position, i.e., § = 90°, and it is let free. Thus, this is a problem with energy conservation.
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Figure 12. Coordinate system for the DAE resolution of the pendulum problem.
The system of equations to be solved is, thus, composed of:
m 0 O X 0 1 0 A
0 m 0 yl=(-mg|-1| 0 1 <A1>, (80)
0 0 I, z 0 —Lcos® —Lsend 2
x — Lsenf =0, (81)
y + Lcosf = 0. (82)

The reduction in the index of this DAE system (required for the RK3 method) leads to:

m 0 0 1 0 p? 0

0 m 0 0 1 y —mg

0 0 Iy ~Leos® —Lsend | |6 =] ,° (83)
1 0 —Lcos® 0 0 M —0 Lsenf

0 1 —Lsenf 0 0 A2 0°Leosd

If one solves the system without stabilization, one obtains the results presented in
Table 9.

Table 9. Results for the DAE pendulum using an RK3 method without drift stabilization.

Step Size 1.0000 x 102 1.0000 x 103 1.0000 x 104 1.0000 x 105 1.0000 x 106
Error 5.0500 x 107> 3.7400 x 108 3.7300 x 1011 231 x 1071 6.99 x 10~ 11

Coordinate drift 1.0474 x 1074 1.0300 x 10~7 1.0200 x 10~10 5.2700 x 10~12 1.9300 x 1011
Time 0.001220661 1.1277 x 1072 1.0478 x 10~1 9.9668 x 1071 9.7614 x 100

Here, the drift was measured as the assembly error; this is the squared length of the
truss as defined by the pendulum coordinates minus the squared original length L? — L2.

In order to remove the drift, a simple coordinate projection method was implemented.
The results are indicated in Table 10.
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Table 10. Results for the DAE pendulum using an RK3 method with stabilization (projection).

Step Size 1.00 x 1002 1.00 x 10903 1.00 x 1004 1.00 x 1095 1.00 x 1006
Error 416 x 1070 4.1400 x 10797 4.1400 x 10710 554 x 10712 5.09 x 10712
Coordinate drift 4.4400 x 10716 4.4400 x 10716 3.3300 x 1016 44400 x 10°16 44400 x 10716
Time 0.001275083 0.01032617 1.0442 x 10701 1.0375 x 10+00 1.0324 x 10%01

In order to solve the problem using one of the methods formulated here, a linearization
of the restrictions is needed. One can write the following for the equilibrium equation:

1 0 y 0 .
0 1 6 |=-mg|=(M GT )(xf\t)) =f (84)
—Lcos(6(t)) —Lsen(6(t)) M 0

A2

And the linearized restrictions are:

0 1 —Lsen6; y(t+Ab) — Lcos6; — 6;Lsenb;

(1 0 LcosGi) X(EHAD) (LsenQ,-LGicos(Gi)
0(t + At)

) —Hx(t+At)=d. (85)

with 6; being the current approximation of 6(t 4+ At). Now, one can use Equations (69)—(73)
to write x(t + At) and x(t) in the following form:

x(t+ At) = by + pox (¢), (86)
and
x(t) = by + pox¥ (1), (87)
This allows one to write the following:
Ty (b2t B (1) _ T (FVOV) 2L
(M G )( Y =f—=| M G LA =3, Mby).  (88)
and

H(by + por (1)) = d — Hx®) (1) = - (d — Hby). (89)
Bo

Grouping the equations gives:

< M GT ) (x(4)(t)> (& (f—Mby) ©0)
H 0 A1) p; (d—Hbo) )

One could also take advantage of the fact that Equation (88) does not change along the
iterative process of solving the step. This would allow for the use of a fundamental basis of
the null space of the system to considerably reduce the computational cost. But, for the
shake of simplicity, the whole system was solved in each iteration.

The iterative resolution of Equation (90) allows one to solve x(*) (), which, in turn,
allows one to obtain the position and its derivatives. It is important to not introduce the
convergence criteria using x(4) (t) because its contribution can be so small that very small
error values should be used. The use of the variation in x(t + At) to measure the error is
recommended. With all of these in mind, one can reach the results shown in Table 11. All
the parameters were set to 1.
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Table 11. Results for the DAE pendulum using a fifth-degree conditionally explicit method.
Step Size 1.00 x 1002 1.00 x 10903 1.00 x 1004 1.00 x 1095 1.00 x 1006
Error 1.83 x 1079 9.7800 x 10~10 7.0700 x 10~13 2.63 x 10712 401 x 10712
Coordinate drift 8.1600 x 10~ 13 8.8800 x 1016 8.8800 x 1016 1.1100 x 1015 1.1100 x 10~15
Time 0.0004339879 0.004133946 4.1554 x 10792 4.1675 x 1079 4.1587 x 10*00

The results for the method presented here were quite good. It obtained similar results
to the stabilized RK3 method in terms of the coordinate drift but with much better error
results and by using less than half of the time. The RK3 results, in time, could have been
improved by using a symmetric matrix approach, but this would have as much halved
the computational times. On the other hand, as stated before, one could also reduce the
computational cost of the method presented here by a considerable amount. Finally, the
problem size should benefit the conditionally explicit method because of the reduction in
the number of error function evaluations.

9. Conclusions and Future Work

A new family of conditionally explicit integrators for second-order ODEs order were
introduced in this paper. This has led to configurable methods, which might allow for
existing code to obtain additional convergence in some cases with little effort.

A fourth-degree configurable method was proposed. A couple of parameter sets for
this method were considered. One of them led to great convergence but with compromised
stability. The other set increased the convergence when compared to the third-degree
conditionally explicit methods with a quite moderate reduction in the range of stability.

Finally, a fifth-degree method was presented, along with a set of parameters that allow
for a conditionally stable integration of third-order convergence, leading to only about half
the time step limit required for the central differences method.

The method presented here is of special interest for the case of differential algebraic
equation systems. It requires no drift stabilization, and it shows good performance. This is
an interesting practical advantage.

Taking into account that the method can be considered a generalization of the central
differences method, it might allow one to reuse code developed with the central differences
approach to improve on convergence with a moderate cost.

In order to check the behavior of the methods, some simple examples were presented.
These belong both to the structural dynamics and the multibody dynamics fields, thus
allowing one to obtain an idea of the performance of the methods in different circumstances.

In future work, a deeper analysis of different parameter sets should be performed.
The study of even-higher-degree methods is also of interest. Obviously, the application of
these methods to different areas should be studied, along with more complex problems in
multibody dynamics and structural dynamics. Finally, a global convergence analysis for
the higher-degree methods is of interest.
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