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A B S T R A C T

The implementation of advanced digital technologies in the conventional electric grid has triggered a trans-
formation towards an intelligent network, known as Smart Grid. The associated benefits are diverse, ranging 
from more efficient energy management and demand response to the distributed integration of renewable energy 
sources. Ultimately, this transition promotes a more reliable, sustainable, and cost-effective energy supply. In this 
context, there is increasing recognition of the advantages of employing intelligent at edge to provide redundancy, 
virtualize functions that were previously in different proprietary hardware in the same device, or introduce new 
functionalities into the electric grid. This study focuses on conducting a comprehensive analysis on the key as-
pects to consider when implementing virtualized solutions in substations. Strategies have been sought to ensure 
the optimal deployment of virtualized nodes within the electrical sector, taking into account factors such as 
functional requirements, facility types, virtualization methodologies, and node specifications, among others. 
Furthermore, throughout the study, several virtualization tools have been analysed to determine their feasibility 
and the advantages they offer when integrated into the Smart Grid.

1. Introduction

The Smart Grid (SG) is an advanced electrical power network 
designed to enhance economic efficiency and promote sustainability in 
the power system. Its core objective is to seamlessly synchronize the 
functions of power generators, transmission lines, distribution utilities, 
and consumers. Key aims encompass curbing distribution losses, 
elevating the calibre and dependability of power provision, all while 
prioritizing the utmost safety and security of equipment and workers 
[1]. To accomplish these objectives, the digitization of the electricity 
grid stands as imperative, given the escalating demand for energy, the 
assimilation of intermittent renewable energy sources, and the impera-
tive to refine operational efficiency. Moreover, digitalization is also 
necessary to ensure network reliability and security in an increasingly 

interconnected and technology-dependent environment.
The digitalization in the SG originated in the measuring, protection, 

and control equipment which evolved into Intelligent Electronic Devices 
(IEDs). Nowadays, the global trend of digitizing key facilities in the 
electrical grid means that both, secondary substations and primary 
substations, are in the spotlight for transformation. These nodes were 
originally designed for centralized generation and lack the automation 
and data analysis needed for intelligent distribution networks. Conse-
quently, they have become bottlenecks for the integration of renewable 
energies and SG new functionalities.

Considering this issue, the increasing capacity of hardware platforms 
drives a significant trend in the digitization process, leading to the 
integration of functions that culminates in the concept of function vir-
tualization. Virtualization in the SG, first introduced in [2], enables the 
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transition from IEDs with specific functionality associated with hard-
ware to a philosophy based on a powerful standard hardware platform 
and software module. This transformation results in a remarkable in-
crease in interconnectivity and data exchanges, coupled with the 
consolidation of functions onto a considerably reduced number of de-
vices. Indeed, implementing virtualized installations can lead to a 
reduction of 50 % or more in the number of hardware devices and a 
decrease of 76 % in operational and maintenance costs, as evidenced in 
[3]. This is primarily due to the enhanced potential for remote man-
agement. Moreover, virtualized solutions also promote scalability by 
distributing storage and data processing across multiple points, while 
allowing for the integration of new management, control, or monitoring 
algorithms. Furthermore, it enables real-time (RT) responses for certain 
algorithms, as data is processed on the same device (or very close) where 
it is generated, leading to reduced latency and faster response times [4].

However, given the high responsibility for the reliability of the 
electrical grid’s operation, the electrical sector has always been very 
conservative when it comes to implementing changes to evolve towards 
a more digitalized and virtualized grid [5]. Even though, distribution 
network management is becoming more dynamic than ever, with a 
multitude of third-party tools developed, along with the need to respond 
to the increasing integration of distributed energy sources. So, utilities 
and energy companies view standardization as a necessary strategy to 
achieve efficient management of electrical networks. That is why they 
are beginning to see significant benefits in solutions that make use of 
virtualization as it allows them to decouple hardware from firmware, 
facilitating the integration of firmware from different manufacturers 
[6]. Indeed, the substation virtualization represents a significant stride 
toward achieving a more reliable, secure operating environment and is 
expected to continue evolving in the coming years, driven by key trends 
such as data aggregation, edge analytics, and the deployment of deep 
learning technology to optimize control algorithms [7].

Moreover, as the electrical grid becomes increasingly digitized and 
substations are virtualized, there emerges an opportunity to capitalize 
on the benefits offered by cloud and edge computing. Through the 
integration of these technologies with substation virtualization, electric 
companies can exploit the scalability and computational prowess of the 
cloud. This enables them to conduct extensive and prolonged optimi-
zation of control algorithms and accurately predict energy demand. 
Concurrently, edge computing facilitates swift and RT responses for 
critical tasks with stringent latency requirements, such as equipment 
monitoring and fault detection. Additionally, it aids in alleviating the 
workload on the cloud infrastructure.

The aim of this article is to explore the challenges and opportunities 
associated with the virtualization of critical infrastructures in the SG and 
to provide a guide for the effective implementation of virtualization 
solutions in this context. The main contributions of the study include the 
identification of the service requirements of the critical infrastructures 
in the SG that must be considered during virtualization. Based on these 
requirements, virtualizable elements associated with specific hardware 
resources have been identified. Additionally, an analysis of non- 
functional requirements has been conducted, with a particular focus 
on scalability models to forecast future needs. Finally, an evaluation of 
virtualization alternatives applicable to the SG has been carried out, 
which includes discussing appropriate architectures for specific appli-
cations within the SG.

The paper is organised in several sections. First, the paper identifies 
SG operational requirements and challenges that must be met and solved 
by virtualized functionalities, as detailed in Sections II, III, and IV. 
Second, it is necessary to compile a compendium of functionalities in the 
primary substations and secondary substations that can be virtualized, 
and associating them, with specific hardware resources, as described in 
Section V. Furthermore, a comparative analysis of scalability models is 
carried out in Section VI to allocate the necessary resources and antic-
ipate future needs. Section VII compares the various virtualization al-
ternatives and details the communication scenarios they pose. Finally, in 

Section VIII, the discussion of the most suitable virtualization architec-
ture for the various SG applications is presented once all necessary el-
ements have been described. The article concludes with the conclusions 
presented in Section IX. To provide proper context before starting the 
analysis, an introductory section is included.

2. Critical infrastructures for the SG

Understanding the functionalities and requirements of the key 
components within electrical installations is essential for implementing 
virtualization solutions and distributed systems. In the following sec-
tion, an overview will be provided, offering insights into the roles, 
functions, and evolving technologies within secondary substations and 
primary substations. This will highlight the importance of virtualization 
in modernizing these critical components of the electrical system.

2.1. Secondary substations

The secondary substation is the point of connection between the 
central systems of the distribution company and smart meters, being the 
closest point of interaction with the customer. By definition, it is a fa-
cility that comprises one or more transformers, medium voltage (MV) 
and low voltage (LV) switchgear, connections, and auxiliary equipment 
to supply LV power from a high/medium voltage network. Within each 
secondary substation, there are sets of MV cells, also referred to as Ring 
Main Units (RMUs), which manage line input and output, providing 
power and protection for the distribution transformer that steps down 
voltage from MV to LV [5].

The introduction of the SGs into the LV/MV distribution network and 
in the secondary substations, requires additional functions to the exist-
ing infrastructure. Therefore, converting a conventional secondary 
substation into a digital one, involves installing new devices that inte-
grate measurement systems and components to collect readings and data 
from LV/MV network elements. These devices then package the data 
and transmit it to network monitoring and operation systems. The 
overarching goals for digital secondary substation include implementing 
advanced telematics systems for customer metering, fault localization, 
monitoring LV networks for compliance and quality, detecting phase 
imbalances, identifying losses and fraud, optimizing existing in-
stallations through advanced monitoring, automating network pro-
cesses, and enhancing facility management to improve operational 
efficiency and customer information within the modern electrical grid 
[5,8].

The main reason to consider the virtualization of secondary sub-
station focuses on the need to accelerate the development of a standards- 
based, open, interoperable, and secure architecture to address the 
technical and business challenges faced by utility companies worldwide. 
Additionally, it addresses the issue of physical space constraints in some 
facilities and optimizes memory and CPU usage, enabling the deploy-
ment of new applications in this environment where communication 
may also be limited.

2.2. Primary substations

Primary substations are crucial nodes within electrical networks 
tasked with efficiently regulating the flow of energy in the grid. To 
achieve this, they act as connection points in the electrical system, 
modifying parameters such as voltage, frequency, phase number, or 
circuit connections to facilitate the transmission and distribution of 
energy. The equipment present at these points includes primary ele-
ments (transformers, switches, etc.) and secondary elements (protection 
relays, synchronizing relays, breaker protection, etc.). The secondary 
equipment is particularly crucial as it is dedicated to safeguarding and 
monitoring the operations of the primary equipment, ensuring the 
reliability and stability of the overall electrical system [9].

To adapt to the emerging needs of the SG, current primary 
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substations must undergo modernization and transformation into digital 
primary substations. These digital primary substations play a crucial 
role in facilitating seamless coordination between substations, acquiring 
RT operational data, supporting RT control, detecting device in-
teractions, and managing assets effectively. To achieve this, the primary 
focus of the digital primary substation is the digitization of communi-
cations, information management through optical fibre data networks, 
and the development of detailed engineering and telecontrol under the 
automation IEC 61850 standard [10]. This approach ensures interop-
erability across diverse electrical equipment and control systems, ulti-
mately leading to enhanced operational efficiency [11].

Similarly to the secondary substations, virtualization constitutes a 
key innovation to consolidate the trend towards hardware integration 
into a virtualized platform in the primary substations. This implies that 
secondary elements, among which IEDs stand out, have the capability to 
virtualize the processing and communication functions previously 
managed by conventional secondary equipment [12]. In this scenario, it 
is worth noting the IEC 61850 device model shown in Fig. 1, where the 
physical device is the one that connects to the network, within which, 
there may be one or more logical devices (LDs). The IEC 61850 LD model 
allows a single physical device to act as a proxy or gateway for multiple 
devices, thus providing a standard representation of a data concentrator. 
Each LD contains one or more logical nodes (LNs). A LN is a named 
group of data and associated services which represent a real physical 
device and its functionality and are susceptible to virtualization [13].

3. Use cases for modernizing the electrical grid with 
virtualization

The distribution of electrical energy is evolving rapidly to adapt to a 
constantly changing environment, driven by the introduction of novel 
technologies and the necessity to implement advanced functionalities. 
These functionalities aim not only to improve operational efficiency but 
also to meet the changing demands of society and the electrical sector. 
Among the potential functionalities that would be integrated to effec-
tively manage the electrical grid are [8]:

• Distributed Generation: Integration of small-scale renewable energy 
sources and management of locally generated energy, such as solar 
panels and wind turbines.

• Distributed Loads: Integration of electric vehicles and electric heat 
pumps, with intelligent load management to optimize energy 
consumption.

• Distributed Storage: Implementation of microgrids and energy stor-
age systems at the local level to enhance grid stability and facilitate 
demand management.

• Distributed Flexibility Mechanisms: Utilization of tools to manage 
flexibility in energy generation and consumption, enabling active 
participation of consumers in energy management. 

These new functionalities require distributed processing to enable 
agile and RT responses to events in the electrical grid, thereby of-
fering significant improvements in areas such predictive mainte-
nance, operation, and the quality of electrical supply. 

To address the challenges in managing and scaling the electrical 
grid, a dynamic and non-rigid solution is proposed using virtualiza-
tion. Virtualization facilitates grid management, scalability and 
maintainability. Additionally, the application of virtualization in the 
SG has the potential to significantly improve the efficiency and 
management of the electrical grid by enabling the integration of new 
functionalities and redundancy mechanisms. Below are listed some 
of the SG related use cases, which can greatly benefit from virtuali-
zation to ensure an efficient and adaptable response to the needs of 
the modern electrical system [8]:

• Asset Management: Creating new functionalities to inventory assets 
and track their usage, which helps in detecting deterioration risks 
and forecasting incidents.

• Network Monitoring: Creating virtual control panels that display the 
status of the RT network, allowing for anomaly detection and alarm 
generation.

• Electrical Grid Prediction: Creating virtual models of electrical grids 
where the behaviour of the network can be predicted, and unmea-
surable parameters adjusted.

• Network Analytics: Analysing large amounts of stored historical 
data, contributing to the optimization of bandwidth and processing 
capacity.

• Network Control: Enabling autonomous operation of operating ele-
ments. Additionally, it allows for simulation and testing of control 
actions on the electrical grid before implementation in the real 
environment, minimizing risks.

• Energy Management - Flexibility: Managing network capacity and 
interacting with active consumers, storage points, and distributed 
generators, facilitating the design of energy-efficient systems. It also 
enables the creation of simulations for network operations and 
maintenance, providing a secure environment for staff training and 
procedure testing.

• Cybersecurity and Security/Sustainability: Creating isolated and 
secure environments that meet the cybersecurity criteria of the SG. 
Additionally, new functionalities can be added such as evaluating 
system status, detecting anomalies in application execution, exces-
sive consumption, and functionalities for controlling physical and 
environmental security, such as leaks or fires.

Furthermore, entire components and systems of the SG can also be 
digitally replicated through digital twins. By creating virtual replicas of 
physical infrastructures, digital twins enable RT monitoring, analysis, 
and optimization of network performance, facilitating early fault 
detection, predictive maintenance planning, and operational improve-
ments [15].

4. Analysis of critical virtualization requirements for the SG

The application of virtualization in secondary substations and pri-
mary substations will enable a more efficient utilization of processing 
power, resulting in cost savings by reducing the amount of hardware 
used. However, virtualization is primarily constrained by the necessity 
to adhere to the requirements imposed by the reference standard of the 
SG, the IEC 61850. In this section, critical virtualization requirements 
for their application in substations and in the SG will be examined, 
addressing both general considerations and specific criteria for sub-
station environments.

The overarching requirements for virtualization in SGs encompass 
[16,17]:Fig. 1. Containment hierarchy of the IEC 61850 device model [14].
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• Efficient management of bidirectional transmission of electricity and 
information to establish an automated and distributed network.

• RT capability for near-instantaneous balance between supply and 
demand management.

• Time synchronization and low latency for RT communications, 
enabling efficient data acquisition and rapid fault detection and 
correction.

• Robust fault detection, communication, and control capabilities to 
swiftly address deviations, prioritizing system security against 
various threats including deliberate attacks, espionage, user errors, 
equipment failures, and natural disasters, to ensure reliability and 
integrity in critical electrical environments. Additionally, the system 
should be able to monitor its own state and generate alerts for 
abnormal situations.

• Scalability to accommodate new users, deliver necessary informa-
tion, and facilitate end-user interaction with RT monitoring.

• Quality of service for network and communication technologies 
throughout the grid.

• System availability and uninterrupted functionality, ensuring data is 
always available and accessible without delays, even in the event of 
failures or interruptions.

• Adequate bandwidth availability for managing a growing number of 
simultaneous messages.

• Interoperability among SG devices and systems to create conceptual 
models, reference architectures, and establish protocols and stan-
dards for information management.

• Efficient processing and analysis of large volumes of data, integrating 
different functions for predictive and operational analysis.

• Implementation of distributed storage systems that distribute data 
across multiple nodes to improve performance and availability, 
maximizing system performance and capacity.

• Technological uniformity through the adoption of an architecture 
based on open and interoperable standards, ensuring compatibility 
and flexibility.

• Modular and scalable software architecture based on independent 
services and communication through standard interfaces.

In addition to the general requirements, specific criteria are estab-
lished for both secondary and primary substations. On the one hand, a 
key requirement for developing solutions for secondary substation is the 
isolation between the MV and LV networks, ensuring the safety and 
integrity of the electrical system by preventing the unwanted transfer of 
electric current between networks of different voltages. On the other 
hand, the most critical aspect for primary substation is latency, as some 
types of communication exchanges between the elements of the primary 
substation are only useful within a limited time frame. In terms of la-
tency requirements, both IEEE 1646 [18] and IEC 61850 [19] standards 

define regulations related to the automation of electrical substations. 
While IEEE 1645 is a more general standard that addresses asset man-
agement and electrical energy systems in general, IEC 61850 specifically 
focuses on the automation of electrical substations, defining communi-
cation protocols and data models for this purpose.

Moreover, Table 1 and Table 2 specify industrial requirements that 
must be guaranteed in the secondary and primary substations for suc-
cessful deployment of the use cases listed in the previous chapter. These 
indicative values are obtained from current physical equipment with 
similar functionality, provided by a member of the project consortium 
under the VIRTGRID project supported by the Basque Government. 
Similar values are known in other manufactures.

For secondary substations, as shown in Table 1, the most important 
functions to virtualize are those related to the automation and moni-
toring of the MV and LV network, voltage regulation, remote equipment 
management (MGMT), equipment MGMT, and other general services. 
These functions involve various requirements such as sensor inputs/ 
outputs (I/O), signal processing needs, latency requirements, RAM 
memory, non-volatile memory, CPU, availability, communication in-
terfaces, data transmission volumes, and redundancy. For example, 
automation and monitoring of the MV network requires 500 MB of RAM, 
a CPU with 1000 MHz, and 100 % availability, indicating high perfor-
mance and reliability needs.

In primary substations, as indicated in Table 2, requirements are 
classified under the following functionality groups: analog/digital 
Merging Units (MUs), protection algorithms, the Supervisory Control 
and Data Acquisition (SCADA) Human-Machine Interface (HMI) or 
gateway, asset monitoring, service measurement/quality, and other 
general services. These functions are essential for the proper operation 
of each type of substation and, therefore, are prioritized for virtualiza-
tion. For instance, protection algorithms require a CPU with 1000 MHz, 
500 MB of RAM, and must adhere to IEC 61850 & IEEE 1646 standards 
for latency, highlighting the critical nature of these operations.

These tables provide a detailed breakdown of each requirement, 
ensuring that all aspects necessary for effective virtualization are 
considered. The values are crucial for guiding the definition of elements 
susceptible to virtualization in substations, enabling the infrastructure 
to adapt and grow with network changes. The inclusion of these specific 
values helps to ensure that the virtualized environment meets the high 
standards required for performance, reliability, and scalability in both 
secondary and primary substation settings.

5. Virtualizable elements in the SG

Based on the requirements mentioned previously, the elements, ap-
plications, and software nodes within secondary and primary sub-
stations that are susceptible to virtualization have been analysed for this 

Table 1 
Industrial requirements for secondary substations use cases functionalities deployment.

Specific 
Requirements

Auto. & Monitorization MV Auto. & Monitorization LV Voltage 
Regulation

Remote MGMT Equipment 
MGMT

Other General 
Services

Sensors I/O Analog channels + I/O Analog channels + I/O Analog channels +
I/O

- - -

Signal Processing YES YES YES NO NO NO
Latency 

Requirements
ms ms s mins h s

RAM Memory 500 MB 1 GB 500 MB 2 GB - -
Non-Volatile 

Memory
128 kB 2 GB 128 kB 8 GB - -

CPU 1000 MHz 1000 MHz 1000 MHz 1200 MHz - -
Availability 100 % 95 % 95 % 98 % 100 % 50 %
Comm. Interfaces Control Systems Other IEDs 

(MOD-BUS)
Control Systems Control Systems HES PLC 

(Accountants)
HES HES

Data Tx Volumes - 5 MB /day + oscilos (20 KB/ 
fault)

- - - -

Redundancy NO NO NO NO NO NO
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section.
The elements and functionalities suitable for virtualization in sec-

ondary and primary substations are [17]:

• Consolidation of functionalities from different LN of IEC 61850 into 
one or multiple virtualized nodes.

• Protocol translation: Transition to digitalization in facilities with 
communications based on protocols prior to IEC 61850.

• IEC 61850 protocol functions: such as load shedding to provide a 
systematic reduction of electrical load to prevent grid instability 
during critical situations, and thermal scanning of applications to 
monitor and assess the temperature of critical assets in RT.

• Algorithms for mapping meter-line and phase, fault detection algo-
rithms in LV for secondary substations (using data from meters and 
supervisors), energy balance and loss detection algorithms, or 
monitoring algorithms for central elements, power supply systems, 
surveillance systems, etc.

• Data Storage and Alarm/Event Management: Creation of centralized 
databases for historical data storage, facilitating efficient analysis 
and decision-making, as well as managing notification functions and 
handling alarms and events generated by data processing.

• Graphic interface and visualization: IED graphic interfaces to pro-
vide a user-friendly HMI or console interface function, enabling 
easier access to information.

• Cybersecurity: Incorporating firewall, anomaly detection, fault 
detection, and cybersecurity functions for enhanced security. Addi-
tionally, effective credential management is essential to ensure the 
secure handling and authentication of user credentials and 
certificates.

• Fault detection and communication to the control centre. Control 
and signalling for the automatic isolation of faulty sections; switch 
opening and closing control.

In addition to these, the elements that can be found in the secondary 
substations and are suitable for virtualization are as follows:

• Data Concentrator for LV: Implemented by an IED with Remote 
Terminal Unit (RTU) functions, it collects current, voltage, energy, 
and power values for each phase of each secondary substation line.

• Network parameter monitoring for MV: Traditionally implemented 
through an RTU or IED, based on voltage and current measurements. 
This RTU or IED also incorporates signal conditioning, traditionally 
performed by MUs, and detection and communication to the control 
centre in case of faults.

• LV Monitoring and Advanced LV Monitoring: Information storage 
and transmission to remote management system, obtaining service 
quality values along with fault detection.

• On-Load Tap Changer (OLTC) for transformers: Activation of the 
monitored command for remote operation of the load regulator.

Similarly, in the primary substations, there is another set of elements 
and functions that are suitable for virtualization:

• Monitoring devices and equipment in RT.
• Equipment Control and Supervision: Involves the control and man-

agement the operation of electrical equipment, such as switchgear, 
transformers, and protection systems, from a centralized location. It 
includes tasks like equipment control, gathering data for network 
monitoring, maintenance, generating alarms, and executing auto-
mated protection actions. Traditionally, this function has been car-
ried out using RTUs, or more recently, IEDs communicating with 
SCADA systems.

• Power Quality Analysis: Management and control of equipment to 
automatically adjust power factor based on network requirements.

• Phasor Measurement Unit (PMU) applications: leveraging RT syn-
chronized measurements for wide-area monitoring, event analysis, 
and enhanced decision support.

6. Scalability models

When virtualizing, it is important to manage resources in a way that 
ensures the system’s available capacity meets the requirements of all 
deployed applications. Therefore, special attention must be paid to 
available resources, considering not only the elements to be controlled 
but also the associated applications. Furthermore, when deploying vir-
tualized nodes, the capability to allocate additional resources or nodes 
to the ecosystem should be carefully deliberated, especially as the 
network expands. This consideration ensures scalability and adapt-
ability to accommodate growing demands and maintain optimal per-
formance as the network scales. Therefore, both horizontal and vertical 
scalability strategies need to be thoroughly evaluated (See Fig. 2). Un-
derstanding horizontal scalability as the ability to increase the number 
of instances or servers, so that more computing, storage, or network 
resources are added to distribute the load among them without changing 
the individual capacity of each one. Vertical scalability is understood as 
the ability to increase the resources of an existing server, such as pro-
cessing power, RAM, or storage, to handle growing workloads without 
the need to add more server.

It is crucial to recognize that the complexity and temporal demands 
of applications operating in virtualized environments might require 
adjustments in memory, processing time, or priority. A decrease in 
performance in a virtualized platform in Information Technology (IT) or 
in certain non-critical applications in Operational Technology (OT) may 
not be significant. However, increasing the number of critical 

Table 2 
Industrial requirements for primary substations use cases functionalities deployment.

Specific 
Requirements

Analog/Digital 
MUs

Protection 
Algorithms

SCADA HMI or 
Gateway

Asset Monitoring Service Measurement/ 
Quality Systems

Other General 
Services

Sensors I/O Sensors and 
digital I/O

Analog inputs and 
digital I/O

No Receive data from the MUs 
through GOOSE

Analog inputs and digital I/O NO

Signal Processing YES YES NO NO YES NO
Latency 

Requirements
IEC 61850 & IEEE 
1646

IEC 61850 & IEEE 
1646

IEC 61850 & IEEE 
1646

IEC 61850 & IEEE 1646 IEC 61850 & IEEE 1646 IEC 61850 & 
IEEE 1646

RAM Memory 500 MB 500 MB 256 MB 1 GB 1 MB -
Non-Volatile 

Memory
128 kB 128 kB 1 GB 2 GB 32 MB -

CPU 1000 MHz 1000 MHz 1000 MHz 1000 MHz 500 MHz -
Availability 100 % 100 % 100 % 90 % 90 % 50 %
Comm. Interfaces Ethernet/FO Ethernet/FO IRIG-B Ethernet 

Ports
Ethernet/FO Ethernet Ethernet

Data Tx 
Volumes

100 Mbits/s - 1 
Gbits/s

100 Mbits/s − 1 
Gbits/s

- - - -

Redundancy HSR/PRP HSR/PRP HSR/PRP NO Yes, at border point NO
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applications with RT requirements, may result in a decline in perfor-
mance potentially rendering them incapable of meeting specific de-
mands. Furthermore, it will also be necessary to consider the number of 
LN modelled on the same physical device, as an increase in LN implies a 
higher overhead when virtualizing. On one hand, the available resources 
for each LN decrease, and on the other hand, the virtualization layer 
incurs overhead in managing the virtualized environment. As a result, 
prioritizing virtualized applications based on their criticality and 
considering the optimal number of virtualized LNs becomes indispens-
able to prevent resource consumption from adversely affecting the 
overall system performance.

As one of the scenarios to consider, due to the specified time re-
quirements outlined in the IEC 61850 standard, it could be advisable to 
deploy containers with RT requirements, as virtualized protection, 
control and monitoring responsible IEDs, on dedicated nodes. These 
nodes could potentially be equipped with specialized hardware to 
effectively run RT applications. It is important to note that no additional 
RT applications can be introduced to a node if resource allocation would 
lead to temporal non-compliance for existing applications. Therefore, 
introducing a new RT application might require setting up a new node if 
it affects virtualization solutions response times. For this approach, a 
scalability model based on modularity is needed, adding more equip-
ment to increase system power, that is, with a horizontal scalability 
model. In contrast, deploying containers without RT requirements, such 
as a data concentrator for LV, will be simpler, involving monitoring node 
occupancy and potentially leveraging vertical scalability where re-
sources are added or adjusted within a single node to meet increasing 
demands. Taking this into account, there will be different ways to 
address scalability depending on the type and complexity of the 
substations.

6.1. Secondary substations

In a substation, the equipment and virtualized functionalities pri-
marily depend on the properties and size of the substation. According to 
priority and security needs, data information sources can be categorized 
into two distinct zones: the control and operation division, and the data 
and management division. In the control and operation division, auto-
mation tasks with the highest priority and monitoring services are sit-
uated. These encompass RT applications requiring stringent latency and 
data transmission reliability. Conversely, the data and management di-
vision, while not as sensitive to latency, demands greater bandwidth and 
storage capacity.

In most cases, the secondary substation can be easily dimensioned 
due to the limited number of transformers and lines. Although it is 
foreseen that data and management RT capabilities may exist in the 
future, when active demand management mechanisms are incorporated, 
currently, all remote monitoring and billing processes do not require RT 

capabilities. Hence, considering the number of available cores in current 
machines, scalability appears non-critical, leading to the conclusion that 
vertical scalability is the most appropriate for secondary substations. 
Nevertheless, when dealing with numerous RT applications, the optimal 
approach would be to employ independent nodes, indicating a prefer-
ence for horizontal scalability.

However, it is important to consider that vertical scalability comes 
with certain drawbacks. Investing in high-performance hardware can 
notably inflate costs, and timelines may be prolonged as certain com-
ponents require time to significantly improve in power. This can affect 
both, expenses, and temporal planning. Additionally, vertical scalability 
presents the risk that if a node fails, it could lead to the suspension of all 
applications on that node, underscoring the need for security or 
redundancy mechanisms.

6.2. Primary substations

The main different between secondary and primary substations is 
that the primary substations protection, automation, and control sys-
tems process a large volume of data that is crucial for the operation of 
the system and requires ubiquitous, reliable, and RT communication 
[21]. Therefore, primary substations must be prepared to handle fast 
data flows from measurements in a scalable way, addressing de-
ployments in an environment where changes occur unpredictably.

In this case, it will be necessary to improve the system’s overall 
performance, which requires implementing a scalability model focused 
on the modularity of the system’s functions. In this scenario, adopting 
horizontal scalability facilitates a gradual implementation of virtuali-
zation, as more equipment is added to provide more power to the 
system.

This solution involves robust interoperability at the software devel-
opment level, encompassing considerations related to architecture and 
APIs, leading to elevated maintenance levels, and require extra efforts in 
standardization. Additionally, despite the initial absence of growth 
limitations in horizontal scalability, its effective implementation de-
mands more extensive design and implementation efforts.

In addition to scalability, virtualization brings other non-functional 
requirements that must also be considered. On the one hand, it is a 
technology that promotes efficiency in resource usage, leading to cost 
reduction. By running multiple virtual machines (VMs) or containers on 
a single device, space and electrical energy are optimized, among other 
factors. Furthermore, it offers greater flexibility in interacting with 
hardware resources, allowing for quick reconfiguration based on 
changing network needs. This is particularly useful in a SG context due 
to fluctuations in energy demand, infrastructure changes, and the need 
to integrate new technologies.

On the other hand, virtualization also contributes to improving the 
maintainability of the electrical grid, as it allows the SG to be modified, 
updated, and repaired more efficiently. This is achieved by the ability to 
replace components without affecting the overall operation of the 
system.

7. Virtualization strategies in the SG

As described in [22], the natural progression to virtualization in 
substations involves transitioning from a digital substation, migrating 
from the original (physical) IEC 61850 structure towards a virtual 
infrastructure. In this new scenario, the techniques, mechanisms, and 
technologies of virtualization allow for the implementation of software 
applications to replace elements traditionally implemented in pro-
prietary and closed systems using a fraction of the available hardware 
platform resources, thus isolating the applications from each other. 
However, it is necessary to consider that this change in hardware devices 
entails an economic cost for companies that must be evaluated based on 
the potential benefits in terms of flexibility, scalability, and operational 
efficiency that virtualization can provide.

Fig. 2. Vertical Scaling vs. Horizontal Scaling [20].
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The introduction of virtualization and cloud technologies as funda-
mental components of the infrastructure supporting electrical automa-
tion systems was initially proposed by Ferreira et al. in 2013 [2], and 
since then, numerous studies have been conducted to explore and 
advance the virtualization of SG. In Ferreira et al. subsequent work in 
2017 [23], they proposed a physical to virtual solution for a particular 
application case involving substation automatic voltage control systems 
with the aim of replicating the functionality of traditional IEDs in vir-
tualized environments. The paper not only discussed fundamental con-
cepts of IEC 61850 but also introduced the notion of mapping physical 
components to virtual counterparts and outlined the system re-
quirements for such an approach. Wojtowicz et al. [24], described the 
integration of virtualization technology within power system automa-
tion, with a specific emphasis on IEDs adhering to the IEC 61850 stan-
dard. They introduced the idea of establishing a virtual environment as a 
prospective alternative to conventional IEDs, focusing on the refinement 
of fundamental virtualization mechanisms and communication pro-
tocols tailored to the context of power system automation. These studies, 
among others, focused on the implementation of VMs using VMware 
software as a fundamental part of their development.

In more recent studies, Docker stands out as the predominant tech-
nology for containerization in SG virtualization due to its versatility, 
ease of use, and widespread adoption within the industry. Rösch et al. 
presented a co-simulation approach of an IEC 61850-based digital sub-
station as a holistic representation of a highly automated power grid 
section [22]. This approach involved generating four virtual IEDs using 
custom Docker containers. Additionally, in another work by Rösch et al. 
[25], a comprehensive implementation for creating the specified virtual 
IEDs along with their respective LN was provided, detailing the ex-
change of sample data, all facilitated through Docker containerization. 
In 2023, an approach for the virtualization of DER communication using 
container technology was proposed in [26], where Docker container 
technology was also employed to virtualize each IED.

Within the context of secondary substations, the E4S Alliance is 
developing an Secondary Substation Platform (SSP) reference architec-
ture, aiming to transition secondary substation into digital environ-
ments. By leveraging containerization on a unified platform, SSP will 
offer enhanced flexibility, simplifying the implementation of new use 
cases at the edge as they arise [27,28].

The main difference when making the initial decision of opting for 
virtualization or encapsulation is that, while VMs afford heightened 
control and flexibility for application testing, containers offer a 
streamlined deployment process, enhanced lightweight nature, and su-
perior scalability. Research, such as studies by [29–31], exemplifies how 
container-based deployments can substantially diminish 
network-induced delays compared to VM-based setups. Given this, a 
recommended strategy entails utilizing VMs for preliminary configura-
tion testing, then transitioning to containers to maximize storage effi-
ciency and uphold consistency in application configurations [32].

Among virtualization technologies, Table 3 outlines the features of 
the three most prominent virtualization platforms in the market, all of 
which are well-suited for deployment within a SG environment.

Firstly, VirtualBox supports a range of host operating systems 
including Windows, Linux, macOS, Solaris, FreeBSD, and eComStation. 
It supports both x86 and x86–64 host and guest CPUs, with Intel VT-x or 
AMD-V for virtualization and is licensed under GPL version 2. This broad 
compatibility makes it a solid choice for diverse environments.

In contrast, QEMU, offers even wider CPU architecture support for 
both hosts and guests, including x86, x86–64, IA-64, PowerPC, SPARC 
32/64, ARM, S/390, and MIPS. Its flexibility extends to its licensing 
under GPL/LGPL, making it an excellent option for test or pre- 
production environments due to its robust features and adaptability.

VMware ESX Server, on the other hand, is specifically designed for 
enterprise use, focusing on x86 and x86–64 host and guest CPUs. Unlike 
the other platforms, VMware ESX Server does not rely on a host oper-
ating system, which can enhance performance and reliability in a 

production environment. Its proprietary license reflects its commercial 
focus, and its impact on SCADA systems within the SG environment is 
significant, as highlighted by the Virtual Protection, Automation, and 
Control (vPAC) alliance [33], which aims to support substation virtu-
alization and address future utility network needs.

On the other hand, Table 4 presents a detailed comparison of the 
most renowned solutions in the containerization environment. Each 
solution is distinguished by its unique approaches and suitability for 
implementation in a specific SG use case [34], [35]. In this context, it is 
important to highlight the importance of limiting and distributing re-
sources among different groups of processes, and namespaces, which 
create isolated environments for processes. Docker and LXD follow a 
client-server architecture, while Podman and CRI-O are standalone tools 
without a centralized daemon server. Additionally, Docker primarily 
uses a layered image format, unlike Podman and CRI-O, which can 

Table 3 
Comparison of virtualization software platforms and capabilities.

VirtualBox 
(Innotek)

QEMU 
(Fabrice Bellard and 
others)

VMware ESX 
Server (VMware)

CPU 
Host

X86, x86–64 X86, x86–64 IA− 64, 
PowerP, SPARC 32/ 
64, ARM, S/390, MIPS

X86, x86–64

Guest 
CPU

x86, x86–64, (Intel 
VT-x or AMD-V, and 
VirtualBox 2 or more)

x86, x86–64, Alpha, 
ARM, CRIS, LM32, 
M68k, MicroBlaze, 
MIPS, OpenRisc32, 
PowerPC, S/390, SH4, 
SPARC 32/64, 
Unicore32, Xtensa

X86, x86–64

OS Host Windows, Linux, 
macOS, Solaris, 
FreeBSD, 
eComStation

Windows, Linux, 
macOS, So- 
laris, FreeBSD, 
OpenBSD, BeOS

No OS host

OS 
Guest

DOS, Linux, macOS, 
FreeBSD, Haiku, OS/ 
2, Solaris, Syllable, 
Windows OpenBSD 
(with Intel VT-x o 
AMD-V

Changes regularly Windows, Linux, 
Solaris, FreeBSD, 
OSx86 virtual apps, 
Netware, OS/2, 
SCO, BeOS, Haiku, 
Darwin

License GPL version 2 GPL/LGPL Proprietary

Table 4 
Comparison of the most common containerization software (Docker, Podman, 
LXD and CRI-O). All of them feature multi-platform architecture and security 
based on user and groups.

Docker 
(Docker, 
Inc)

Podman 
(Red Hat, Inc)

LXD 
(Canonical 
Ltd)

CRI-O 
(Kubernetes)

Architecture Client- 
Server

Standalone Client- 
Server

Standalone

Container 
Type

Application 
Containers

Application 
Containers

System 
Containers

Application 
Containers

Container 
Tech.

Docker 
Engine

Libpod LXC CRI-O 
Runtime

Language Go Go C++ Go
Images Docker Hub, 

Third-party 
Repositories

Red Hat Quay, 
Third-party 
Repositories

LXD Images CRI-O 
Registry

Docker 
Comp.

Yes Partial No No

Kubernetes 
Comp.

Yes Yes Yes Yes

Network 
Config.

Default 
Routing for 
Docker

Native 
Network 
Configuration 
for Podman

Native Layer 
2 Network

Container 
Network 
Interface

Isolation Based on 
cgroups and 
namespaces

Based on 
cgroups and 
namespaces

Based on 
LXD

Based on 
cgroups and 
namespaces

License Apache 2.0 Apache 2.0 LGPL v3 Apache 2.0
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handle both layered and flat images. It is worth mentioning that CRI-O, 
being an implementation of the Kubernetes Container Runtime Interface 
(CRI) specifically designed for Kubernetes, is an interesting alternative if 
working with Kubernetes container orchestration is desired. Although 
not an independent tool like Docker or Podman, it follows a similar 
model to Podman.

Regarding encapsulation, due to its ease of use, intuitive command- 
line interface, extensive documentation, mature ecosystem including a 
wide variety of tools, and compatibility with a broad range of operating 
systems and architectures, it is worth noting that Docker is the most 
widely used container technology in the works conducted to date. The 
use cases under study are based on the IEC61850 protocol, where the 
starting point is the virtualization of IEC61850 LNs on a general-purpose 
hardware platform applicable in the field of substations. Examples of 
these use cases could be the containerization of a protection LN, which, 
subscribed to Sample Values (SV), monitors overvoltage and overcurrent 
conditions, as well as a LN that responds to GOOSE messages to perform 
relevant actions.

In SG context, containers can function as the complete representation 
of an IED, a complete LD, encompassing protection, measurement, and 
control functions, or each specific LN, such as switches, transformers, or 
input and output devices. This architectural approach employs micro-
services, enabling flexible groupings tailored to system requirements; 
however, due to the intricacy and diversity of substation components, 
virtualizing all LNs within a single virtualized node is impractical. 
Consequently, deploying multiple virtualized nodes becomes necessary 
for effective management of IEC 61850 devices and their associated 
functionalities within the substation. Although there are no clear 
guidelines in the literature on this topic, three deployment strategies for 
virtualized LN are conceivable:

• IED functionalities sharing the same container. The configuration 
would be equivalent to deploying LNs on the same native hardware 
but in a virtualized mode.

• IED functionalities sharing the same hardware equipment but vir-
tualized on different containers. LNs are decomposed into containers 
based on functionalities. This deployment mode suits the validation 
of vertical scalability.

• IED functionalities virtualized on different containers located on 
different hardware platforms. Oriented towards verifying both 
distributed deployment modes and horizontal scalability.

However, in order to ensure seamless integration and adherence to 
established standards, it is imperative that virtualization remains 
completely transparent for IEC 61850-based operations. Therefore, the 
virtualization platform must provide mechanisms such as container 
orchestration platforms, well-defined data transfer schemes and robust 
software-defined networking (SDN) networks to support efficient 
communication and management.

7.1. Container orchestration platforms

The stringent communication requirements, including bandwidth, 
latency, availability, and redundancy, make it essential to limit the 
number of applications with hard-RT requirements to the available host 
resources to prevent breaches. This entails allocating CPU cores exclu-
sively to processes within containers for applications with hard-RT re-
quirements, along with ensuring sufficient RAM allocation for each 
process and application with hard-RT requirements when necessary. 
Meanwhile, applications with soft-RT needs or without RT requirements 
can share the remaining CPU cores. Additionally, the network must be 
prepared to handle the requirements and priorities of new containers. 
Achieving this requires dynamic resource orchestration between con-
tainers to meet demand based on workload. Therefore, effective 
container orchestration becomes crucial to help manage and coordinate 
the deployment, scaling, and operation of containerized applications 

across multiple hosts.
In this context, container orchestration platforms play a fundamental 

role in automating the deployment or commissioning of the entire 
platform in an installation. The orchestration platforms offer features 
such as RT scheduling, resource isolation, task prioritization, and run-
time guarantees to ensure that applications with hard-RT requirements 
are executed within the established time limits. They also manage, scale, 
interconnect, and ensure the availability of applications, considering 
both vertical and horizontal scalability, as well as remote updating. Two 
typical container orchestrators are Kubernetes and Docker Swarm. 
Kubernetes, being broader and more versatile, offers advanced scal-
ability suitable for managing and updating complex and larger-scale 
application sets. K3s, as a lightweight distribution of Kubernetes, can 
be an interesting option for orchestration in SG environments, as it is a 
simplified version designed for constrained environments that retains 
most of Kubernetes’ core functionalities [36]. On the other hand, Docker 
Swarm is a native solution specifically developed for Docker, providing 
simpler scalability and management [37]. As shown in Table 4, Docker, 
Podman, LXD and CRI-O are compatible and can be orchestrated using 
Kubernetes. Among them, CRI-O provides an optimized environment for 
running containers within a Kubernetes cluster [38]. However, only 
Docker has all integration with Docker orchestration.

A comprehensive comparison and evaluation of the performance of 
Docker Swarm and Kubernetes is presented in [39],. The study in-
vestigates differences in latency within containerization environments 
on the same host. The findings suggest that utilizing orchestration tools 
could substantially decrease latency compared to simpler methods. This 
is attributed to their ability to optimize resource allocation, automate 
tasks related to managing the virtualized environment (such as provi-
sioning, scaling, and load balancing), and facilitate dynamic resource 
scaling based on workload demands. Regarding the results of the ex-
periments and evaluations carried out to compare the performance of 
Docker Swarm and Kubernetes, overall, both have comparable perfor-
mance, but it may vary in different environments and require different 
technical approaches. Additionally, it is highlighted that major cloud 
service providers now offer managed Kubernetes services.

7.2. Well-defined data transfer schemes

With virtualization, even if the IEC 61850 requirements remain in 
force, communications no longer occur solely between IEDs or hardware 
nodes connected to the Ethernet LAN. Instead, they take place among 
virtualized elements within the virtualized environment. As a result, 
well-defined data transfer schemes should be established within the host 
or hardware node where multiple virtualized devices are located (intra- 
host), as well as between virtualized devices residing on different hosts 
(inter-host), to ensure efficient communication and data exchange be-
tween applications.

On the one hand, intra-host communications can correspond to:

• GOOSE messages between IEDs, both for status and burst messages 
triggered by processing anomalous values of SMV. These messages 
are sent over the process bus in the absence of virtualization.

• GOOSE messages to local telecontrol platforms, such as SCADA 
systems. These messages are sent over the station bus in the absence 
of virtualization.

• MMS messages between local telecontrol platforms and IEDs, which 
are also sent over the station bus if there is no virtualization. 

When virtualizing, it is not essential to map individual IEDs to 
distinct virtualized elements. Instead, they should be abstracted to 
the level of LN and grouped, as much as possible, so that a function 
becomes an application in a container. Within the host, there is no 
Ethernet LAN network, so both the process bus and the station bus 
are replaced by communications between processes. Consequently, 
communications between two LN of two IEDs that have been vir-
tualized within the same element are no longer necessary; the 
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information is directly available to both LN. 
Given that the design of containers should not be overly compli-

cated, if it is not possible to have two LN in one container, there will 
be communication between two virtualized elements that, due to the 
RT requirements, should be two containers. Thus, in this case, 
communications would involve the complete implementation of the 
IEC 61850 protocols, but this would not imply communication over a 
bus per se, but rather a transfer of data through memory. While it 
would be feasible to replace the messages with lighter Inter-Process 
Communication (IPC) communications in this scenario, doing so 
would deviate from the IEC 61850 standard and could be seen as a 
regression in terms of interoperability, which is one of the key issues 
that the standard aims to address. 

To carry out intra-host communications between virtualized con-
tainers, it is essential to enable one or more of the following 
networking modes [40]:

• Bridge: Assigns a switch operating at layer 2 of the OSI model. It is 
the default networking mode for a Docker or Podman container 
when created. With a bridge, containers can connect to the host or 
communicate directly with each other within the same created in-
ternal virtual subnet. Derived from bridge mode, in Kubernetes, one 
container acts as a proxy or bridge for an entire set of containers 
(Pod).

• Macvlan: It is a network virtualization technology that creates virtual 
interfaces that directly connect to physical interfaces on the host and 
assigns individual MAC addresses to each container. This enables 
direct communication between containers and between them and the 
physical network without going through a bridge, which can result in 
high transfer speeds and good scalability.

• Host Network: The container directly joins the host operating sys-
tem’s network instead of creating a separate internal network. By 
using the host’s network, the container shares the host’s IP address, 
network interfaces, and network connectivity.

In general, when working with containerization, it is not necessary 
for the user to explicitly activate the network mode. This is because 
container orchestrators, such as Kubernetes or k3s, handle the network 
configuration for containers in the environment. However, although in 
most cases it is the orchestrators that take care of this task, in some cases, 
especially in highly customized or specific environments, it may be 
necessary for the user to manually configure the network mode or make 
additional adjustments to the network configuration.

In the case of Docker, which uses the bridge network mode by 
default, each container is assigned an IP address for every IP subnet it 
connects to. The Docker daemon dynamically allocates and subdivides 
IP addresses for containers. Each network also has a subnet mask and a 
default gateway. On the other hand, in a Kubernetes Pod, containers 
within the same Pod share the same IP address and namespace, which 
simplifies communication within the Pod while maintaining network 
isolation. [41].

On the other hand, inter-host communications can be classified into 
two main groups. The first group comprises communications involving 
virtualized elements distributed across two hardware platforms for 
horizontal scalability reasons. In addition to this type of communication, 
there are flows of SMVs originating from MUs or Non-Conventional 
Instrument Transformers (NCITs) at the bay or core level of the OT 
segment of the power installations. Within the IT segment, there are 
communications with remote elements, including Network Control 
Centres (NCCs) or specific Cloud applications.

Similar to intra-host communications, on the one hand, all flows of 
SMVs and GOOSE messages between virtualized elements hosted on 
different platforms must comply with the IEC 61850 standard, with the 
added difficulty of having to traverse the external Ethernet LAN 
network, with its bandwidth, latency, synchronization, etc., limitations. 
Therefore, one of the main criteria for distributing virtualized elements 
must be to minimize inter-host communications, especially of the 

GOOSE type, so that the topology of the Ethernet LAN network remains 
as simple as possible. Therefore, although some horizontal scalability is 
necessary to provide redundancy to the SG, vertical scalability should be 
prioritized whenever possible to avoid the additional complications that 
come with horizontal scalability communications. Additionally, in inter- 
host communications, the requirement for internal orchestration in-
creases, along with the need for proper resource allocation on each 
hardware platform or host. Furthermore, orchestrating between multi-
ple hosts becomes essential, necessitating efficient network manage-
ment to guarantee access to network infrastructure for communications 
with more demanding requirements and to avoid congestion due to 
inefficient information routing.

For inter-host communications, NAT (Network Address Translation) 
or an overlay network can be added to intra-host modes. Overlay 
networking facilitates communication by establishing a virtual network 
layer that overlays the underlying physical network infrastructure. They 
allow configuring the logical network topology, defining virtual LAN 
subnets, and adding communication management capabilities for both 
inter-host and intra-host communications. However, this entails the 
addition of additional headers and processing times. In these cases, the 
macvlan mode becomes ipvlan [42] and docker has adopted the VXLAN 
overlay network [43].

7.3. SDN

Secondary and primary substations play a crucial role in the energy 
generation and distribution process. Therefore, the communication 
networks associated with these substations require high levels of avail-
ability and reliability, along with a management platform that is func-
tional, secure, scalable, and easy to administer [44]. In this context, SDN 
introduces a more flexible and automatable approach to managing and 
controlling LAN networks by separating the control plane from the data 
plane. This enables dynamic and centralized configuration, easing 
network adaptation to RT changes and optimizing traffic based on re-
quirements and facilitating information exchange among applications, 
regardless of their deployment on different nodes. It also offers 
enhanced scalability and performance optimization by automatically 
prioritizing critical traffic for IEC 61850, which improves the quality of 
service and reduces response time. [45].

Additionally, SDN can manage redundancy to optimize the use of 
mesh topologies and ensure the availability of control and monitoring 
applications within secondary and primary substations services using 
protocols such as, OpenFlow, OSPF, or VXLAN networks, that allow an 
external controller to configure multiple redundant paths between de-
vices with multiple network interfaces.

There are great number of application cases where the incorporation 
of SDN networks as key elements of power substation communication 
networks could improve the operation, management, availability, and 
reliability within the networks. In their study [46], the authors 
enumerate several applications, such as RT monitoring of grid health to 
facilitate informed decision-making, energy distribution optimization, 
and the integration of renewable energy sources. Additionally, they 
analyse how SDN facilitates active demand management and efficient 
load administration, involving consumers in decision-making processes 
and fostering energy efficiency.

However, even if the virtualization of network management through 
SDN networks provides greater flexibility and dynamic management 
capabilities, it may lead to increased delays depending on its optimi-
zation level. The virtualization of network management through SDN 
introduces an additional layer of abstraction between physical network 
devices and control applications. This can lead to increased delays due to 
the need to process and translate network commands and policies 
through the SDN controller before reaching the underlying network 
devices. Furthermore, the efficiency and speed of this translation can 
vary depending on the controller’s capabilities and the complexity of the 
network policies. Additionally, network optimization in SDN 
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environments can also affect delays if routing policies and network 
management are not properly optimized. Therefore, it is crucial to 
design effective optimization strategies that balance network flexibility 
and efficiency in SDN environments to minimize delays and ensure 
optimal network performance.

There are several SDN solutions available in the market, each with its 
own features and capabilities. The choice between them will depend on 
a prior assessment of the specific needs of the electrical substation 
environment and network requirements.

8. Functions allocation for SG virtualization

To define the necessary architectures for the SG virtualization, it is 
essential to consider the possibility of massive deployments, the need for 
system management and supervision, as well as their impact on criti-
cality and RT demands. Therefore, cloud applications and solutions play 
a crucial role in the virtualization of SG, providing a flexible, scalable, 
and secure infrastructure that supports efficient management and the 
implementation of new technologies. Cloud platforms offer extensive 
data storage and processing capabilities, allowing for the handling of 
large volumes of information generated by the grids. Additionally, they 
can easily adjust as the demand for resources in the SG grows and pro-
vide a centralized view of the entire network, enabling efficient man-
agement and supervision. Moreover, this also reduces the initial 
investment in physical infrastructure.

However, a centralized cloud architecture poses challenges such as 
network and central server saturation due to incoming information, 
heightened latency, and reduced flexibility in failure response. Conse-
quently, there is a trend towards deploying edge nodes to shift the 
network towards distributed management, allocating appropriate 
functions to each component. This shift brings information processing 
closer to the assets, thus reducing latency and enhancing response speed 
[47]. Additionally, it enables virtualization to facilitate the transition 
from a centralized energy system to a more decentralized, localized, and 
efficient one [48]. Within this framework, each edge node can autono-
mously execute multiple diverse applications and communicate with 
other nodes, thereby mitigating the costs and security risks associated 
with centralized infrastructures. However, the distribution of functions 
between the edge and the cloud is not predetermined; it depends on the 
chosen computing strategy in each scenario.

In the design of such an infrastructure, it is necessary to foresee not 
only scalability to accommodate new operations/functions and 
increased data flow, but also flexibility to enable function reallocation 
and data flow control. In an SG network architecture based on edge 
nodes and a centralized cloud, each component would serve distinct 
functions to ensure efficient grid operation and management. Here are 
the main functions that each could acquire:

• The edge node will tend to perform more specific functions, those 
closest to the systems. It should connect using the main protocols 
used by the equipment in the substations and transformer stations of 
the power grid (such as Modbus, OPC-UA, IEC 61750) and manage 
three types of communications: between hard-RT or soft-RT appli-
cations located within the same host; with applications that have 
hard-RT requirements and are running on other hosts or edge nodes 
within the same installation, as part of horizontal scalability; and 
with other cloud nodes in the management system. In all cases, the 
latency requirements of process-level messages demand that the 
hosts function as edge nodes situated within their respective sec-
ondary or primary substation.

• The cloud will have connectivity with the edge nodes to obtain sig-
nificant data that may influence decision-making at the level of the 
entire power grid and to act on equipment if necessary. Additionally, 
it will centralize all equipment management functions.

While cloud computing has traditionally leaned on VM for resource 
allocation and user isolation, this method faces challenges with big data 
workloads, like weak resilience and inefficient resource management 
[49]. As a result, there is a growing trend towards adopting 
container-based solutions [50–52], due to containers bring several 
benefits related to deployment, operation, isolation, and efficient 
resource sharing. In the case of edge nodes, the latency and RT re-
quirements imposed by the SG make containerization emerge as a more 
suitable solution [53].

Currently, Amazon Web Services (AWS), Google Cloud Platform 
(GCP), and Microsoft Azure are prominent leaders in providing cloud 
infrastructure and services. These industry leaders facilitate seamless 
connectivity with devices or edge nodes through standard protocols. 
Alongside their IoT services in the cloud, these providers offer fully in-
tegrated edge services to distribute computing functions across the 
entire data chain. In addition to these major cloud providers, there are 
independent solutions available for deploying tools both in the cloud 
and at the edge. Notably, Minsait by Indra has emerged as a prominent 
player in this space. Leveraging various open-source services, Minsait 
has developed a versatile platform that offers integration and flexibility 
to meet diverse use cases, including those within the electrical grid 
sector. Moreover, specific platforms tailored for edge computing are 
gaining traction. Among them, EdgeXFoundry stands out as an open- 
source service architecture standard specifically designed for edge 
implementation, further enhancing the landscape of edge computing 
solutions. In [5], a comparative table is presented summarizing the main 
features of the IoT Edge-Cloud platforms from the three major public 
cloud providers, Minsait, and EdgeXFoundry, among others.

When considering market share and connectivity between hubs, 
AWS boasts the greatest market share, as well as the highest number of 
connections between devices, and between devices and cloud hubs. 
Therefore, in the study conducted by [54], it was determined that AWS 
emerges as the optimal IoT cloud platform vendor, fulfilling all user 
requirements regarding hub connectivity, analytics, and security ser-
vices. However, the decision-making process for choosing a cloud so-
lution is not straightforward. The choice will depend on the 
characteristics and requirements, as well as the cost and preferences of 
the team.

9. Illustrative example: containerized applications in a SG PS

In this conceptual case study, two identical hardware units, each 
comprising two Docker containers representing LNs in an SG primary 
substation, are considered. The hardware specifications for each unit 
include a Quad-core ARM A57 CPU, a 128-core Maxwell GPU, 4 GB of 
LPDDR4 RAM, two 1 GB Ethernet ports (NIC #1 and NIC #2), and 
additional connectivity options such as 4 USB ports, I2C, SPI, UART, and 
GPIO interfaces. These specifications provide the necessary processing 
power, memory, and connectivity for the effective operation of the 
containerized protection and breaker IEDs within the primary substation 
scenario described.

As shown in Fig. 3, both hardware elements are equally configured 
and have the same capabilities. On each piece of hardware unit, one 
containerized protection IED LN subscribes to SV and monitors over-
voltage and overcurrent conditions. In case any of these conditions 
occur, the protection IED LN sends a GOOSE message to notify the sit-
uation to other IEDs within the substation in the bay level or across the 
substation network. On the other hand, we have a containerized breaker 
IED LN that waits to receive these GOOSE messages. When it receives a 
relevant GOOSE message from the protection IED LN, the breaker IED 
LN performs the corresponding action, such as activating or deactivating 
a switch. This approach was conceptually chosen to ensure that each 
function is managed by dedicated processing units, which helps meet the 
strict RT requirements typical in substation environments.

In this conceptual model, since we are virtualizing functionalities 
with strict RT requirements, we have opted for horizontal scalability. 
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This means that, as defined in Section Scalability Models, instead of 
overloading existing devices, we add new devices, thus ensuring that 
each device has its own dedicated processing capacity.

As the orchestrator, k3s has been considered a suitable option, as it is 
lightweight and easy-to-install distribution designed specifically for 
resource-constrained environments, which is compatible with Docker 
(See Section Container orchestration platforms). The k3s orchestrator is 
configured to establish a private virtual network so that the containers 
within the electrical substation can communicate with each other and 
with other devices in the substation. For containers running on the same 
node (or hardware) within the k3s cluster, they can communicate with 
each other through the bridge network provided by k3s without the need 
for additional configuration. Therefore, in this case, it is not necessary to 
enable intra-host communications using bridge networking mode. On 
the other hand, when we refer to inter-host communications or con-
tainers running on different nodes within the k3s cluster, even if K3s 
does support overlay networks, the user needs to enable and configure 
them as part of the cluster setup to enable communication between 
nodes within the k3s cluster.

Docker has adopted VXLAN overlay networks, which provide a vir-
tual network layer above the underlying physical infrastructure, 
allowing communication between containers distributed across 
different edge nodes. To enable VXLAN overlay network in k3s, it is 
necessary to configure it on all nodes of the K3s cluster, both physical 
and virtualized ones between which communication is desired. Config-
uring the VXLAN overlay network should be done prior to deploying 
containers and nodes in the cluster. So, during k3s installation, it will be 
necessary to select the appropriate options to enable network features 
like VXLAN overlay. Once the network plugin is installed and config-
ured, an overlay network will be created spanning all nodes within the 
K3s cluster, allowing communication between containers running on 
different nodes. For our scenario, the containerized protection IED LN 
and breaker IED LN should be deployed on each hardware element 
within the K3s cluster, ensuring that the containers are configured to use 
the overlay network for communication. Additionally, the additional 
devices we want to be part of the VXLAN network must also be deployed 
and configured for it.

In Section SDN, we also have highlighted the potential benefits of 
working with SDN, which can improve operation, management, avail-
ability, and reliability within networks by providing greater flexibility 
and centralized control over the network infrastructure. Therefore, the 
application of SDN networks would be something to consider as long as 
the network performance is not affected. To effectively implement an 
SDN in the described electrical substation environment, it is essential to 
begin by carefully assessing the specific needs and network re-
quirements. This allows for the selection of an SDN solution that 
perfectly suits those needs. Once the appropriate SDN solution has been 
chosen, the next step is the installation and configuration within the 

electrical substation environment. This involves deploying SDN con-
trollers, compatible switches, and other necessary components, ensuring 
they are properly integrated with existing hardware devices and control 
systems. Given its potential in flexibility, scalability, and support for 
standard protocols, OpenDaylight emerges as a solid option for this 
implementation [55]. Its ability to manage the electrical substation 
network and ensure interoperability with existing systems makes it an 
attractive choice. However, conducting a thorough evaluation before 
making a final decision is crucial.

Finally, it is important to note that these hardware represents devices 
located at the edge of the network with RT requirements, which handle 
functions more related to the control and management of each specific 
electrical installation. On the other hand, the cloud would manage more 
general functions related to a set of installations or the entire network, 
such as updates, software verification, configuration of edge nodes or 
installations, etc. For this function allocation to be successful, connec-
tivity between edge nodes and the cloud is essential for data trans-
mission. The communication between the edge and the cloud is carried 
out through a combination of communication protocols (such as MQTT, 
CoAP, AMQP, HTTP/HTTPS or WebSocket), gateways, IoT protocols, 
and cloud services, with the aim of efficiently and securely transferring 
data between edge devices and cloud services for processing and 
analysis.

In summary, this conceptual case study outlines a theoretical 
framework for virtualizing IED functionalities within a primary sub-
station. Future implementation and testing will be necessary to validate 
these design choices and to address potential challenges that may arise 
during practical deployment.

10. Conclusion

The digitization of electrical grids has been a growing trend in recent 
years, aimed at optimizing processes, improving efficiency, and 
enabling better information management, leading to what is known as 
SG. As technology advances and hardware gets stronger, the trend to 
combine functions leads to virtualizing functions and putting them onto 
fewer devices. However, this transition comes with its challenges. To 
ensure that the SG continues to operate effectively and meets the re-
quirements established in the IEC 61850 standard, it is crucial to ensure 
that virtualization solutions meet the necessary criteria.

In this paper, the most critical requirements for ensuring the proper 
functioning of the SG have been outlined, as well as the specific re-
quirements that the critical infrastructures, secondary and primary 
substations, must meet to comply with SG standards. For secondary 
substations, the priority is the separation between MV and LV networks, 
while for primary substations, latency is crucial for timely communi-
cation exchanges. Additionally, the use cases that can benefit from vir-
tualization and critical functions for virtualization for each type of 

Fig. 3. IEDs LNs and message exchange between the actors.
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substation have been determined, with detailed requirements ranging 
from sensors I/O to communication interfaces, ensuring an effective 
implementation that meets the specific needs of each environment.

Based on these requirements, the elements and functionalities suit-
able for virtualization in substations have been identified with the aim of 
improving efficiency in the management of the electrical system. Once 
the elements and functions that can be virtualized in secondary or pri-
mary substations have been established, along with the requirements 
they must meet, scalability studies have been carried out to ensure the 
system’s adaptability to network changes. It has been concluded that 
elements and functionalities susceptible to virtualization in secondary 
substations, typically characterized by a smaller number of elements and 
less strict time or latency demands, probably favour vertical scalability. 
In contrast, primary substations, where stricter timing requirements are 
common, will tend to lean toward horizontal virtualization.

To complete the study, an evaluation has been conducted on the most 
suitable virtualization platforms (VirtualBox, QEMU, VMware) and 
containerization tools (Docker, Podman, LXD, and CRI-O) currently 
available for use in SG environments. Virtualization platforms like 
VMware were found to have a significant impact on SG environments, 
particularly in SCADA systems. Regarding encapsulation, Docker 
emerged as the most widely used container technology due to its ease of 
use and compatibility. Furthermore, as virtualization must be trans-
parent for IEC 61850-based operations to ensure smooth integration and 
compliance with established standards, mechanisms such as container 
orchestration platforms must be offered by the virtualization platform. 
In the case study, it was concluded that K3s could be an interesting 
option, given its compatibility with Docker and its design for con-
strained environments, typical of substation elements. Additionally, 
well-defined data transfer schemes, such as bridges to facilitate intra- 
host communications between virtualized containers, and robust SDN 
networks are required to support efficient communication and 
management.

Finally, it is necessary to establish specific requirements for 
designing the infrastructure and distributing functions between the 
cloud and the edge within the context of SGs. An appropriate approach 
could involve deploying a virtualized solution in the cloud using any of 
the analysed platforms (such as AWS, GCP, Microsoft Azure, Minsait, or 
EdgeXFoundry), while implementing applications with stricter latency 
and RT requirements on containers at the edge nodes.

However, it is important to highlight some limitations of this work. 
The virtualization solutions and proposals presented still need valida-
tion in real environments to ensure their effectiveness. Although studies 
and simulations have been developed, implementation in real environ-
ments could reveal unforeseen challenges. Therefore, additional pro-
totypes and tests are required to ensure that the virtualized solutions 
function adequately under various operating conditions. Furthermore, 
although efforts have been made to comply with IEC 61850 standards, 
compatibility with other systems and standards could present chal-
lenges. The security of virtualized solutions, the implications for latency 
and real-time performance, and the infrastructure requirements also 
need further investigation. Thus, there is still work to be done to ensure 
the successful and sustainable implementation of the proposed 
solutions.
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