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Mapping sentence comprehension and 
syntactic complexity: evidence from 131 
stroke survivors

Nicoletta Biondo,1,2 Maria V. Ivanova,1 Alexis L. Pracar,1 Juliana Baldo3

and Nina F. Dronkers1,4

Understanding and interpreting how words are organized in a sentence to convey distinct meanings is a cornerstone of human com
munication. The neural underpinnings of this ability, known as syntactic comprehension, are far from agreed upon in current neuro
cognitive models of language comprehension. Traditionally, left frontal regions (e.g. left posterior inferior frontal gyrus) were 
considered critical, while more recently, left temporal regions (most prominently, left posterior middle temporal gyrus) have been 
identified as more indispensable to syntactic comprehension. Syntactic processing has been investigated by using different types of 
non-canonical sentences i.e. those that do not follow prototypical word order and are considered more syntactically complex. 
However, non-canonical sentences can be complex for different linguistic reasons, and thus, their comprehension might rely on 
different neural underpinnings. In this cross-sectional study, we explored the neural correlates of syntactic comprehension by inves
tigating the roles of left hemisphere brain regions and white matter pathways in processing sentences with different levels of syntactic 
complexity. Participants were assessed at a single point in time using structural MRI and behavioural tests. Employing lesion– 
symptom mapping and indirect structural disconnection mapping in a cohort of 131 left hemisphere stroke survivors, our analysis 
revealed the following left temporal regions and underlying white matter pathways as crucial for general sentence comprehension: 
the left mid-posterior superior temporal gyrus, middle temporal gyrus and superior temporal sulcus and the inferior longitudinal 
fasciculus, the inferior fronto-occipital fasciculus, the middle longitudinal fasciculus, the uncinate fasciculus and the tracts crossing 
the most posterior part of the corpus callosum. We further found significant involvement of different white matter tracts connecting 
the left temporal and frontal lobes for different sentence types. Spared connections between the left temporal and frontal regions were 
critical for the comprehension of non-canonical sentences requiring long-distance retrieval (spared superior longitudinal fasciculus for 
both subject and object extraction and spared arcuate fasciculus for object extraction) but not for comprehension of non-canonical 
passive sentences and canonical declarative sentences. Our results challenge traditional language models that emphasize the primary 
role of the left frontal regions, such as Broca’s area, in basic sentence structure comprehension. Our findings suggest a gradient of 
syntactic complexity, rather than a clear-cut dichotomy between canonical and non-canonical sentence structures. Our findings con
tribute to a more nuanced understanding of the neural architecture of language comprehension and highlight potential directions for 
future research.
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Graphical Abstract

Introduction
Syntactic comprehension is a unique feature of human com
munication allowing us to understand and interpret the 
grammatical structures and rules that define how words 
are organized in a sentence to convey a specific meaning. 
Depending on the structure of the sentence, this process 
can be straightforward or very difficult. For example, simple, 
canonical sentences such as ‘The girl kisses the boy’ are easy 
to comprehend because we can simply rely on the order and 
meaning of the content words (e.g. girl kisses boy). In con
trast, non-canonical sentences such as ‘It’s the boy that the 
girl kisses’ might convey a similar meaning but are more dif
ficult to comprehend because we have to recognize that the 
boy is the one being kissed, not doing the kissing. In other 

words, we cannot rely solely on word order to comprehend 
the meaning of the sentence.

In this paper, we set out to identify grey and white matter 
structures that are most critical for the auditory comprehen
sion of sentences with varying syntactic complexity. We used 
both lesion–symptom mapping (LSM) and indirect struc
tural disconnection mapping in a large cohort of left hemi
sphere stroke survivors with a range of comprehension 
deficits. LSM allows us to link behavioural performance on 
specific tasks to the presence/absence of a lesion in specific 
parts of the brain, providing a statistical map of areas critical 
for the behaviour under examination.1 Indirect structural 
disconnection mapping is an approach used to study the im
pact of brain lesions on the connectivity of white matter 
pathways. This method provides estimates of structural 
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disconnection in the absence of diffusion-weighted imaging 
data by integrating spatial lesion data obtained from brain- 
damaged individuals with the normative white matter con
nectome data obtained from healthy individuals.2

The goal of our study was 2-fold. First, we aimed to iden
tify the left hemisphere brain regions and fibre pathways that 
are most critical for general sentence comprehension. 
Second, we wanted to explore whether sentences with vary
ing levels of syntactic complexity, beyond the coarse differ
entiation of ‘canonical versus non-canonical’, rely on 
similar or different brain regions and white matter pathways.

Current neurocognitive models of language processing3-6

that incorporate findings from multiple sources (e.g. functional 
MRI, magnetoencephalography, patient data) outline an exten
sive network of different peri-Sylvian brain regions involved in 
language comprehension. However, the neural underpinnings 
of specific processes like the ones involved in syntactic compre
hension are still hotly debated. For all these models, left tem
poral regions are involved in syntactic comprehension.3-6 The 
left posterior superior temporal gyrus (STG) is believed to be in
volved in early stages of syntactic processing, namely in the in
tegration of phonological and syntactic information, such as in 
the mapping of sounds to words4-6 and in initial structure build
ing.4,6,7 The more anterior part of the STG is also mentioned as 
relevant for initial local sentence structure building.3 The left 
posterior middle temporal gyrus (MTG) is thought to be de
voted to building sentence structure and to the integration of se
mantic and syntactic information,3 such as in the retrieval of 
semantic information from memory and the mapping of this in
formation into syntactic structures to comprehend the general 
meaning of the sentence.4-6 All models also suggest that the 
left posterior MTG plays an important role in the processing 
of complex sentence structures, such as passives and relative 
clauses.3-6 Finally, the left posterior superior temporal sulcus 
(STS) is thought to be involved in complex syntactic processing, 
such as the resolution of syntactic ambiguities,6 the processing 
of discourse-related information necessary for referential de
pendencies such as the processing of pronouns4 and the integra
tion of sentence-level prosody with syntactic structure and 
meaning.3,5

At the same time, there is less consensus on the role of left 
frontal regions, namely the posterior inferior frontal gyrus 
(pIFG) or Broca’s area (most commonly defined as BA 44 
and 45), for syntactic comprehension. For some models, 
Broca’s area is crucial for core syntactic operations such as 
‘merge’7,8 or syntactic unification,4 the basic process of com
bining two words together to create a meaningful syntactic 
unit (e.g. ‘the’ and ‘girl’). Other accounts further specify 
that Broca’s area is critical for processing complex sentences 
where words do not follow the canonical word order3,9 and 
perhaps require additional working memory resources.10-15

By other models, the left pIFG does not play a critical role 
during syntactic comprehension but rather performs general 
top-down cognitive supervisory functions that are non- 
syntax specific.5,16 Still other models suggest it is not critical 
at all for syntactic comprehension and only relevant for sen
tence production.6

LSM analyses help clarify the crucial role of specific por
tions of the brain for the successful performance of specific 
language functions. Although previous LSM studies consist
ently support the role of left temporal regions in syntactic 
comprehension,11,17-28 they provide a more heterogeneous 
picture on the role of left frontal regions. Among LSM stud
ies that do report the involvement of left frontal regions in 
sentence comprehension,11,18,20,24 different regions within 
the frontal lobe have been identified as critical, including 
more pIFGs, namely pars opercularis and triangularis,20

pars triangularis exclusively,24 the frontal operculum18 or 
more anterior portions of the inferior frontal gyrus (IFG), 
namely BA46 and BA47.11 It should be noted that these stud
ies differed methodologically in the type of patients tested 
(acute18,20 versus chronic11,24 stroke), in the type of task 
adopted (sentence–picture matching,11,20 yes/no comprehen
sion questions,18 token test24), in the type of covariates in
cluded in the analyses to control for individual differences 
(no covariates,11,20 age,18 lesion volume24) and in the LSM 
algorithms used.

Syntactic comprehension has traditionally been assessed 
by comparing the comprehension of ‘simple’ canonical sen
tences with the comprehension of ‘complex’ non-canonical 
sentences, such as relative clauses and passive constructions. 
Canonical sentences typically follow the word order of the 
language, such as subject–verb–object in English active sen
tences (e.g. ‘The girl kisses the boy’). Among the non- 
canonical sentences, which do not follow the prototypical 
word order of the language, the most studied ones contain 
passives or relative clauses. Passive clauses reorganize the 
syntactic structure of a sentence to emphasize the recipient 
or ‘patient’ of an action rather than the doer or ‘agent’, which 
can be silent (not present in the sentence) or introduced by 
the preposition ‘by’ (e.g. ‘The boy was kissed by the girl’), 
in English. Relative clauses are subordinate clauses that 
modify and provide additional details about a noun (the 
antecedent) within a main clause (e.g. ‘The boy that the 
girl kisses __ is tall’). They typically begin with a relative pro
noun (e.g. who, which, that) and contain a gap (or trace) that 
corresponds to the position of the antecedent in the relative 
clause. The gap can be in subject position (e.g. ‘The boy 
that __ kisses the girl is tall’) or in object position (e.g. ‘The 
boy that the girl kisses __) thus leading to subject-extracted 
and object-extracted relative clauses. Both passive construc
tions and relative clauses differ from canonical sentences 
since they both require a reshuffling of the elements within 
the sentence. However, the comprehension of these two 
types of non-canonical sentences involves different language 
mechanisms, which may rely on different neural underpin
nings. In order to successfully comprehend passive sentences, 
the ability of assigning thematic roles,29,30 without following 
the prototypical subject-agent object-patient role assign
ment, needs to be spared. In order to successfully 
comprehend relative clauses, both the ability of assigning 
thematic roles and the ability of retrieving the right ante
cedent9,31 that was processed and stored in memory need 
to be spared.
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Previous LSM studies investigated syntactic comprehen
sion in different ways. Some studies investigated the compre
hension of different canonical and non-canonical sentences 
separately,11,17 while others grouped together different types 
of canonical sentences, such as declaratives and subject rela
tive clauses and different types of non-canonical sentences 
such as passives and object relative clauses.19,20,22,25,27

Other studies focused exclusively on the comprehension of 
canonical declarative sentences24,28 or on the comprehen
sion of non-canonical sentences.23,25-27 Finally, other studies 
considered canonical and non-canonical sentences al
together.18,21 It is therefore difficult to draw clear conclu
sions on the role of specific regions for the comprehension 
of different sentence types that may rely on different lan
guage mechanisms.

Successful comprehension not only relies on cortical 
regions but is also likely dependent on white matter 
tracts.11,32-35 These include the arcuate fasciculus (AF) and 
the superior longitudinal fasciculus (SLF) that connect the 
frontal cortex with temporal and inferior parietal regions, re
spectively. The inferior longitudinal fasciculus (ILF) and the 
inferior frontal-occipital fasciculus (IFOF) pass through the 
temporal lobe. The former connects the occipital lobe with 
the anterior portions of the temporal lobe. The latter connects 
the middle and inferior frontal gyri and the inferior orbito
frontal cortex. Other relevant tracts are the uncinate fascic
ulus (UF), which connects the anterior portion of the 
temporal lobe with the inferior frontal cortex, and the middle 
longitudinal fasciculus (MdLF), which connects the inferior 
parietal lobe with the anterior STG and STS. Current models 
of sentence comprehension consider the left AF and SLF to be 
critical for syntax processing and for computing hierarchical 
dependencies among words.3-5,7 Temporal lobe tracts are gen
erally associated with the processing of meaning/semantic in
formation, although the exact functional role of each tract is 
still unclear. The extreme capsule is often cited for the process
ing of semantic information,3,4 while the UF is associated with 
the processing of simple rule-based sequences such as local 
syntactic structure building.3,7 A recent meta-analysis36 tested 
the role of several white matter tracts in different linguistic do
mains by analysing diffusion metrics of 46 studies (n = 1353 
aphasics). The meta-analysis showed the involvement of the 
left ILF and IFOF for general sentence-level comprehension, 
while the SLF and the AF were involved in syntactic process
ing. It should be noted however that the analysis of syntactic 
processing included a wide variety of language tests varying 
greatly in type of tasks (that included both production and 
comprehension) and involving a wide variety of sentence 
types. Therefore, we cannot exclude that the comprehension 
of different complex sentences relies on the integrity of 
different tracts. Finally, white matter connections to 
homologous right hemisphere regions might also assist with 
language comprehension.37-42 In particular, the posterior 
part of the corpus callosum (CC), the isthmus and the 
splenium, which contains fibres that connect the posterior 
temporal lobes,43,44 has been implicated in sentence 
comprehension.32,45-47

In this study, we aimed to provide a more fine-grained in
vestigation of syntactic comprehension. We addressed the 
limitations of the existing literature in four different ways. 
First, we tested syntactic comprehension in a large cohort 
of post-stroke individuals (n = 131), which provided suffi
cient statistical power to investigate the role of many differ
ent left hemisphere cortical areas. Second, we performed 
both univariate and multivariate LSM analyses and included 
covariates to control for individual differences.48-53 Third, 
we computed the severity of tract-level disconnection54 in 
the major tracts thought to be involved in syntactic compre
hension and correlated those measures with behaviour, in or
der to assess the role of different white matter pathways for 
the comprehension of different sentence structures. Finally, 
we analysed the comprehension of different types of canon
ical and non-canonical sentences separately. This allowed us 
to explore potential differences in the neural underpinnings 
of sentences with varying levels of syntactic complexity, ra
ther than relying simply on the canonical/non-canonical 
distinction.

Materials and methods
Participants and measures
Participants included 131 individuals (32 females and 99 
males) who sustained a single left hemisphere stroke at least 
6 months before being tested and scanned. Our sample size 
exceeds the minimum estimate recommended for reliable 
LSM results.51 All participants were right handed (based 
on Edinburgh Handedness Inventory), had native-like profi
ciency in English prior to their stroke, had more than 8 years 
of education and normal or corrected-to-normal hearing and 
vision. Participants with additional neurologic diagnoses 
(e.g. multiple strokes, Parkinson’s, dementia) and significant 
psychiatric disorders (e.g. schizophrenia, bipolar disorder) 
were excluded. Data from 64 of the participants were in
cluded in a prior study on sentence comprehension.11 A sum
mary of the participants’ demographic data is provided in 
Table 1. All participants provided their informed consent, 
and research was approved by the Institutional Review 
Boards at the VA Northern California Health Care System 
and the University of California, Berkeley in line with the 
Helsinki Declaration.

Behavioural data
Participants’ language performance was evaluated with the 
Curtiss–Yamada Comprehensive Language Evaluation 
(CYCLE-R55) test. On the CYCLE-R, participants are asked 
to listen to a sentence presented verbally by the experimenter 
and select the picture that best matches the meaning of the 
sentence they just heard from an array of either three or 
four line drawings. The CYCLE-R includes a series of subt
ests, and each subtest includes five sentences that target a 
particular syntactic structure.
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The CYCLE-R subtests analysed in the current study in
cluded a wide range of declarative sentences with varying levels 
of syntactic complexity (see Table 2). First, we considered all 
sentence types together to assess the neural underpinnings of 
general sentence-level comprehension. Then, we divided the 
subtests into four main groups. The ‘simple’ group contained 
sentences following the canonical word order, such as sub
ject–verb–object in English active sentences. The ‘passive’ 
group contained sentences where the element undergoing the 
action (generally in object position) becomes the subject of 
the sentence (e.g. ‘The boy is being pushed by the girl’). The 
‘object extraction’ group contained sentences where the dis
placed element is the object of a relative clause (e.g. ‘It’s the 
clown that the girl chases’). The ‘subject extraction’ group con
tained sentences where the displaced element is the subject of a 
relative clause (e.g. ‘The girl who is pushing the boy is happy’).

Neuroimaging data
Lesion mapping
Participants’ lesions were reconstructed manually from MRI 
or CT data acquired at least 6 months post-stroke. Data ac
quired before 2012 (n = 96) were previously reported in the 
study by Baldo et al.56 High-resolution T1-weighted struc
tural 3D MRI scans were acquired for 43 participants using 
a 1.5 T Phillips Eclipse scanner. The T1-weighted images 
were collected with a Spoiled Gradient Recall sequence en
compassing 212 coronal slices. Lesions, whose extents 
were confirmed using T2-weighted and fluid-attenuated in
version recovery (FLAIR) images, were manually delineated 
directly on the T1 digital MRI images utilizing MRIcro soft
ware.57 These lesion reconstructions were then aligned with 
the montreal neurological institute (MNI) template using the 
standard non-linear spatial normalization procedure from 
SPM2 incorporating a cost function masking procedure to 

mitigate distortions due to the presence of lesions.58 In cases 
where 3D digital MRI images were unavailable, lesions were 
traced from hard-copy CT (n = 31) or MRI films (n = 22). 
The CT images were acquired using a Siemens Somatom 
Emotion 16 CT scanner with 3 × 3 × 3 mm resolution, while 
the MRI images were similarly obtained using the 1.5 T scan
ner. Lesions were drawn manually onto an atlas-based59

11-slice standardized template by a board-certified neurolo
gist who was blinded to the patient’s behavioural data and 
study hypotheses (for reliability of these methods, see studies 
by Friedrich et al.60 and Knight et al.,61). These templates 
were digitized and transformed into MNI space using 
SPM5. This transformation involved aligning slices from 
both templates with 50 control point pairs to match anatom
ical features, followed by a local weighted mean transform
ation using the cpselect, cp2tform and imtransform 
functions in Matlab 6.5. These functions were used to 
warp all lesion reconstructions from the 11-slice template 
into MNI space. Data acquired after 2012 (n = 35) were col
lected either on a 3 T Siemens Verio or Trio scanner using an 
magnetization-prepared rapid gradient echo (MP-RAGE) se
quence with 1 × 1 × 1 mm voxel size. The participants’ le
sions were traced directly onto the patient’s native 
T1-weighted images manually using the MRIcron software62

or ITK-SNAP.63 The T2-weighted and FLAIR images (when 
available) were co-registered with the T1 images to verify the 
extent of the lesions. T1 images and binary lesion masks were 
normalized to an MNI template using a modified version of 
the unified segmentation/normalization algorithm imple
mented in SPM8 with cost function masking of the lesion 
(Seg toolbox in the SPM8 distribution64). This algorithm 
was customized to optimize the normalization of deep white 
matter and ventricles by using an age-relevant template and, 
additionally, by incorporating a head model.13,51,65 This 
choice provided a tighter fit to the template space without 

Table 1 Participants’ details 

Variables Range, mean, and standard deviation

Age Range 31–86 years; M = 62.7; SD = 11.7
Education Range 10–22 years; M = 15.1; SD = 2.6
Time post-onset Range 7–329 months; M = 59; SD = 67.5
Lesion volume Range 15–56 870 mm3; M = 12 898; SD = 11 453
Aphasia Quotient (AQ) of the Western Aphasia Battery (WAB) Range 10–100 score; M = 74.8; SD = 26.6
WAB subtests Information content: range 0–10 score; M = 7.7; SD = 2.9 

Fluency: range 0–10 score; M = 7.4; SD = 2.9 
Yes/no questions: range 12–60 score; M = 55.2; SD = 8.1 
Auditory word recognition: range 9–60 score; M = 52.4; SD = 12.4 
Sequential commands: range 2–80 score; M = 60.4; SD = 22 
Repetition: range 0–100 score; M = 69.9; SD = 34.5 
Object naming: range 0–60 score; M = 45.1; SD = 20.3 
Word fluency: range 0–20 score; M = 9; SD = 6.3 
Sentence completion: range 0–10 score; M = 7.5; SD = 3.6 
Responsive speech: range 0–10 score; M = 7.3; SD = 3.9

CYCLE-R comprehension accuracy Simple: range 20–100 score; M = 90.1; SD = 16.7 
Passive: range 10–100 score; M = 77.3; SD = 26.7 
Subject extraction: range 13–100 score; M = 71.4; SD = 27.8 
Object extraction: range 0–100 score; M = 64.9; SD = 28.7

We report the range (min–max), the mean and the standard deviation values for each variable.
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distorting overall brain anatomy.64 The lesion masks were 
converted to standard MNI space with a 2-mm isovoxel 
resolution. The overlay of patients’ lesions used in the LSM 
analyses is presented in Fig. 1 and shows that a large portion 
of the middle cerebral artery distribution was included.

Indirect structural disconnection mapping
The Lesion Quantification Toolkit54 was used to model 
the effects of each lesion on the typical white matter con
nectome to estimate the degree of white matter tract dis
connection. The Toolkit is based on the HCP-842 atlas, 
which was built by using high-resolution diffusion MRI 
data collected from 842 healthy participants.66 Each par
ticipant’s lesion and the atlas’ tracts were first embedded 
in the same space to identify the subset of streamlines that 
pass through the lesion-occupied volume. The percentage 
of disconnection severity was then determined by calcu
lating the proportion of disconnected streamlines relative 
to the total number of streamlines, separately for each 
tract.

Statistical analysis
Behavioural
Patients’ auditory comprehension accuracy on the CYCLE-R 
was analysed with logit mixed-effect models,67 with 
Sentence Group as a fixed effect, and random intercepts for 
the subject grouping factor.68 Potential inter-relationships 
among the comprehension of different sentence types were 
assessed using Pearson correlations. Two of 131 participants 
did not have accuracy scores for the subject extraction and 
object extraction sentence groups. Pairwise deletion was 
chosen to preserve as much information as possible for 
each analysis. List-wise deletion of those missing values did 
not significantly affect the results.

Lesion–symptom mapping
Both univariate and multivariate LSM analyses were con
ducted to relate auditory comprehension performance on 
the CYCLE-R to underlying lesion data, using methods de
scribed in detail in the study by Ivanova et al.51 Univariate 
LSM1 provides a statistical comparison of behaviour across 
patients with and without a lesion on a voxel-by-voxel basis. 
Only voxels that were lesioned in at least five participants 

were included in the analysis. Lesion masks had a 4-mm 
smoothing. In order to account for false positive results 
due to the large number of voxels being sampled, permuta
tion testing was applied.48,49,69 In particular, we used a con
tinuous permutation-based family-wise error rate (FWER) 
correction set to the 125th largest t-value with 1000 permu
tations (T-nu = 125; n = 125 corresponds to 1 cm3 when 
working with 2-mm-sided voxels), with a final threshold 
set at P = 0.05.49,51 The same data were also analysed with 
multivariate LSM, consistent with current recommendations 
in the literature.51 Multivariate LSM considers the effects of 
all lesioned voxels jointly in a unified model. For the multi
variate analysis, we used the support vector regression–based 
(SVR) method with standard hyper-parameter values com
monly used in the field.70,71

In all LSM analyses, we included the following demo
graphic variables as covariates: age, years of education, 
months post-stroke and lesion size.51,52 Analyses that 
did not include lesion size as a covariate are reported in 
Supplementary Table 2 and Fig. 2. In order to address 
the concern of our results being influenced by the task 
and/or representing lexical-semantic rather than syntactic 
deficits, we ran an extra analysis. In this analysis, we 
removed the CYCLE subtest targeting lexical-semantic 
processing (‘Possession: The clown has a balloon’) from 
the ‘Simple’ sentence group and added it to the list of 
covariates.

All LSM analyses were implemented with the freely 
available CLSM Matlab package.72

Tract disconnection analyses
To evaluate the impact of tract-level disconnection 
severity on auditory sentence comprehension, we performed 
Pearson correlations analyses, Bonferroni corrected for the 
number of tracts (alpha = 0.0038). The tracts included the 
AF, the SLF, the UF, the IFOF, the ILF and the MdLF. We 
also analysed the five subsections of the CC (anterior: 
CCAneror, mid-anterior: CCMdAneror, central: CCCenra, 
mid-posterior: CCMdPoeror and posterior: CCPoeor) to in
vestigate the role of inter-hemispheric connections. Finally, 
the frontal aslant tract (FAT) and the corticospinal tract 
(CST) were analysed as control tracts that were not expected 
to play a role during syntactic comprehension.

Figure 1 Lesion overlay. Lesion overlay map of the voxels that entered the LSM analyses.
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Results
Behavioural
The mean, standard error (SE) and distribution of the accuracy 
data for each sentence group is reported in Fig. 2. 
Comprehension of simple sentences was more accurate than 
the comprehension of passives (estimate: 2.36, SE: 0.52, 
z = 4.56, P < 0.0001), subject extraction (estimate: 2.66, SE: 
0.53, Z = 5.04, P < 0.0001) and object extraction (estimate: 
3.61, SE: 0.56, Z = 6.51, P < 0.0001). Comprehension accur
acy of different types of complex structures also differed: sen
tences containing object extraction were more difficult to 
comprehend (resulting in lower scores) compared with sen
tences containing subject extraction (estimate: −0.96, SE: 0.36, 
Z = −2.66, P < 0.01) and passives (estimate: −1.25, SE: 0.37, 
Z = −3.34, P < 0.001). Comprehension of subject extraction 
and passives did not differ statistically (estimate: −0.29, SE: 
0.36, Z = −0.11, P = 0.42).

The Pearson correlation analyses exploring the relation
ship between different sentence groups are reported in 
Table 3. Accuracy in comprehension of simple sentences 
was correlated with comprehension of sentences containing 
passives, subject or object extraction. In other words, parti
cipants with lower accuracy in the comprehension of simple 
sentences also had lower accuracy in the comprehension of 
non-canonical sentences. Similarly, participants with lower 

accuracy scores in the comprehension of passives also had 
lower scores in the comprehension of sentences containing 
subject extraction and/or object extraction.

Lesion–symptom mapping
The results of the univariate LSM analyses for all sentences 
considered together and each sentence group separately (sim
ple, passive, subject extraction, object extraction) are sum
marized in Fig. 3. For each LSM analysis, we report the 
maximum statistic location (MaxLSM

51 ), namely the peak co
ordinates [px, py, pz] of the significant cluster identified by 
each analysis within the text. Parcels from the Brainnetome 
Atlas73 that were covered by the results of each LSM analysis 
are reported in the Supplementary Table 1.

The results of the univariate LSM analysis assessing cru
cial neural underpinnings for general sentence-level compre
hension identified portions of the left mid-posterior temporal 
lobe and left inferior parietal lobe, namely the mid-posterior 
STS and STG, the MTG, the inferior temporal gyrus (ITG) 
and the inferior parietal lobule (IPL), as well as underlying 
white matter (MaxLSM [−38, −22, −6] IFOF/ILF). Simple 
sentence comprehension was associated with more inferior 
portions of the temporal lobe, namely the temporo-occipital 
region of the MTG and the posterior and temporo-occipital 
division of the ITG (MaxLSM [−70, −22, −16] MTG, caudal 
area 21). Conversely, the processing of more complex 

Figure 2 Behavioural data. Mean accuracy data (histogram), SEs (bars) and data distribution (violin plots) for each sentence group. Each data 
point represents the behaviour of each participant in our sample.

Table 3 Pearson correlations between comprehension accuracy for different sentence groups

Simple Passive Subject extraction Object extraction

Simple 1 0.77 0.69 0.67
Passive 1 0.86 0.78
Subject extraction 1 0.84
Object extraction 1
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Figure 3 LSM analysis (covariates: age, time post-stroke, education, lesion volume). Univariate LSM maps for the comprehension of 
different groups of sentences from the CYCLE-R test, with age, months post-onset, education and lesion volume as covariates. The coloured bar 
represents the range of significant t-values following the continuous permutation-based FWER correction for multiple comparisons.
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sentences involved the mid-posterior left MTG and more su
perior portions of the temporal lobe such as the left STG, STS 
and underlying white matter (MaxLSM passives: [−38, −24, 
−6] IFOF/ILF; subject extraction: [−34, −24, 0] IFOF and 
object extraction: [−60, −28, −6] anterior STS). A portion 
of the IPL, the angular gyrus, was also found to be relevant 
for the comprehension of passive sentences. The multivariate 
LSM analyses identified significant LSM clusters in four of 
the five sentence group analyses (see Supplementary Fig. 1 
and Table 1) with similar foci to the univariate analyses, pro
viding additional confirmation of the findings.51

The results of the extra LSM analyses controlling for 
lexical-semantic processing abilities showed smaller clusters 
but with similar foci, as shown in Fig. 4 (a full list of 
Brainnetome parcels was provided in the Supplementary 
Table 3). The results of the univariate LSM analysis consid
ering all sentences identified portions of the left temporal 
lobe and inferior parietal lobe, namely the anterior and 
mid-posterior STS and STG, the MTG, portions of the in
sula (hyper-granular) and the IPL, as well as underlying 
white matter (MaxLSM [−34, −24, 0] IFOF). Simple sen
tence comprehension was associated with more inferior 
portions of the temporal lobe, namely the posterior and 
temporo-occipital divisions of the ITG and the MTG 
(MaxLSM [−62, −38, −6] MTG: caudal area 21). 
Conversely, the processing of more complex sentences in
volved the more superior portions of the temporal lobe 
such as the left STG, STS, the mid-posterior MTG and 
underlying white matter (MaxLSM passives: [−38, −24, 
−6], IFOF/ILF; subject extraction: [−34, −24, 0] IFOF 
and object extraction: [−46, −12, −8] ILF). In sum, the 
results of the extra analysis aligned with the previous ana
lyses, further reinforcing our interpretation that the results 
reliably reflect syntactic deficits.

Tract disconnection analyses
Correlation analyses between the comprehension accuracy 
of different types of sentences and the percentage of dis
connection for different white matter tracts are reported 
in Fig. 5.

Impaired performance in overall sentence comprehension 
was associated with disconnection of the left ILF, IFOF, 
MdLF, UF and AF and with the disconnection of the more 
CCPoeor. However, when different sentence groups were con
sidered separately, the correlation analyses showed a more 
nuanced picture. The disconnection of the left ILF, IFOF, 
MdLF and UF and the disconnection of the CCPoeor did ap
pear to impact the comprehension of both canonical and non- 
canonical sentences. Interestingly, the disconnection of the left 
SLF and AF only affected the comprehension of certain types 
of complex sentence structures: the disconnection of the SLF 
impacted the comprehension of sentences with subject extrac
tion, while the disconnection of both the SLF and the AF af
fected the comprehension of sentences containing object 
extraction. Comprehension of passive sentences was not sig
nificantly affected by the disconnection of any dorsal tracts. 

Similarly, the disconnection of the CCMdPoeor was detrimen
tal for the comprehension of subject and object extractions, but 
not for passive sentences.

Discussion
This study aimed to provide a comprehensive investigation 
of the neural basis of sentence comprehension, with a focus 
on understanding the roles of specific brain regions and 
white matter pathways in processing sentences with varying 
levels of syntactic complexity. To achieve these aims, we ana
lysed auditory sentence comprehension data from a large co
hort of left hemisphere stroke survivors and related 
performance to neural substrates using univariate and multi
variate LSM as well as indirect structural disconnection 
mapping. In the following sections, we discuss the implica
tions of our findings, first focusing on the distinct brain re
gions and white matter pathways that support general 
sentence-level comprehension and those that support com
prehension of specific types of complex syntactic structures. 
We compare our results with previous LSM studies, high
lighting both consistencies and unexpected findings. Next, 
we discuss the importance of considering a more nuanced def
inition of syntactic complexity, rather than relying simply on 
the canonical/non-canonical distinction. Finally, we discuss 
the implications of our findings for the formalization of reli
able neurocognitive models of sentence comprehension.

The role of temporal regions and 
underlying white matter pathways for 
successful sentence comprehension
One of the primary aims of our study was to identify the 
brain regions and white matter pathways that are critical 
for general sentence-level comprehension. All LSM analyses 
revealed consistent involvement of temporal regions for 
overall sentence comprehension performance, namely the 
left STS, mid-to-posterior MTG, STG and ITG. This finding 
aligns with previous empirical findings11,17-28 and with exist
ing theoretical accounts3-6 that underline the crucial role of 
these left temporal regions during simple and complex sen
tence structure building: the posterior STG helps integrate 
phonological and syntactic information, the posterior ITG 
represents lexical-semantic information, while the posterior 
MTG helps integrate semantic and syntactic information 
and process more complex sentence structures, similarly to 
the posterior STS.

Building on previous LSM studies, which focused primar
ily on the role of grey matter regions in syntactic comprehen
sion, a significant advancement in our study was analysing 
the role of different white matter tracts. Our findings showed 
that the disconnection of the left ILF, IFOF, MdLF, UF 
and AF impacted auditory comprehension of all sentence 
types, highlighting their critical roles in supporting general 
sentence-level comprehension.3,4,36 When different sentence 
types were analysed separately, the disconnection of the AF 
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Figure 4 Additional LSM analysis with lexical-semantic processing as covariate. Univariate LSM maps for the comprehension of 
different groups of sentences from the CYCLE-R test, with age, months post-onset, education, lesion volume and lexical-semantic processing as 
covariates. The coloured bar represents the range of significant t-values following the continuous permutation-based FWER correction for 
multiple comparisons.
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was specifically associated with impairments on the most com
plex sentence type only, object extraction. This result is further 
discussed in the next section. Finally, lesions in the CCPoeor 
also affected the comprehension of all sentence types. Prior 
studies have shown that, when integration demands increase, 
the right hemisphere40 and in particular posterior transcallosal 
white matter connections can play an important role, for ex
ample during word retrieval in sentences32 or during the 
integration of syntactic and prosodic information.46

Agenesis of the CC can also hinder the acquisition of 
syntactic comprehension skills during childhood.45 All 
these findings suggest that inter-hemispheric connections 
between the temporal lobes are also important for 
successful comprehension32,40,45-47 and that enriching 
current LSM analyses with indirect structural disconnec
tion analyses may be beneficial in further characterizing 
the neural underpinnings of language comprehension.

Frontal involvement and syntactic 
comprehension in LSM studies
There has been considerable debate in the literature about 
the involvement of left frontal regions in syntactic compre
hension, particularly the pIFG or Broca’s area. We attributed 
the heterogeneity of previous findings to methodological dif
ferences, which in our study were addressed by investigating 
a large cohort of post-stroke individuals, employing both 
univariate and multivariate LSM analyses,51 considering 
white matter disconnection in correlation with behaviour,54

and, especially, by grouping sentences based on their differ
ent linguistic properties.

In the current study, the left inferior frontal regions, in
cluding Broca’s area, were not found to be critical for syn
tactic comprehension. This finding is in line with previous 
LSM studies that, like the current study, included critical 
covariates such as lesion size in the analyses.17,21-23,25-27

Previous studies that have reported a role for left inferior 
frontal cortex in syntactic comprehension did not correct 
for lesion size.11,18,20 To further investigate this discrepancy 
surrounding Broca’s area, we also ran univariate and multi
variate LSM analyses without correcting for lesion volume 
(Supplementary Table 2 and Fig. 2). Here, portions of pars 
orbitalis (lateral area 12/47) of the left IFG emerge as relevant 
for the comprehension of both simple and complex sentences. 
Portions of Broca’s area, pars triangularis, of the left IFG (ros
tral area 45) did emerge as relevant for the comprehension of 
more complex sentences involving subject and object extrac
tions (‘The girl is pulling the boy who is mad’, ‘It’s the boy 
that the girl is pulling’). Interestingly, there was very limited 
or no contribution of Broca’s area for the comprehension 
of simple declarative sentences or passives (e.g. ‘The girl is 
pulling the boy’, ‘The boy is being pulled by the girl’). This 
finding further suggests that, independently from methodo
logical reasons (such as including lesion size as a covariate), 
the left pIFG might not be as crucial as expected for basic sen
tence structure building involving syntactic operations such 
as merge or unification, as predicted by some neurocognitive 
models of sentence comprehension.3,4,8

Although the left IFG was not critically related to syntactic 
comprehension in our study, our results showed that the dis
connection of fibre tracts involving left frontal areas did sig
nificantly impact the comprehension of specific sentence 

Figure 5 White matter disconnection analysis. Pearson correlations testing the impact of tract disconnection severity on the 
comprehension of different types of sentences. Negative values represent inverse correlations: the higher the disconnection of the tract, the lower 
the comprehension accuracy. The coloured cells indicate the correlations that survived the correction for multiple comparisons 
(Bonferroni-corrected alpha = 0.0038).
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types. The fact that only certain sentence types are affected 
by fronto-temporal white matter lesions also emphasizes 
the importance of considering a more nuanced definition of 
syntactic complexity9 when evaluating the contributions of 
different brain regions. These results are discussed in detail 
in the next section.

Beyond the canonical versus 
non-canonical distinction: a 
finer-grained analysis of syntactic 
complexity
Our study addressed limitations in previous studies by cat
egorizing various types of canonical and non-canonical 
sentences into more linguistically nuanced groupings, as 
a simple division between canonical and non-canonical 
sentences could be too coarse grained to fully capture dif
ferent mechanisms and neural underpinnings necessary 
for successful syntactic comprehension. In this study, we 
considered different complex sentences: sentences contain
ing passives (e.g. ‘The boy is pulled by the girl’), subject 
extraction (e.g. ‘The girl is pulling the boy who is mad’) 
and object extraction (e.g. ‘It’s the boy that the girl is pull
ing’). As we pointed out in the introduction, the successful 
comprehension of these sentence types relies on two core 
mechanisms, namely thematic role assignment and long- 
distance retrieval, and for this reason, the areas recruited 
for their processing might be different. In particular, 
among those structures, object extraction was expected 
to be the most demanding sentence type in terms of pro
cessing costs.9,31

Our LSM analyses and disconnection analyses highlighted 
the recruitment of different cortical regions in the temporal 
lobe and white matter connections for the successful 
comprehension of these different sentence types, even 
when accounting for lexical-semantic processing abilities. 
The comprehension of simple declarative sentences was asso
ciated with more inferior portions of the temporal lobe, 
namely the posterior portion of the ITG and the MTG as 
well as spared left temporal white matter tracts (ILF, IFOF, 
MdLF and UF). Interestingly, the disconnection of the SLF 
impacted comprehension of subject- and object-extracted 
sentences, but not passive sentences. These non-canonical 
sentence types are typically grouped together in LSM 
studies,18-21,23,25-27 thus obscuring the fact that they rely 
on different neural substrates. Successful thematic role as
signment for the interpretation of passives can be achieved 
with spared left posterior temporal regions and underlying 
white matter tracts. Successful retrieval of the subject 
and object can be achieved if tracts that connect the left tem
poral and frontal regions are also spared. Finally, spared 
connections between the posterior STS and the pIFG via 
the AF were critical for comprehension of object-extracted 
sentences. This finding is in line with previous work 
suggesting that connections between the left temporal and 
frontal regions are critical for the processing of more 

complex sentence structures,35,74 arguably because of the re
cruitment of memory retrieval resources.10,14,15,31

Collectively, these findings underscore the significance of 
carefully considering and refining syntactic complexity for 
a better understanding of syntactic comprehension. By inte
grating LSM analyses with disconnection analyses and dis
tinguishing various types of non-canonical sentences, we 
gain deeper insights into how the language network is en
gaged, depending on the specific processes at play.

Implications for current 
neurocognitive models of sentence 
comprehension
Our findings have implications for refining neurocognitive 
models of language processing by providing empirical in
sights into the neural mechanisms underlying syntactic com
prehension. Our findings support theoretical accounts 
highlighting the importance of left mid-to-posterior tem
poral cortex and underlying white matter tracts for syntactic 
structure building.6,11,32,74,75 Our findings are not consistent 
with prior theoretical accounts suggesting that the pIFG 
(Broca’s area) is the crucial hub for syntactic process
ing.3,4,8,9 Finally, our identification of distinct left cortical re
gions and white matter pathways involved in processing 
sentences with varying levels of syntactic complexity chal
lenges the simplistic dichotomy between canonical and non- 
canonical sentence classifications. The involvement of more 
inferior left temporal regions in the processing of simple sen
tences and more superior temporal regions in the processing 
of more complex sentences and the involvement of different 
tracts connecting the frontal and temporal regions for the 
processing of very specific types of complex sentences sug
gest a gradient of syntactic complexity that should be consid
ered in future research and current formalizations of 
sentence comprehension in the brain.

Limitations and future directions
This study, while illuminating the neural correlates of syn
tactic comprehension, has a number of specific limitations. 
The current study utilized the CYCLE-R, which was devel
oped to test comprehension on a wide range of syntactic 
structures but has a small number of test stimuli per subtest 
and a non-exhaustive set of sentence types. Also, although 
the CYCLE-R controls for a number of linguistic variables 
across sentence types (e.g. word frequency), other variables 
are not controlled (e.g. sentence length), thus limiting the 
ability of creating controlled minimal pairs.9 Another limita
tion is that our disconnection analyses relied on indirect 
measures of structural disconnection, as diffusion tensor im
aging data were only available for a subset of participants. 
Diffusion tensor imaging data collection is now a part of 
our standard protocol, and we hope we can offer more reli
able diffusion tensor imaging–based disconnection analyses 
in the future. Additionally, our dataset did not include infor
mation about the error types thus preventing us to provide 
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error-based analyses and further characterize participants’ 
behaviour and type of processing deficits involved during 
the comprehension of different sentence structures. Moving 
away from aggregated scores, providing detailed by-item 
(error) information, expanding the concept of syntactic com
plexity to include a broader array of sentences and adopting 
even more mechanistic classifications such as quantifying 
memory retrieval difficulties for each type of sentence could 
offer richer insights. We believe that mechanism-based ap
proaches can better address the so-called ‘granularity mis
match problem’,76 that is the challenge for reconciling 
nuanced, fine-grained linguistic operations and neuroscientific 
broader conceptual approaches to language.

Finally, the generalizability of these findings is subject to 
certain limitations related to the specific population studied. 
Future research should aim to test such finer-grained levels of 
syntactic complexity in more diverse populations. For in
stance, conducting similar studies in non-English speaking 
populations would help determine if our findings are consist
ent across languages with different syntactic structures and 
linguistic features.

In sum, while this study contributes valuable insights into 
the neural underpinnings of syntactic comprehension, it also 
opens several avenues for future research. By addressing 
these limitations and pursuing the outlined directions, subse
quent studies can further elucidate the intricate relationship 
between brain function and syntactic processing, enhancing 
our understanding of the neural architecture of language.

Conclusion
This comprehensive study explored the neural foundations 
of syntactic comprehension, particularly investigating the 
roles of specific brain regions and white matter pathways 
in processing sentences with varying syntactic complexity. 
Our findings spotlight the critical role of left posterior tem
poral regions and associated white matter pathways in syn
tactic comprehension, challenging traditional views on the 
predominant role of the left inferior frontal regions in this 
domain. Through a nuanced examination of syntactic com
plexity, we have achieved a more refined understanding of 
the neural architecture underlying sentence comprehension. 
These findings offer novel insights for future research 
and refining current neurocognitive models of sentence 
comprehension.
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Supplementary material is available at Brain Communications 
online.
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