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R E S U M E N

El estudio de la materia en su forma "condensada", se refiere a sistemas
donde la densidad es suficientemente alta para que las interacciones entre
las partículas constituyentes sean críticas para comprender sus propiedades.
Las excitaciones disponibles en estos sistemas suelen tener una energía muy
baja, especialmente en comparación con las escalas térmicas o químicas. Estas
propiedades de baja energía son emergentes, lo que significa que no existen
en los constituyentes individuales, sino que surgen de interacciones sutiles
entre un número practicamente infinito de partículas. Este comportamiento
emergente, donde "el todo es mayor que la suma de sus partes", es uno de los
aspectos más cautivadores de la física de la materia condensada.

Una de las tareas principales en la física de la materia condensada es clasi-
ficar la materia basada en estas propiedades emergentes. Históricamente, la
forma más básica de clasificar estos sistemas ha sido en términos de sus es-
tructuras espaciales. Las categorías más familiares son los sólidos, donde los
átomos forman estructuras ordenadas periódicamente, y los líquidos, donde
dicho orden está ausente. Sin embargo, una clasificación más moderna y útil
de los sistemas de materia condensada se basa en el comportamiento de los
electrones dentro del sistema, ya que la mayoría de las propiedades de interés
para aplicaciones dependen de este comportamiento. La idea original de dis-
tinguir entre conductores y aislantes data de 1729, pero desde entonces se ha
ampliado para incluir muchas otras clasificaciones como aislantes, semicon-
ductores, metales, superconductores, paramagnetos, ferromagnetos, etc.

Una clasificación aún más útil y precisa en muchos casos es la basada en las
simetrías de los sistemas. Esta aproximación ganó especial relevancia después
de que Landau, en la década de 1930, explicara exitosamente la teoría de las
transiciones de fase utilizando el concepto de ruptura espontánea de simetría.
Este concepto surge del hecho de que las fases de la materia a menudo ex-
hiben menos simetría que el Hamiltoniano que las rige. Por ejemplo, los sóli-
dos cristalinos rompen espontáneamente las simetrías continuas espaciales de
traslación o rotación. El "origen" del cristal es en cierto sentido un "accidente"
de la historia. Este fenómeno se conoce como ruptura espontánea de simetría,
que es en sí mismo una propiedad emergente del sistema. Otro ejemplo se en-
cuentra en los ferromagnetos o antiferromagnetos, donde se rompe la simetría
de inversión temporal, inherente al Hamiltoniano subyacente.

El esquema de Landau basado en simetrías ha sido extremadamente exitoso
para clasificar fases y transiciones de fase. Sin embargo, el descubrimiento del
efecto Hall cuántico entero por Von Klitzing en 1980 reveló las limitaciones de
este esquema. En este experimento, un sistema bidimensional de electrones es
sometido a un campo magnético perpendicular mostrando una resistividad
perpendicular (resistividad Hall) que, contrariamente a lo esperado, no es pro-
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porcional al campo magnético. En su lugar, la resistividad muestra mesetas
cuantizadas, es decir, la resistividad está cuantizada por un número entero.
Aunque estas fases pueden clasificarse por diferentes números enteros, las
simetrías no cambian, por lo que no encajan en el esquema de simetría de
Landau.

Dos años después, en 1982, Thouless y colaboradores demostraron que este
número entero estaba vinculado a un invariante topológico específico cono-
cido como el número de Chern. Este descubrimiento abrió el camino a un
nuevo esquema de clasificación basado en invariantes topológicos, donde las
transiciones entre fases (cambios en los invariantes topológicos) se denomi-
nan transiciones de fase topológicas. Este concepto de fases topológicas de la
materia se ha convertido desde entonces en un concepto fundamental de la
física de la materia condensada contemporánea.

En la década siguiente, se dio un avance significativo cuando en 1988 Hal-
dane propuso un modelo para el efecto Hall cuántico, en el que demostranba
que un sistema podría exhibir dicho efecto Hall (que implica número de
Chern no nulo) incluso en ausencia de un campo magnético externo, de man-
era intrinseca. Sin embargo, no fue hasta mucho después que se descubrieron
materiales inherentemente topológicos. Kane y Mele en 2005 mostratron que
los sistemas que preservan la simetría de inversión temporal también podían
exhibir propiedades topológicas intrínsecas, caracterizadas por un nuevo in-
variante topológico conocido como el número de Chern de espín. Estas nuevas
fases de la materia fueron denominadas aislantes topológicos, requiriendo el
acoplamiento espín-órbita y la simetría de inversión temporal como elementos
cruciales para una topología no trivial. La realización experimental de tales
sistemas se logró tan solo dos años después por König y colaboradores, coin-
cidiendo con la demostración de Fu y Kane de que el concepto de aislantes
topológicos podía extenderse a tres dimensiones.

Aunque podría parecer que el nuevo esquema de fases topológicas no tiene
ningún vínculo con las simetrías, esenciales en el esquema de Landau, esto
está lejos de ser cierto. La exploración de la relación entre las simetrías in-
ternas y la topología para sistemas sin interación llevó a una clasificación
conocida como la "ten-fold way". Más tarde, en 2011, Fu y colaboradores in-
trodujeron el concepto de los aislantes topológicos cristalinos, demostrando
que las simetrías cristalinas, al igual que la simetría de inversión temporal
en los aislantes topológicos, también pueden dar lugar a fases topológicas.
Además, Fu y Kane ilustraron que, en presencia de la simetría de inversión,
se puede establecer una correspondencia entre el número de Chern de espín
y la simetría de los autoestados en puntos específicos de la zona de Brillouin.
Este concepto, conocido como el criterio de paridad de Fu-Kane, representa
el primer ejemplo de un indicador de simetría para la topología.

Esta conexión entre la topología y la simetría fue formalizada posterior-
mente en 2017 por la química cuántica topológica y la teoría de los indicadores
de simetría, proporcionando una clasificación de la materia en términos de
invariantes topológicos que pueden relacionarse con las simetrías de los au-
toestados. La existencia de esta relación reduce significativamente el costo
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computacional de calcular invariantes topológicos utilizando métodos ab ini-
tio y abre la posibilidad de filtrar bases de datos de materiales para buscar
nuevos materiales topológicos. El éxito de estos métodos se ejemplifica con
los resultados del primer estudio de este tipo, que encontró que aproximada-
mente el 12% de los 26.938 compuestos estudiados eran aislantes topológicos.
Esto sugiere que las fases topológicas, previamente consideradas rareza o ex-
cepción en la naturaleza, son en realidad comunes. Por lo tanto, parece que
las simetrías cristalinas no solo pueden dar lugar a la topología, sino que tam-
bién servir para diagnosticarla. Sin embargo, en cierto sentido, hemos pasado
de centrarnos únicamente en las simetrías del sistema (como en el esquema
de Landau) a estudiar las simetrías de los autoestados.

Por lo tanto, podriamos decir que aunque la teoría de Landau ha sido no-
tablemente exitosa en elucidar la relación entre los efectos de red y las fases
tradicionales de la materia, la intrusión de la materia topológica, ha revelado
un hecho ineludible: las simetrías del sistema por sí solas son insuficientes
para clasificar las fases de la materia. Este cambio de paradigma, introduce
un gran abanico de posibles vias de investigación, con amplias implicaciones
para el futuro de las tecnologías cuánticas. Inspirados en esto, el objetivo prin-
cipal de esta tesis, como se refleja en su título, ha sido explorar la interacción
entre tres áreas específicas: los efectos de red, las transiciones de fase y fases
topológicas de la materia. Cada uno de estos campos es ya extremadamente
vasto, lo que implica que un gran numero de ideas y proyectos podrían ad-
scribirse a esta tesis. De los diversos proyectos y colaboraciones realizados,
hemos seleccionado tres proyectos particulares que creemos ilustran mejor
tres distintas intersecciones entre estos campos.

Por ejemplo, es evidente que hasta ahora nuestra discusión se ha centrado
principalmente en el estudio de la topología de los electrones, pero sin em-
bargo, otras cuasipartículas, como los fonones o los fotones, también pueden
exhibir características topológicas. Los fonones, en particular, juegan un papel
crucial en muchas propiedades fundamentales de los sólidos, incluyendo el
transporte, las respuestas ópticas y térmicas, o la superconductividad. Por lo
tanto, materiales con bandas fonónicas topológicas podrían revolucionar la
física del estado sólido. La búsqueda de topología no trivial en los fonones
ha estado basada principalmente en métodos tradicionales y avanzado a un
ritmo lento. Sin embargo, recientes estudios han acelerarado tremendamente
esta búsqueda. Paralelamente a esta tesis doctoral, se publicó recientemente
un catálogo de materiales con fonones topológicos, aplicando la química cuán-
tica topológica a una base de datos de materiales tridimensionales. Sorpren-
dentemente, al contrario que los sistemas electrónicos, este análisis reveló una
ausencia casi completa de topología frágil acumulativa en los fonones.

Por nuestra parte, en el primer poyecto que abarca esta tesis doctoral, combi-
namos la teoría de grupos con la química cuántica topológica para caracterizar
completamente la topología de posibles espectros fonónicos de la estructura
bidimensional "buckled honeycomb", abordando así directamente el estudio
de la topología de los efectos de red. Utilizando solo la estructura cristalina
como input, demostramos que este sistema podría exhibir once fases distin-
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tas, nueve de las cuales son topológicas. Nuestros hallazgos, en línea con los
del reciente estudio que se hizo paralelamente a esta tesis, indican que los
sistemas reales con esta estructura no exhiben una topología no trivial en
sus espectros fonónicos. Además, a través de una combinación de cálculos de
primeros principios y un modelo analítico, explicamos por qué, a pesar de la
existencia de diversas fases topológicas, los materiales reales que se ordenan
de acuerdo a esta structura se encuentran en una de las fases triviales.

En esta tesis, también se hace uso extensivo del esquema de clasificación de
Landau, el cual, como demostraremos, puede complementar la clasificación
topológica. Por ejemplo, las ondas de densidad de carga se caracterizan por
ser un estado fundamental donde tanto la densidad de carga como las posi-
ciones iónicas experimentan una modulación periódica en relación con una
fase de alta simetría. Las transiciones de fase desplazativas de este tipo, es-
tán correctamente descritas por el formalismo de Landau, y las simetrías de
la fase resultante pueden derivarse del análisis de simetría del parámetro de
orden. Por otro lado, los cambios en las simetrías del sistema inevitablemente
afectan la estructura de bandas y las simetrías de los estados electrónicos, in-
fluyendo así en la clasificación topológica. Por ejemplo, se ha propuesto que
las ondas de densidad de carga pueden dar lugar a nuevas fases de la materia
como aislantes de axiones, donde una onda de densidad de carga acopla dos
fermiones de Weyl, induciendo un estado aislante. Por lo tanto, los efectos de
red pueden influir profundamente en la clasificación topológica.

Con el objeto de estudiar la interacción entre las ondas de densidad de carga
y el orden topológico, analizamos el SnP, un nuevo material bidimensional. En
este estudio, exploramos el potencial de las ondas de densidad de carga para
inducir una transición metal-aislante, dando lugar a una fase topológica emer-
gente. Investigamos tres posibles transiciones de fase, que resultaron en fases
aislantes metaestables, con una siendo topológicamente no trivial bajo tensión
externa. Sin embargo, uno de los resultados principales del estudio, aunque
no era la intención inicial, fue que la estructura del estado fundamental solo
se manifiesta debido a la influencia de los grandes efectos anarmónicos. Esto
subraya la importancia de examinar las transiciones de fase más allá de la
aproximación armónica convencional, ya que incluso algo tan fundamental
como el estado de menor energía del sistema habría pasado inadvertido bajo
la aproximación armónica. Aunque no se pudo obtener la monocapa de SnP
mediante exfoliación del material tridimensional, existe la posibilidad de que
se pueda sintetizar por medios químicos.

La presencia de fuertes efectos anarmónicos en los sistemas con ondas de
densidad de carga no es inesperado, principalmente, si consideramos que uno
de los supuestos fundamentales de la aproximación armónica, el pequeño de-
splazamiento de los iones desde sus posiciones de equilibrio es un supuesto
que no se mantiene cerca de la temperatura de transición, cuando los iones
se desplazan de sus posiciones de equilibrio. Para el tercer estudio, nos cen-
tramos en la familia de metales kagome AV3Sb5, ya que proporciona una
plataforma ideal para explorar los efectos de red más allá de la aproximación
armónica, como el acoplamiento electrón-fonón o los efectos anarmónicos,

ix
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que se espera sean fuertes en los sistemas de este tipo. El mecanismo de tran-
sicion de fase y la estructura resultante del metal CsV3Sb5 han supuesto un
gran desafío desde su descubrimiento hace cuatro años. La transición de fase
tiene además una importancia crucial, ya que por debajo de TCDW se han
observado multitud de fenómenos físicos no observados previamente. En re-
sumen, la verdadera naturaleza de la transición de fase y la estructura atómica
resultante siguen siendo preguntas abiertas. Sin embargo, los intentos teóricos
previos para explicar la transición de fase han pasado por alto el papel crucial
de los efectos anharmónicos. En el estudio, realizamos un análisis exhaustivo
de los mecanismos que gobiernan la formación y eventual disolución de la
transición de fase, abordando en el proceso algunas de las principales pre-
guntas abiertas en torno a este fenómeno. Contrariamente a las proposiciones
previas respecto al mecanismo que media la transición de fase, determinamos
que el acoplamiento electrón-fonón es el factor principal que da lugar a la
transición de fase. Por el contrario, son los efectos anarmónicos los respons-
ables de la estabilización de la fase de alta simetría a temperaturas más altas.
Además, nuestra investigación reveló que el fonón que impulsa la transición
de fase opera en un modo distinto al asumido anteriormente por la comu-
nidad, así como proveímos de una explicación por el cual las medidas de
espectroscopía no capturan el ablandamiento del fonón que condensa. Final-
mente, empleando teoría de grupos, propusimos todos los grupos espaciales
posibles compatibles con el parámetro de orden tridimensional que describe
la transición de fase. Complementariamente a estos grupos espaciales, sugeri-
mos propiedades espectrales que difieren entre los diferente grupos espaciales
propuestos, siendo así una posible prueba experimental para resolver la fase
de baja simetría.

En resumen, el objetivo de esta tesis era el de investigar la interrelación en-
tre la topología, las transiciones de fase y los efectos de red. Para ello, primera-
mente se introducen los métodos fundamentales de primeros principios tanto
para los cálculos de la estructura electrónica, como para los de fonones más
allá de la aproximación armónica. Además, también se presenta una intro-
ducción a los conceptos fundamentales de la teoría de grupos y topología,
esenciales para comprender el formalismo de la química cuántica topológ-
ica, también introducido. Posteriormente, se llevaron a cabo tres proyectos
principales que destacan diferentes superposiciones entre estos campos de es-
tudio. Primero, nos enfocamos en la clasificación topológica de los espectros
de fonones posible en la red "buckled honeycomb", demostrando cómo los
propios fonones pueden poseer características topológicas inherentes. Luego,
exploramos la relación entre diferentes transiciones de fase y la topología de
los espectros electrónicos en el material monocapa SnP. Finalmente, discuti-
mos la importancia de los efectos de red más allá del nivel armónico en el es-
tado de onda de densidad de carga presente en la familia de metales kagome
AV3Sb5 recientemente descubierta.

En conjunto, esta tesis transmite el gran abanico de vías de investigación
que residen en la intersección entre los efectos de red, las transiciones de fase
y las fases topológicas de la materia. Principalmente, dado que la topología
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sigue siendo un campo relativamente joven, especialmente en los sistemas no
electrónicos, y que los efectos de red más allá de la aproximación armónica
son habitualmente obviados, considero que son de especial interés los sis-
temas donde estos dos factores juegan roles cruciales. Un ejemplo de ello son
las aplicaciones de las ondas de densidad de carga como desencadenantes de
fases topológicas, especialmente teniendo en cuenta que los estados de onda
de densidad de carga pueden ser creados y aniquilados utilizando láseres
para estabilizar los fonones inestables que impulsan la transición de fase,
dando esto lugar a posibles aplicaciones tecnológicas.
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L I S T O F S Y M B O L S

Tx : Kinetic energy operator and kinetic energy of particles x
Vx−y : Interacting energy between particles x and y

ri : Electronic position of electron i (in ocassions ri ≡ (ri,σi))
RI : Ionic position of ion I

Ne, NI : Number of electrons and ions in the system
e : Electron electric charge
Z : Ionic electric charge
me : Electronic mass
MI : Ionic mass
σ : Spin degrees of freedom
Ψ : Eigenfunction (ionic and electronic) of the full Hamiltonian Ĥ
rrr : All electronic positions rrr ≡ {ri}
RRR : All ionic positions RRR ≡ {Ri}
KB : Boltzman constant
ψ(rrr) : Electronic wavefunction
χ(RRR) : Ionic wavefunction

Ĥ
(e)
RRR , E(e)RRR : Electronic Hamiltonian (T̂e + V̂e−e + V̂e−I) and its eigenvalues

BO : Born-Openheimmer
VBO(RRR) : Born-Openheimmer energy (E(e)RRR + VI−I)
ϕ(ri) : Single particle electronic wavefunctions (also Kohn-Sham orbital)
Ĥeff : Single particle efective electronic Hamiltonian
ε : Single particle electronic Hamiltonian eigenvalues
uion : Electron-ion interaction energy ⟨VI−e⟩ψ
uH : Hartree energy term
ux : Exchange energy term
n(r) : Electronic density
nΨ(r) : Electronic density associated with the Ψ function ⟨Ψ|n̂(r)|Ψ⟩
n0(r) : Ground state electronic density
n0,RRR(r) : Ground state electronic density for a set of ionic positions RRR
V̂ext(r̂rr) : External potential (generalization of V̂e−I)

v̂ext(r̂) :
Single particle external potential (only depends on the spacial
coordiante r)

uext : Energy from the external potential ⟨V̂ext⟩ (generalization of uion)
Eext[n] : Same as uext, but in functional form
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Φ(rrr) : Slater determinant of Kohn-Sham orbitals
F[n] : Universal energy functional (F[n] = Ts[n] + EHxc[n])

Ts[n] : Non-interacting kinetik energy functional
EH[n] : Hartree energy functional
Ex[n] : Exchange energy functional
Ec[n] : Correlation energy functional (Ec[n] = Tc[n] +U[n])

Tc[n] : Correlation kinetic energy functional
Uc[n] : Correlation potential energy functional
EKS[n] : Kohn-Sham energy (EKS[n] = F[n] + Eext[n])

EKS(RRR) : Kohn-Sham energy corresponding to an ionic configuration RRR
vH(r) : Hartree potential vH(r) ≡ δEH[n]/δn(r)
vxc(r) : Exchange-correlation potential vxc(r) ≡ δExc[n]/δn(r)
VKS(r) : Kohn-Sham potential VKS(r) ≡ vext(r) + vH(r) + vxc(r)
ĤKS : Kohn-Sham Hamiltonian

(
ĤKS ≡ T̂e + V̂KS(r)

)
rs : Average electron distance
εF : Fermi energy
kF : Fermi wavevector

BZ, 1BZ : First Brillouin zone
T : Real space lattice vector
G : Reciprocal space lattice vector

(
eiG·T

)
= 1

k : Reciprocal space vector within the first Brillouin zone

Nk = Ncell :
Number of k-points in the 1BZ (equal to the number of primitive
cells)

u(r) : Bloch periodic function

Ω :
Volume of the system in real space
Energy in Green’s functions formalism

Ωcell : Volume of the primitive cell (Ω = ΩcellNk)

fn : Fermi-Dirac occupation of state n
nB : Bose-Einstein occupation
β : 1/KBT
µ : Chemical potential

wn(r − Ti) : Wannier function n centered on lattice site Ti

NW :
Number of Wannier orbitals per primitive cell (equal to the
numberof bands)

ΩS : Mean square spread of a set of Wannier functions
ΩI : Gauge-invariant part of ΩS
Ω̃ : Gauge-dependent part of ΩS
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P̂ : Projector over the space spanned by a particular set of bands
Q̂ : Complementary projector to P̂

(
Q̂ = 1− P̂

)
RRReq : A set of ionic equilibrium position
Req
i : Ionic equilibrium position of ion i
uuu : A set of ionic displacements from equilibrium
ui : Ionic displacement from equilibrium position of ion i

Φ :
Force constant matrix (the order is given by the number of
subindices)

D(k) : Dynamical matrix.
Ĥharm : Harmonic Hamiltonian
VBO
n : Coefficient n of the Taylor expansion of VBO(RRR) centered in RRReq

ϵµ : Polarization vector corresponding to a normal mode µ
ωµ : Frequency corresponding to polarization vector µ
qµ : Amplitude of a particular normal mode µ
Uharm : Harmonic potential energy
uharm : Harmonic potential energy per cell Uharm/Ncell

Tharm : Harmonic kinetic energy
b̂†, b̂ : Bosonic creation and annihilation operators
ĉ†, ĉ : Fermionic creation and annihilation operators
n̂ν : Number operator b̂†νb̂ν for state ν

Ĥe−ph : Electron-phonon Hamiltonian
Σ : Electron selfenergy
Π(z) : Phonon selfenergy
B
Π(z) : Phonon selfenergy within the bubble approximation

HWHM : Half-Width-Half-Maximum
γν : HWHM electron-phonon linewidth for mode µ
ζ(q) : Nesting function for reciprocal vector q
ρH(RRR) : Density matrix for Hamiltonian Ĥ and ionic positions RRR
ZH : Partition function for Hamiltonian Ĥ
FH : Free energy for Hamiltonian Ĥ
H : SSCHA auxiliary harmonic Hamiltonian
V : Potential part of H
R : Ionic equilibrium positions defining H

Req :
Ionic equilibrium positions defining the minimum of the Free
energy

FH(H) : Free energy for Hamiltonian Ĥ computed with ρH
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Nc : Number of configurations in the stochastic sampling

F(R) : Positional free energy,
(
F(R) ≡ min

Φ
[FH(H])

)
ρR :

Density minimizing F(R) for a particular set of
positions R

ΦR : Force constants corresponding to ρR
(n)

ΦR : n-th order force constants corresponding to ρR
DR : ΦR divided by the square root of the masses
(n)

DR :
(n)

ΦR divided by the square root of the masses

D(F) :
Positional free energy Hessian (also referred as free
energy Hessian)

D(H) : Dynamical matrix of H, same as DReq

σ(Ω) : Full spectral function for energy Ω
σµ(Ω) : Spectral function for energy Ω and mode µ

Ωµ :
Quasiparticle frequency for mode µ within the
Lorentzian approximation

Γµ :
HWHM phonon-phonon linewidth for mode µ
within the Lorentzian approximation

H(λλλ) :
Family of parametric Hamiltonians defined by λλλ
parameters

As(λλλ),Anm(λλλ) : Adiabatic Berry connection for H(λλλ)
W(λλλ(t)),Wnm(λλλ(t)) : Non-abelian Berry phase (Holonomy) for a path λλλ

Pe : Electric polarization
WC : Wilson loop, the holonomy for a closed path

Ω
ij
nm(k) : Berry curvature
Ch : Chern number
ρg : Representation of group element g
ρG : Band representation for group G
Gk : The little group of k

EBR : Elementary band representation
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I N T R O D U C T I O N

Condensed matter physics, as its name suggests, studies matter in its “con-
densed” forms. This means that the density in such systems is sufficiently
high for the interactions between constituent particles to be critical (though
not necessarily strong) for understanding their properties. The excitations
available in these systems often have very low energy, especially when com-
pared to thermal or chemical scales. These low-energy properties are emer-
gent, meaning they do not exist in the individual constituents but arise from
subtle interactions among N → ∞ particles. This emergent behavior, where
“the whole is greater than the sum of its parts” [1], is one of the most capti-
vating aspects of condensed matter physics.

One of the primary tasks in condensed matter physics is to classify mat-
ter based on these emergent properties. Historically, the most basic way to
classify such systems has been in terms of their spatial structures. The most
familiar categories being solids, where atoms can form periodic arrays and
exhibit long-range order, and liquids, where such long-range order is absent.
However, a more modern and useful classification of condensed matter sys-
tems is the one based on the behavior of the electrons within the system,
as most properties of interest for applications depend on this behavior. The
original idea of distinguishing between conductors and insulators is first at-
tributed to Stephen Gray in 1729, but it has since been expanded to include
many other classifications as semiconductors, superconductors, paramagnets,
ferromagnets, etc.

An even more precise classification in many cases is to classify the sys-
tems according to their symmetries. This approach gained prominence after
Landau in the 1930s developed a theory that successfully explained many
salient features of phase transitions using the concept of spontaneously bro-
ken symmetry [2]. This concept arises from the fact that phases of matter
often exhibit less symmetry than the Hamiltonian that governs them. For in-
stance, crystalline solids spontaneously break continuous spatial translational
or rotational symmetries. This new set of discrete symmetries has an “origin”
that, in a sense, is an “accident” of history, as there is no particular reason to
choose it over all other possible energy-degenerate origins. This phenomenon
is referred to as spontaneously broken symmetry, which is itself an emer-
gent property of the system. Another example is found in ferromagnets or
antiferromagnets, where the time-reversal symmetry (TRS), inherent in the
underlying Hamiltonian, is broken.

The symmetry based Landau scheme for both classifying phases and phase
transitions has been tremendously successful, and it was not until Von Kl-
itzing’s discovery of the integer quantum Hall effect (IQHE) [3] in 1980 that
the Landau scheme was found insufficient to explain a particular “new” kind
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of phase transition. In this experiment, a 2D electron gas subjected to a large
perpendicular magnetic field exhibited perpendicular resistivity (Hall resistiv-
ity) that, contrary to predictions, was not proportional to the magnetic field.
Instead, it showed quantized plateaus, or to be more precise, the transverse re-
sistivity was quantized by an integer number. Although these phases could be
classified by different integer numbers, the symmetries remained unchanged,
thus not fitting into the Landau symmetry scheme.

It was only two years later, in 1982, when Thouless et al. [4] demonstrated
that this integer number was linked to a specific topological invariant known
as the Chern number. This discovery paved the way for a novel classifica-
tion scheme grounded in topological invariants, wherein transitions between
phases (manifested as changes of the invariants) are referred as topological
phase transitions. This concept of topological phases of matter has since be-
come a cornerstone in contemporary condensed matter physics.

In the following decade, new topological phases, such as the fractional
quantum Hall effect (FQHE) [5], were observed experimentally. A significant
breakthrough occurred in 1988 when Haldane proposed a model for the quan-
tum Hall effect [6], showcasing the possible inherent topological nature of mat-
ter. He demonstrated that a system could exhibit integer quantum Hall Effect
(a non-zero Chern number), even in the absence of an external magnetic field,
while still breaking time-reversal symmetry (TRS). However, it was not until
much later that inherently topological materials were discovered. Kane and
Mele [7] illustrated that systems preserving TRS could also exhibit intrinsic
topological properties, characterized by a new topological invariant known as
the spin Chern number. These novel phases of matter were dubbed topologi-
cal insulators (TI), requiring spin-orbit coupling and TRS symmetry as crucial
elements for non-trivial topology. The experimental realization of such sys-
tems was achieved two years later by König et al. [8], coinciding with Fu
and Kane’s demonstration that the concept of topological insulators could be
extended to three dimensions [9].

While it may seem that the new scheme of topological phases of matter
has no link to symmetries, which were pivotal in Landau’s scheme, this is far
from accurate. The exploration of the relationship between internal symme-
tries and topology for non-interacting systems led to a classification known
as the ten-fold way [10, 11]. Later, in 2011, Fu et al. [12] introduced the con-
cept of topological crystalline insulators (TCIs), demonstrating that crystal
symmetries, akin to the role of time-reversal symmetry (TRS) in topological
insulators, can also give rise to topological phases. Furthermore, Fu and Kane
illustrated that under the presence of inversion symmetry, a correspondence
could be established between the spin Chern number and the symmetry of
eigenvectors at specific points in the Brillouin zone. This relation, known as
the Fu-Kane parity criterion, represents the first example of a symmetry indi-
cator for topology.

This connection between topology and symmetry was later formalized by
topological quantum chemistry (TQC) [13–15] and the theory of symmetry
indicators [16, 17], providing a classification of matter in terms of topological
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invariants that can be related to the symmetries of eigenstates. This mapping
significantly reduces the computational cost of computing topological invari-
ants using ab initio methods and opens up the possibility of conducting high-
throughput studies to search for new topological materials. The success of
these methods is exemplified by the results of the first high-throughput study
[18], which found that approximately 12% of the 26,938 studied compounds
were topological insulators. This suggests that topological phases, previously
considered rare in nature, are actually commonplace. Overall, it appears that
crystalline symmetries can not only give rise to topology but also serve to di-
agnose it. However, in a sense, we have now graduated from solely studying
the symmetries of the system (as emphasized in the Landau scheme) to focus
on the symmetries of the eigenstates.

Thus far, our discussion has primarily focused on the study of electron
topology, but it is essential to recognize that other quasiparticles, such as
phonons or photons, may also exhibit topological features. Phonons, in partic-
ular, play a crucial role in many fundamental properties of solids, including
transport, optical and thermal responses, and superconductivity. Therefore,
discovering materials with topological phonon bands could potentially revo-
lutionize solid-state physics. The quest for non-trivial phonon topology, pri-
marily grounded in traditional methods, has advanced at a sluggish pace;
however, recent efforts have aimed to accelerate this search. In parallel with
this thesis, a phonon catalogue was recently launched [19], applying a high-
throughput analysis based on TQC to three-dimensional materials. Surpris-
ingly, contrary to electronic systems, this analysis revealed an almost complete
absence of fragile cumulative topology for phonons. In Chapter 4 of this the-
sis, building on previous research by Mañes [20], we conducted an in-depth
analysis of the phonon topology of the buckled honeycomb lattice (BHL). Our
findings, in line with those of the recent high-throughput study [19], indicate
that real systems with the BHL structure do not exhibit significant topology
in their phonon spectra. Later, through a detailed examination, we gained
insights into why this is the case for this particular system.

In this thesis, we will also still make extensive use of Landau’s classification
scheme, which, as we will show, can complement the topological classification.
For instance, charge density waves (CDWs) represent a phenomenon of signif-
icant interest in modern condensed matter physics. These are characterized by
a ground state wherein both the charge density and ionic positions undergo
periodic modulation relative to a high-symmetry phase [21]. Displacive phase
transitions of this kind are effectively described by Landau’s formalism, and
even the resulting phase’s symmetries can be derived from the symmetry anal-
ysis of the order parameter. Conversely, changes in the system’s symmetries
inevitably impact the band structure and symmetries of electronic eigenstates,
thereby influencing the topological classification. For instance, CDWs have
been suggested to contribute to novel phenomena such as axion insulators
[22], where a CDW couples two Weyl fermions in a Weyl semimetal, driving
it into an insulating state [23–25]. Hence, lattice effects can profoundly influ-
ence both classification schemes, underscoring their significance for compre-
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hending displacive and topological phase transitions. In Chapter 5, we delve
into the possibility of a topological phase transition mediated via a charge-
density wave in the monolayer material SnP. Through ab initio calculations,
we unveil the existence of a metastable phase exhibiting non-trivial topology
under strain. However, as demonstrated, the inclusion of anharmonic effects
introduces substantial corrections, revealing the true ground state only once
these effects are accounted for.

The presence of strong anharmonic effects in CDW systems comes as no sur-
prise, considering that one of the fundamental assumptions of the harmonic
approximation is the small displacement of ions from their equilibrium po-
sitions; an assumption that proves flawed near the CDW temperature, when
ions indeed shift from their equilibrium positions. A particularly intriguing
CDW system that has garnered significant attention in recent years is the
AV3Sb5 family of kagome metals. All compounds within this family exhibit
a CDW at temperatures around 90 K [26]. The CDW phenomenon holds cru-
cial significance, as below TCDW , a multitude of novel and intriguing physical
phenomena have been observed. These include switchable chiral transport
[27, 28], specular optical rotation [29], and the presence of a chiral flux phase
[30–32] accompanied by loop currents. However, the true nature of the CDW
and its resulting atomic structure remain open questions. Moreover, the intri-
cate relationship between the CDW order and the observed unconventional
phenomena remains unclear. The absence of consensus regarding the CDW
structure hinders the understanding of the emerging properties, primarily be-
cause these properties may be constrained by symmetry considerations. In
Chapter 6, we focus on the CsV3Sb5 kagome metal, arguably the most in-
triguing member of the family and the one that has garnered the most atten-
tion. Through a non-perturbative treatment of anharmonicity from first prin-
ciples, we uncover both the stabilizing and destabilizing forces that mediate
the phase transition between the CDW and high-symmetry states. Addition-
ally, we accurately predict the transition temperature, in good agreement with
experimental evidence, and provide an explanation for the absence of phonon
softening observed in inelastic x-ray experiments [33].

The aim of this thesis is to investigate the interplay between topology, phase
transitions and lattice effects. We begin by introducing fundamental ab initio
methods for electronic structure calculations in Chapter 1, laying the ground-
work for much of the subsequent analysis. In Chapter 2, we delve into the
methods used for first-principle calculations of lattice dynamics beyond the
traditional harmonic approximation. Moving on to Chapter 3, we provide a
review of group theory and topology, which are essential for grasping the for-
malism of topological quantum chemistry introduced in the latter part of the
chapter. Chapter 4 focuses on the topological classification of phonon spectra
within the buckled honeycomb lattice, demonstrating how lattice dynamics
can possess inherent topological features. In Chapter 5, we explore the rela-
tionship between different phase transitions and the topology of electronic
spectra in the monolayer material SnP, emphasizing the influence of anhar-
monic effects. Chapter 6 discusses the significance of lattice effects beyond
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the harmonic level on the enigmatic charge-density wave state in the recently
discovered family of kagome metals AV3Sb5. Finally, in Section 6.6, we sum-
marize the main findings of the thesis and outline potential avenues for future
research.
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Part I
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1
T H E E L E C T R O N I C H A M I LT O N I A N

The aim of this chapter is to introduce the main many-body Hamiltonian
that describes the interaction between ions and electrons in condensed matter.
The magnitude of this problem’s complexity can be appreciated through Avo-
gadro’s number, NA = 6.022× 1023, which indicates the order of magnitude
of bodies (electrons and ions) in the system. Given that even the simple three-
body problem lacks an analytic solution, solving such an enormous problem
seems unimaginable. However, as we will show, it is remarkable that through
clever and insightful approximations developed over the past century, includ-
ing the application of symmetries, this daunting problem can be reduced to a
manageable size.

1.1 basic hamiltonian for interacting electrons and nuclei

A condensed matter system is essentially built from electrons and ions (nuclei
plus the core electrons), which can be viewed as positive and negative charges
dressed by their spin degree of freedom. Then, the usual ab initio approach
holds upon the constructionist hypothesis that by knowing the main forces
mediating the individual pairs, one can describe the full system. Thus, the
Hamiltonian describing the full system can be built with just five terms, the
kinetic energies of our constituents (Te, TI), where e stands for electron and
I for ion, the interactions within each of the constituents (Ve−e, VI−I) and the
interaction between both of them Ve−I. Thus, the full Hamiltonian for the
system of electrons and ions can be written as:

Ĥ = T̂e + T̂I + V̂e−e + V̂I−I + V̂e−I , (1.1)

where as stated before each of the terms can be easily written explicitly just
by summing over all particular particles for the kinetic energies and over all
the pairs for the interacting terms

Ĥ =

Ne∑
i=1

1

2me
p̂2i +

NI∑
I=1

1

2MI
P̂2I +

1

2

Ne∑
i=1

Ne∑
j ̸=i

e2

4πϵ0

|r̂i − r̂j|

+
1

2

NI∑
I=1

NI∑
J̸=I

e2

4πϵ0
ZIZJ

|R̂I − R̂J|
−

Ne∑
i=1

NI∑
I=1

e2

4πϵ0
ZI

|r̂i − R̂I|

. (1.2)

We assume our system contains Ne electrons and NI ions and we have used
lowercase/capital indices for electrons/ions. In equation (1.2), me and MI are

2
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1.1 basic hamiltonian for interacting electrons and nuclei 3

the electronic and ionic masses, (p̂i, r̂i) and (P̂I, R̂I) are the respective momen-
tum/position operators and ZI is the charge of a particular ion in e (electronic
charge) units. The factor 1

2 in the VI−I and Ve−e terms is there to avoid double
counting each pair of equivalent particles.

In the following we will make use of atomic units, defined as

 h = me = e
2 = 4πϵ0 = 1 , (1.3)

which in turn allows as to write (1.2) in the simpler form

Ĥ = −

Ne∑
i=1

1

2
∇̂2i −

NI∑
I=1

1

2MI
∇̂2I +

1

2

Ne∑
i=1

Ne∑
j=1

1∣∣r̂i − r̂j
∣∣

+
1

2

NI∑
I=1

NI∑
J=1

ZIZJ

|R̂i − R̂j|
−

Ne∑
i=1

NI∑
I=1

ZI

|r̂i − R̂I|

. (1.4)

In principle and in spite of the complexity of the problem, nothing stops
us from being optimistic and writing the solution of the time-independent
Schrodinger equation [34] for the eigenstates of the Hamiltonian. The eigen-
values and eigenvectors will depend on both the electronic degrees of freedom
(ri,σi), where r is the electron position and σ is the spin, and ionic degrees of
freedom RI

ĤΨs(r1σ1, . . . , rNσN ; R1, . . . , RM) = EsΨs , (1.5)

with Ψs being of course antisymmetric under the exchange of the fermionic
degrees of freedom

Ψs(r1σ1, . . . , riσi . . . , rjσj . . . , rnσn) = −Ψs(r1σ1, . . . , rjσj . . . , riσi . . . , rnσn) .
(1.6)

In the following, in order to make the notation less convoluted we will com-
bine both position and spin degrees of freedom in a single variable ri ≡ (riσi)
and use rrr and RRR when referring to all the particles rrr ≡ {ri}, RRR ≡ {Ri}.

1.1.1 Born-Oppenheimer approximation

The first major approximation one may perform over the full crystal Hamil-
tonian is to decouple the ionic and electronic degrees of freedom. The kinetic
terms in (1.4) are linearly proportional to the mass and quadratic with respect
to the velocity of each of the particles. On the other hand, according to the
equipartition theorem both of this terms are proportional to 3

2KBT , and thus
the ratio between the speeds over which ions are moving with respect to the
ones of electrons goes as vI/ve =

√
me/MI. Taking into account the mass

of a hydrogen nucleus is ∼ 1836 me, then one may conclude that ions move
at least about 40 times slower than electrons. As we will see, this separation
between fast and slow degrees of freedom allows us to apply the adiabatic
theorem when solving the Schrodinger equation (1.5), and write the solution
as a product state of the solutions for the fast and slow degrees of freedom.
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1.1 basic hamiltonian for interacting electrons and nuclei 4

Theorem 1 (Adiabatic theorem): A physical system remains in its instanta-
neous eigenstate if a given perturbation is acting on it slowly enough and
if there is a gap between the eigenvalue and the rest of the Hamiltonian’s
spectrum [35].

Thus, the Born-Oppenheimer (BO) approximation [36] assumes that elec-
trons instantly accommodate to any variation on the position of the ions. This
implies that for electrons, ions are essentially fixed and the ionic degrees of
freedom may be treated as a parameter and not a variable when solving the
electronic problem. This, leads to a solution of the form Ψ(rrr,RRR) = ψRRR(rrr)χ(RRR)

, being ψRRR(rrr) the electronic wavefunction and χ(RRR) the ionic one. For seeing
this, it is useful to define the so called electronic Hamiltonian Ĥ(e)

RRR as

Ĥ
(e)
RRR |ψRRR,j⟩ =

[
T̂e(p̂̂p̂p) + V̂e−e(r̂̂r̂r) + V̂e−I(r̂̂r̂r,RRR)

]
|ψRRR,j⟩ = E

(e)
j (RRR) |ψRRR,j⟩ , (1.7)

where the subindex RRR is kept in the electronic Hamiltonian Ĥ(e)
RRR and eigen-

functions |ψRRR,j⟩ in order to highlight that both are labeled by a particular set
of fixed ionic positions RRR. On the other hand, j is the usual quantum number
labeling the complete set of eigenfunctions

{
|ψRRR,j⟩

}
for each ionic configura-

tion RRR. Thus, we can propose a formal solution for the coupled system (1.5) of
the form:

Ψs(RRR,rrr) =
∑
j

χs,j(RRR)ψRRR,j(rrr) , (1.8)

where for each energy level s of the full Hamiltonian, a particular set of ionic
functions χs,j(RRR) act as coefficients of the electronic wavefunctions. If we now
plug the formal solution (1.8) into the full Hamiltonian (1.5)

ĤΨs(RRR,rrr) = EsΨs(RRR,rrr) (1.9)
↓[

Ĥ
(e)
RRR + T̂I(P̂̂P̂P) + V̂I−I(R̂̂R̂R)

]∑
j

|χs,j⟩ |ψRRR,j⟩ = Es
∑
j

|χs,j⟩ |ψRRR,j⟩ . (1.10)

The ionic kinetic term T̂I is proportional to P̂̂P̂P2 and thus acts over the product
of kets as:

T̂I |χs,j⟩ |ψRRR,j⟩ = (−
∑
I

1

2MI
∇̂2I ) |χs,j⟩ |ψRRR,j⟩ = |ψRRR,j⟩ T̂I |χs,j⟩+

+ |χs,j⟩ T̂I |ψRRR,j⟩−
∑
I

1

MI

[
∇̂I |χs,j⟩

] [
∇̂I |ψRRR,j⟩

]
,

(1.11)

where the brakets in the last term mean that the operator only acts on the kets
inside the braket. Putting now all together and projecting over ⟨ψRRR,i| :∑

j

[
E
(e)
j (RRR)δij + T̂Iδij + V̂I−Iδij +∆Ĥij

]
|χs,j⟩ =

∑
j

δijEs |χs,j⟩ , (1.12)
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1.1 basic hamiltonian for interacting electrons and nuclei 5

where we have gathered all the non-diagonal terms into ∆Ĥij defined as:

∆Ĥij ≡ ⟨ψRRR,i|T̂I|ψRRR,j⟩−
∑
I

1

MI
⟨ψRRR,i|∇̂I|ψRRR,j⟩ ∇̂I . (1.13)

The adiabatic or Born-Oppenheimer approximation assumes that as we vary
the ionic positions, electrons stay fixed in the same energy level, and thus,
implies ignoring all non-diagonal terms in ∆Ĥij. Or in other words, there is
no energy transfer between the ionic degrees of freedom RRR and electronic
excitations, which would imply a change from state j → i. Moreover, the
diagonal terms in the second term are forced to be zero as the normalization
constraint imposes that any derivative of ⟨Ψ|Ψ⟩ must vanish. Thus, using the
Born-Oppenheimer approximation equation (1.12) reduces to:[

E
(e)
j (RRR) + T̂I + V̂I−I + ⟨ψRRR,j|T̂I|ψRRR,j⟩

]
|χs,j⟩ = Es |χs,j⟩ , (1.14)

which means that we are left with an ionic equation of motion for each elec-
tronic state j (for example, the ground state of the electronic Hamiltonian
(1.7)), which does not depend on the rest of electronic states i ̸= j. On top
of this approximation, the remaining diagonal terms ∆Ĥii are typically very
small due to the large nuclear mass. Neglecting such terms we are left with[

T̂I + E
(e)
j (RRR) + VI−I(R̂̂R̂R)

]
|χs,j⟩ =

[
T̂I + V̂

BO
j (RRR)

]
|χs,j⟩ = Es |χs,j⟩ , (1.15)

where we have defined the Born-Oppenheimer potential V̂BOj (RRR), which only
depends on the ionic coordinates RRR and is entirely defined by a particular
solution of the electronic Hamiltonian labeled as j. Finally, we can assume
that our system evolves with the electrons always being in the ground state of
the electronic Hamiltonian Ĥ(e)

RRR (which implies that j = 0), as well as the ionic
function in equation (1.10) minimizing the total energy Es=0. Under these
assumptions, since both j = s = 0 we can drop both indices and write the
ground state as

Ψs=0(RRR,rrr) = χ(RRR)ψRRR(rrr). (1.16)

In order to obtain Ψ(RRR,rrr), one first solves the electronic Hamiltonian (1.7) for
ψRRR(rrr), which in turn fully defines the ionic Hamiltonian (1.15) in order to
solve χ(RRR).

In general, since the BO approximation is just an application of the adia-
batic theorem, it works well except for the cases where the electronic states
are degenerate or nearly degenerate. When the gap in the electronic states is
comparable to the energies of the ionic motion, a transition from electronic
state i to state j may happen as ions shift their positions. Thus, special care
must be taken in metals where we lack such energy gap and we can expect
qualitative corrections. All and all, we have successfully separated the ionic
an electronic degrees of freedom. The rest of the chapter will be devoted to
the resolution of the electronic Hamiltonian Ĥ(e)

RRR defined in (1.7), where in the
following, we will drop the RRR subindex to make the notation less cumbersome.
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1.1 basic hamiltonian for interacting electrons and nuclei 6

1.1.2 Hartree approximation

Now that we have successfully decouple the ionic and electronic degrees of
freedom (1.15) we are posed with the still extremely challenging problem of
solving the electronic Hamiltonian (1.7) for a particular set of fixed ionic po-
sitions. The electronic wavefunction ψi(rrr) contains all the information of the
Ne electrons in the system as well as taking into account all their interactions
through the Coulomb electron-electron potential. Thus, we rely on further
approximations in order to tackle the electronic problem and make it manage-
able. The first approach is to perform an independent electron approximation
(see A.2), which essentially neglects correlation effects, and for any system
with independent particles allows us to write the wavefunction as a product
of wavefunctions for the individual particles.

This particular set of approximations, the Born-Oppenheimer (1.1.1) + non-
interacting electrons (A.2), are the main building blocks of the Hartree approx-
imation [37]. As shown in Appendix A.2, all non-interacting electron calcula-
tions involve single particle Schrodinger-like equation of the form

ψ(rrr) =

N∏
i=1

ϕσi (ri) , (1.17)

Ĥeffϕ
σ
i (ri) =

[
−
1

2
∇̂2 + V̂σ(i)eff (r̂i)

]
ϕσi (ri) = ε

σ
i ϕ

σ
i (ri) , (1.18)

where we made explicit that now each ϕσi (ri) are single-particle wavefunctions
with spin index σ (in the following we will drop the i subindex in the position
r). On the other hand, for each single-particle wavefunction ϕi, there exists an
effective potential Vσ(i)eff (r̂i) that acts on each electron of spin σ at point ri. How
we do explicitly define such effective potential in order to account for the rest
of the particles in the best possible way is what distinguishes the different non-
interacting approximations. The Hartree approximation consists in assuming
that each electron interacts with every other electron proportionally to the
product of the densities of each pair. Then, equation (1.7) is written as

⟨Ĥ(e)⟩ψ =
∑
i,σ

⟨Ĥeff⟩ϕσ
i

, (1.19)

↓

⟨Ĥ(e)⟩ψ =
∑
i,σ

⟨ϕσi |
[
−
1

2
∇̂2i + V̂e−I(r̂i)

]
|ϕσi ⟩+

1

2

∑
i,σ

∑
j,σ′ ̸=i,σ

⟨ϕσi ,ϕσ
′
j |

1

|r̂i − r̂j|
|ϕσi ,ϕσ

′
j ⟩ .

(1.20)

Now, by using the variational theorem (see Appendix A.1) we can search for
the eigenstates of such Hamiltonian with the additional constrain that we
want normalized wavefunctions:

⟨ψ|ψ⟩ = 1 =⇒
∑
σ

⟨ϕσi |ϕσi ⟩ = 1 . (1.21)

[ June 12, 2024 at 15:59 – classicthesis version 4.2 ]



1.1 basic hamiltonian for interacting electrons and nuclei 7

Thus, we define a new functional F with the corresponding Lagrange multi-
pliers εi:

F [{ϕσi } , εi] = ⟨Ĥ⟩ψ −
∑
i

εi

(∑
σ

⟨ϕσi |ϕσi ⟩− 1

)
. (1.22)

Now, we look at the functional derivatives of the form δF/δϕσi = 0. Luckily,
we are under a particular form for the functional F discussed in Appendix
A.1.2 and the computation of the functional derivative is direct as shown in
(A.15):

δF

δϕσ∗i
=

(
−
1

2
∇̂2i + V̂e−I(r̂)

)
ϕσi (ri) +

∑
j,σ′ ̸=i,σ

∫
drj
ϕσi (ri) |ϕ

σ′
j (rj)|

2

|ri − rj|
− εiϕ

σ
i (ri) .

(1.23)
This only holds δF/δϕσ∗i = 0 given that:

(
−
1

2
∇̂2i + V̂e−I(r̂i)

)
ϕσi (ri) +

 ∑
j,σ′ ̸=i,σ

∫
drj

∣∣∣ϕσ′j (rj)∣∣∣2∣∣ri − rj
∣∣
ϕσi (ri) = εiϕσi (ri) .

(1.24)
We can clearly see that we obtain a single-particle set of equations of the
form (1.18) that take the name of the “Hartree equations”. These equations
can be solved self-consistently by starting with an initial set of single-particle
wavefunctions to define the initial effective potential. In each iteration, a new
set of wavefunctions is obtained, which in turn defines a new potential. This
process is repeated until convergence is achieved and (1.24) holds.

As expected from a non-interacting gas of electrons, if we assume that the
sample is neutrally charged and that the ionic density is constant, it happens
that the ion-electron interaction and the electron-electron interaction cancel
out. This reduces the Hartree approximation to a Fermi gas (free electron
gas), which is expected taking into account that we are under an indepen-
dent electrons approximation. Thus, the Hartree approximation is essentially
solving a free electron gas under a more complex ionic configuration.

1.1.3 The Hartree-Fock approximation

One big oversight we have committed in the Hartree approximation is not
taking into account the proper statistics of electrons as fermions. This was
done when assuming a particular form (1.17) for the solution of the electronic
wavefunction, as this wavefunction is not antisymmetric as initially indicated
in (1.5). The Hartree-Fock approximation [38] is essentially the addition of a
proper treatment of the electron statistics on top of the previously explained
Hartree model. This is done by requiring explicit anti-symmetry in the many-
fermion wavefunction. Thus, the Hartree-Fock approximation starts with a
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1.1 basic hamiltonian for interacting electrons and nuclei 8

many-electron wave function defined as an Slater determinant [39] (the anti-
symmetric solution for non-interacting systems):

ψ(r1,σ1; r2,σ2; . . . ) =
1√
Ne!

∣∣∣∣∣∣∣∣
ϕ1(r1,σ1) ϕ1(r2,σ2) · · · ϕ1(rN,σN)
ϕ2(r1,σ1) ϕ2(r2,σ2) ·· ϕ2(rN,σN)

...
... . . . ϕN(rN,σN))

∣∣∣∣∣∣∣∣ .

(1.25)
Then, finding the ground state consists in finding the single Slater determi-
nant with the lowest (variational) energy (see Appendix A.1). The final ex-
pression for the energy ⟨Ĥ⟩ψ takes the form

⟨Ĥ⟩ψ =
∑
i,σ

∫
dri ϕσ∗i (ri)(

−1

2
∇2i + VI−e(ri)) ϕσi (ri)+

+
1

2

∑
i,σ,j,σ′

∫
dri drj

|ϕσi (ri)|
2 |ϕσ

′
j (rj)|

2

|ri − rj|

−
1

2

∑
i,σ,j,σ′

∫
dri drj

ϕσ∗i (ri) ϕσ
′∗
j (rj) ϕσ

′
i (rj) ϕ

σ
j (ri)

|ri − rj|
δσσ′ .

(1.26)

When comparing to the energy in the Hartree approximation (1.20) one can
notice several differences. First, now the second term (Hartree term) runs
over all (i,σ, j,σ′), however, the self-interacting term i,σ = j,σ′ gets cancelled
with an equivalent term in the third summation. Secondly, a new term (the
exchange term) has appeared with respect to the Hartree approximation just
as a result of the particular statistics of fermions. In the following, we will
refer to the different energy terms in (1.26) as

Te =
∑
i,σ

∫
dri ϕσ∗i (ri)(

−1

2
∇2i ) ϕσi (ri), (1.27)

uion =
∑
i,σ

∫
dri ϕσ∗i (ri)VI−e(ri) ϕσi (ri), (1.28)

uH =
1

2

∑
i,σ,j,σ′

∫
dri drj

|ϕσi (ri)|
2 |ϕσ

′
j (rj)|

2

|ri − rj|
, (1.29)

ux = −
1

2

∑
i,σ,j,σ′

∫
dri drj

ϕσ∗i (ri) ϕσ
′∗
j (rj) ϕσ

′
i (rj) ϕ

σ
j (ri)

|ri − rj|
δσσ′ , (1.30)

so that the total electronic energy can be easily rewritten as

E(e) = ⟨Ĥ(e)⟩ψ = Te + uion + uH + ux (1.31)

In order to obtain the equations that define the Slater determinant with
the lowest variational energy we have to define the appropriate functional.
Moreover, and equivalent to the case in the Hartree approximation, we need
to introduce the proper Lagrange multipliers in order to force a normalized
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wavefunction (1.21). Thus, we are left with the same functional defined in
(1.22), but with the current expression for ⟨Ĥ⟩ψ. Using the same functional
derivative described in (A.15) and imposing δF/δϕσ∗i = 0 we arrive to the
“Hartree-Fock equations”

εiϕ
σ
i (ri) = (−

1

2
∇̂2i + V̂I−e(r̂i)) ϕσi (ri)+

+

∑
j,σ′

∫
drj

|ϕσ
′
j (rj)|

2

|ri − rj|

ϕσi (ri)
−
∑
j

∫
drj

ϕσ∗j (rj) ϕσi (rj)
|ri − rj|

ϕσj (ri).

(1.32)

As seen, the exchange term acts only between electrons with the same spin
and is non-local in the sense that it relates ϕσi (ri) on the left-hand side of (1.32)
with ϕσi (rj) on the right-hand side. Another interpretation of this exchange
term is that while the Hartree term is due to a Coulomb potential produced
by every occupied orbital |ϕσ

′
j (rj)|

2, the potential in the exchange term is pro-
portional to the overlap between every orbital ϕσj (rj) and ϕσi (rj) weighted near
ri and with the same spin (thus, the exchange name). This terms is extremely
important, since the fact that it only acts over particles with the same spin
and is negative favours the spin alignment and magnetization. Finally, it is
worth stressing that as for the Hartree approximation, when the ionic charge
density is constant, the electronic plane waves are a solution of the Hartree-
Fock equations (as if we had a free electron gas). However, the total energy
(contrary to the Hartree case) is not defined as the sum of εi

E(e) ≡ ⟨Ĥ(e)⟩ψ ̸= 2
∑
i

εi, (1.33)

which emphasises the fact that despite having started with an independent
electron approximation for our solution, the electrons in the problem are not
fully independent because of the imposed statistics, neglecting us the possibil-
ity of just summing over the “energies” of the single-particle wavefunctions.
In the next section we will discuss the true meaning of the Lagrange multi-
pliers εi within the Hatree-Fock approximation and their true relation to the
total energy of the system.

1.1.3.1 Koopman’s theorem

The Koopman’s theorem directly relates the Lagrange multipliers εi with the
ionization energy Ii = E(e)(Ne − 1) − E(e)(Ne).

Theorem 2 (Koopman’s theorem): Within the Hartree-Fock approximation the
Lagrange multipliers εi correspond to the shift in energy between a system
with Ne electrons and a system with (Ne − 1) electrons when the removed
electron was in state ϕi, keeping all other orbitals the same.

εi = E
(e)(Ne) − E

(e)(Ne − 1) . (1.34)
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1.1 basic hamiltonian for interacting electrons and nuclei 10

The key assumption in the Koopman’s theorem for the interpretation of the
Hartree-Fock equations eigenvalues εi is that the rest of the orbitals do not
change. If we take that as a given fact, then the resulting Slater determinant
after removing electron in ϕk has the form

ψN−1(r1σ1 . . .���rkσk . . . rnσn) =
1√

(Ne − 1)!
|Slater det.⟩ . (1.35)

And by using equation (1.31) for the difference in total energies E(e)(Ne) −
E(e)(Ne − 1) we get

(Te + uion)
[
ψNe

]
− (Te + uion)

[
ψNe−1

]
= ⟨ϕσk |T̂e + V̂I−e|ϕσk⟩ (1.36)

uH

[
ψNe

]
− uH

[
ψNe−1

]
=

∑
i,σ′
⟨ϕσ

′
i ϕ

σ
k |

1

|r̂i − r̂j|
|ϕσ

′
i ϕ

σ
k⟩ (1.37)

ux

[
ψNe

]
− ux

[
ψNe−1

]
= −

∑
i

⟨ϕσi ϕσk |
1

|r̂i − r̂j|
|ϕσkϕ

σ
i ⟩ , (1.38)

where the 1
2 factors in the Hartree-Fock energy (1.26) have disappeared since

we have joined both the (i,k) and k, i terms together.
On the other hand, if we recall the Hartree-Fock equation (1.32) for a par-

ticular single-particle wavefunction ϕσk , in braket notation we get

εk |ϕ
σ
k⟩ = (−

1

2
∇̂2k + V̂I−e) |ϕσk⟩+

∑
i,σ′
⟨ϕσ

′
i |

1

|r̂i − r̂j|
|ϕσ

′
i ⟩ |ϕσk⟩

−
∑
i

⟨ϕσi |
1

|r̂i − r̂j|
|ϕσk⟩ |ϕσi ⟩ ,

(1.39)

where if we now project over ⟨ϕσk | and compare with (1.36) we can see that
gives us an expression for εk equivalent to ∆E(e) = ∆(Te + uion + uH + ux).
And thus, we can conclude that

εk = E
(e)(Ne) − E

(e)(Ne − 1), (1.40)

when the k electron is removed from the system. It is worth noting that this
interpretation breaks down once we start to remove more particles. Imagine
we want to remove a second particle from ψNe−1 → ψNe−2, in this case, the
energy difference computed in (1.36) for ψNe−2 with respect to ψNe−1 would
not be relatable to ψNe−1 as it does not satisfy (1.39) due to the removal of the
first electron. Thus, as already mentioned

E(e) ≡ ⟨ψ|Ĥ(e)|ψ⟩ ≠
Ne∑
i

εi (1.41)

pointing out that the electrons in the system are not fully independent after
all because the wavefunction is anti-symmetric.
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1.2 density functional theory 11

1.2 density functional theory

So far, we used the Born-Oppenheimer approximation introduced in Section
1.1.1 to decouple the ionic and electronic problems. Subsequently, we used the
independent particle approximation as a pivotal tool for tackling the problem
of the electronic Hamiltonian (1.7). This procedure leads to a set of computa-
tionally demanding self-consistent set of equations with as many wavefunc-
tions as electrons in the system. Moreover, in doing so we have neglected all
sort of correlation effects between electrons (except those required by Pauli
exclusion principle), and since the Coulomb interaction is long-ranged we ex-
pect these effects to be relevant. The beauty of density functional theory is
that it manages to reformulate the same exact original problem in terms of
just the electronic density.

To get an intuition of this, one should notice that all electronic systems
(despite them being molecules, atoms or complex crystals) share the same
kinetic term T̂e and Coulomb interaction V̂e−e (1.7). While the only differential
factor for all these systems is the external potential that we so far have labeled
as V̂I−e. In the following, we will refer to it as V̂ext(r̂rr) in order to account
for all the possible origins of a potential that only depends on the electronic
positions rrr, such as electric fields, ionic configurations, etc. Moreover, this
differential external potential V̂ext can be expressed in terms of the density
operator n̂(r) as

n̂(r) =
N∑
i

δ(r̂ − ri) , (1.42)

V̂ext(r̂rr) =

N∑
i

v̂ext(ri) =
∫
dr vext(r)n̂(r) , (1.43)

where we have written the external potential as a sum of external potentials
each of them acting over a particular electron. Thus, the expectation value of
the external potential is

uext ≡ ⟨V̂ext⟩ =
∫
dr vext(r)n(r) , (1.44)

where n(r) ≡ ⟨n̂(r)⟩. This suggests that, since the differencing factor between
all electronic systems can be defined in terms of the electronic density, we
could reformulate the electronic problem in terms of n(r) instead of wave-
functions. This is in fact true and achieved thanks to two theorems proved by
Hohenberg and Kohn [40] in the 1960s.

1.2.1 The Hohenberg-Kohn theorems

The Hohenberg-Kohn theorems [40] hold given that the Hamiltonian can be
written as

Ĥ(e) = −
1

2

∑
i

∇̂2 +
∑
i

v̂ext(ri) +
1

2

∑
i,i ̸=j

1

|r̂i − r̂j|
. (1.45)
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1.2 density functional theory 12

Theorem 3 (Hohenberg-Kohn theorem I): v̂ext is uniquely determined, except
for a constant, by the ground-state density n0(r).

Corollary 1 (Corollary of Hohenberg-Kohn theorem I:) Since Ĥ is fully de-
termined by n0(r), it follows that the many-body wavefunctions for all states
(ground and excited) are also determined. Therefore, all properties of the sys-
tem are completely determined given the ground state density n0(r).

Theorem 4 (Hohenberg-Kohn theorem II): A universal functional for the en-
ergy E[n] in terms of n(r) can be defined for any v̂ext. The exact ground state
energy is the global minimum, and the density that minimizes this functional
is the exact ground state density n0(r).

Corollary 2 (Corollary of Hohenberg-Kohn theorem II): E[n] alone is suffi-
cient to determine the exact ground state density and energy. In general, ex-
cited states of electrons must be determined by other means.

This couple of theorems can be summarized in the following set of connec-
tions:

v̂ext(r)
HK⇐== n0(r)ww� ~ww

{ψi(rrr)} ==⇒ ψ0(rrr)

(1.46)

The usual initial point is the external potential V̂ext, from there it is clear that
this completely defines the Hamiltonian Ĥ. Then, nothing stops us from solv-
ing such Hamiltonian to obtain the set of many-body eigenfunctions {ψi(rrr)},
which in particular also define the ground state ψ0(rrr) and the ground state
density n0(r). The Hohenberg-Kohn theorems allow us to connect back this
ground-state density with the external potential that defines our Hamiltonian.
Thus, any vertex in the diagram (1.46) contains the same amount of informa-
tion about the system. The explicit demonstrations for both theorems can be
seen in Appendix A.3.

Despite these two theorems being extraordinarily general and profound,
they also should be equally counter-intuitive at first glance. They are in fact re-
ducing all the complexity of the N-particle many-body complex wavefunction
ψ(rrr) (with N as large as one could possibly imagine) to a single-variable real
function n(r). While at the same time claiming that the problem remains exact
and all the information is conserved. However, one cannot get something for
nothing, and all the complexity has been relegated to the functionals relating
the density with physical properties or even the wavefunctions ψi[n].
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1.2.1.1 V and N representable densities

As seen in the previous section the ground-state density n0(r) encodes all the
information of the system (given that one knows the appropriate functionals).
Being such a core feature of density functional theory, it is worth asking our-
selves which kinds of systems can a density represent, being N-representable
and V-representable densities the main categories.

Definition 1 (V-representable density):
A density n0(r) is said to be V-representable when it can be related to a
ground-state function ψ0(rrr) with certain v̂ext. This excludes any random func-
tions that cannot be related to a ground-state of any specific Hamiltonian.

Definition 2 (N-representable density):
A density n0(r) is said to be N-representable if it can be related to an N-
electron anti-symmetric wavefunction ψ(rrr). This includes all V-representable
densities, but still excludes all densities n(r) that cannot be related to an anti-
symmetric ψ(rrr) by ⟨ψ|n̂(r)|ψ⟩ = n(r).

1.2.1.2 Levy’s constrained-search formula

According to the Hohenberg-Kohn theorems the energy of the electronic sys-
tem can be written as

E(e)[n] = Te[n] + Ve−e[n]︸ ︷︷ ︸
FHK[n]

+

∫
vext(r)n(r)dr︸ ︷︷ ︸

Eext[n]

, (1.47)

where FHK[n] is universal for all electronic systems, and Eext[n] is the equiva-
lent to uext in equation (1.44) in functional form. However, such a functional is
inherently a complex object, making it difficult to intuitively grasp its specific
form.

Levy [41, 42] proposed redefining this universal functional in a manner
that addresses some of the issues while still leading to the same ground state.
First, it extends the definition of the functional from V-representable densities
to N-representable ones (which are well defined [43]), while also applying
to degenerate ground states (where the HK approach fails). But more impor-
tantly, it provides a conceptual way to determine the exact functional, as well
as clarifying to certain point the definition of such functional.

The Levy functional FL[n] is defined as

FL[n] = min
{
⟨ψ|
[
T̂e + V̂e−e

]
|ψ⟩

}︸ ︷︷ ︸
min for a fixed ⟨ψ|n̂(r)|ψ⟩=n(r)

≡ ⟨ψ[n]|
[
T̂ + V̂e−e

]
|ψ[n]⟩ , (1.48)

where ψ[n] is by definition the wavefunction that minimizes the last braket
with the constrain of having a fixed n(r).

The novelty is that by doing so we can divide the minimization in two steps.
First, the minimization is done over normalized anti-symmetric wavefunc-
tions ψ(r) that yield to certain fixed n(r) (N-representable densities). While
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subsequently the minimization is done over all N-representable densities. This
can be written as

E
(e)
0 = min

ψ
⟨ψ|
[
T̂e + V̂e−e + V̂ext

]
|ψ⟩ = min

n

{
min
ψ→n
⟨ψ|
[
T̂e + V̂e−e + V̂ext

]
|ψ⟩

}
=

= min
n

{
min
ψ→n
⟨ψ|
[
T̂e + V̂e−e

]
|ψ⟩+

∫
vext(r)n(r) dr

}
=

= min
n

{
FL[n] +

∫
vext(r)n(r) dr

}
.

(1.49)

This process clarifies the meaning of the universal functional, which can now
be defined as the minimum of the sum of kinetic and interacting energies for
all possible wavefunctions that lead to a given density n(r).

1.2.2 The Kohn-Sham method

One of the most striking features of density functional theory is the fact that
FL[n] is universal for all electronic systems, from isolated atoms to complex
crystalline structures. But as many times, something as general often lacks of
practical use despite exceeding in conceptual importance. As stated before,
the density functional has inherited all the complexity once encoded in the
wavefunctions, and therefore will be in principle infinitely complex. However,
a great step in making density functional theory useful was made by Kohn
and Sham [44] by essentially giving a method to approximate such function-
als.

1.2.2.1 The Kohn-Sham auxiliary system

So far we have assumed a non-interacting solution for an interacting prob-
lem. On the other hand, the novelty of the idea proposed by Kohn and Sham
is instead to replace the original many-body interacting problem by an auxil-
iary independent-particle problem (while still maintaining all the information
about the system). In principle, there is not a unique way of defining such
auxiliary system; thus the ansatz consists in assuming that the ground-state
density of such auxiliary system is equal to the one of the interacting system.
This is referred as non-interacting-V-reprensability, and although is not proven
we will assume it to be true.

Since the new system is truly non-interacting, it leads to independent-particle
equations that are exactly solvable through a self-consistent loop. In the pro-
cess all the difficult (and unknown) many-body terms are gathered into a new
functional, the exchange-correlation functional Exc[n]. Then, the accuracy to
which the real system is solved is delimited only by the approximations to
the exchange-correlation functional. The Kohn-Sham method can therefore be
summarized into the following diagram:
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Interacting Non-interacting

v̂ext(r)
HK⇐== n0(r)

KS⇐=⇒ n0(r)
HK
==⇒ V̂KS(r)ww� ~ww ~ww ww�

ψi(rrr) ==⇒ ψ0(rrr) Φ(rrr) ⇐== {ϕi(r)}

(1.50)

Where the Kohn-Sham ansatz is establishing the connection between both
systems (interacting and non-interacting) by relating the ground-state den-
sity n0(r). Here, VKS is the auxiliary non-interacting potential, ϕi(r) are the
solutions to the single-particle equations and Φ(rrr) is the Slater determinant
many-body wavefunction one builds as solution to the non-interacting prob-
lem.

1.2.2.2 Decomposition of the universal functional

From the Levy’s constrained-search formulation (Section 1.2.1.2), we are left
with the task of finding the ground state by optimizing the density n(r) in or-
der to minimize (1.49). However, we now face the difficulty of approximating
FL[n]. First it is useful to split the universal functional as

F [n] = Ts [n] + EHxc [n] , (1.51)

where Ts [n] is the non-interacting kinetic energy functional (not the actual
kinetic energy); and EHxc [n] is the Hartree-exchange-correlation functional.

The non-interacting kinetic part can be defined as:

Ts [n] = min
Φ→n

⟨Φ|T̂e|Φ⟩ ≡ ⟨Φ [n] |T̂e|Φ [n]⟩ , (1.52)

where Φ are single determinant wavefunctions and Φ[n] are the Kohn-Sham
wavefunctions, which minimize T̂e for a certain n(r) (equivalent to the no-
tation in Section 1.2.1.2). Thus, we can now rewrite (1.49) in terms of KS
wavefunctions as

E0 = min
n

{
F [n] +

∫
vext n(r)dr

}
= min

n

{
Ts [n] + EHxc [n] +

∫
vext n(r)dr

}
=

= min
n

min
Φ→n

{
⟨Φ|T̂e|Φ⟩+ EHxc [nΦ] +

∫
vextnΦ(r)dr

}
=

= min
n

min
Φ→n

{
⟨Φ|

[
T̂e + V̂ext

]
|Φ⟩+ EHxc [nΦ]

}
= min

Φ

{
⟨Φ|

[
T̂e + V̂ext

]
|Φ⟩+ EHxc [nΦ]

}
(1.53)

Hence, the exact ground-state energy and density can in principle be ob-
tained by minimizing over the single-determinant wavefunctions Φ. It may

[ June 12, 2024 at 15:59 – classicthesis version 4.2 ]



1.2 density functional theory 16

look that we are back at the same point as we started since we have rein-
troduced a many-body wavefunction Φ. However, this is “only” a single-
determinant wavefunction and constitutes a huge simplification over the orig-
inal variational principle that considered all antisymmetric wavefunctions.
Moreover, so far we have not done any approximation (besides the Kohn-
Sham ansatz) and only EHxc [n] has to be approximated as a functional of the
density n, with a big part of the kinetic energy T̂s being exact.

In practice one further decomposes the Hartree-exchange-correlation part
as

EHxc [n] = EH[n] + Exc[n] = EH[n] +

Exc[n]︷ ︸︸ ︷
Ex[n] + Ec[n] , (1.54)

where EH[n] is the Hartree energy functional and Exc[n] is the exchange-
correlation energy functional that remains approximate, which can be further
decomposed in to the exchange Ex[n] and the correlation Ec[n] parts.

The Hartree part is well defined and accounts for the classic electrostatic
repulsion energy

EH[n] =
1

2

∫
n(ri)n(rj)
|ri − rj|

dridrj , (1.55)

while the exchange part is defined as

⟨Φ [n] |V̂e−e|Φ [n]⟩ ≡ EH[n] + Ex[n], (1.56)ww�
Ex[n] = ⟨Φ [n] |V̂e−e|Φ [n]⟩− EH[n] . (1.57)

So far we have that

F[n] = Te[n] + Ve−e[n] =

Te[nΦ]︷ ︸︸ ︷
Ts[n] +

Ve−e[nΦ]︷ ︸︸ ︷
EH[n] + Ex[n] +Ec[n] , (1.58)

thus, it is easy to see that the correlation part is precisely given by

Ec[n] = ⟨Ψ[n]|T̂ + V̂e−e|Ψ[n]⟩− ⟨Φ[n]|T̂ + V̂e−e|Φ[n]⟩ ≡ Tc[n] +Uc[n] , (1.59)

where Tc[n] and Uc[n] are the kinetic and potential parts of the correlation
energy functional and defined as

Tc[n] = ⟨Ψ[n]|T̂ |Ψ[n]⟩− ⟨Φ[n]|T̂ |Φ[n]⟩ , (1.60)

Uc[n] = ⟨Ψ[n]|V̂e−e|Ψ[n]⟩− ⟨Φ[n]|V̂e−e|Φ[n]⟩ . (1.61)

1.2.2.3 Summary of the decomposition

In summary, we have divided the universal functional F[n] as

F[n] = Ts[n] + EH[n] + Ex[n] + Ec[n] , (1.62)

where now the density corresponds to a non-interacting system. In the pro-
cess, we gained intuition and properly defined the different functionals in
terms of either the density n(r) or Kohn-Sham wavefunctions Φ[n] when pos-
sible.
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1. Ts[n] is the non-interacting kinetic energy (exact and depending only on
Φ[n]).

2. The electronic part of the non-interacting system Ve−e[n] is given by two
terms:

• EH[n], the Hartree energy containing the classic Coulomb repulsion
(exact, depending directly on n(r)).

• Ex[n], the exchange energy coming from the fermionic statistics,
which is also exact (defined in equation (1.30)).

3. Finally, Ec[n] carries all the correlations effects, and accounts for the
energy difference between the interacting and auxiliary non-interacting
system. Importantly, this is the only term that is not well defined and
needs to be approximated.

1.2.2.4 The Kohn-Sham equations

Now that we have rewritten the universal density functional in terms of a
non-interacting problem we are set to get the single-particle equations (as we
did for the Hartree (1.24) or Hartree-Fock approximations (1.32)). The single-
determinant wavefunction of the non-interacting problemΦ(rrr), is constructed
from a set of N orthonormal occupied spin-orbitals

{
ϕσi (r)

}
. The density n(r)

is directly related to this single-particle orbitals as

n(r) =
∑
i,σ

|ϕσi (r)|
2 , (1.63)

then, the total energy of the system EKS is given by

EKS[{ϕ
σ
i }] = Ts[{ϕ

σ
i }] + Eext[n] + EH[n] + Exc[n] . (1.64)

Thus, the minimization overΦ can be recast into a minimization of E(e)
[{
ϕσi

}]
with respect to the set of orbitals

{
ϕσi

}
. If we add the constraint of keeping

the orbitals normalized, the functional to minimize L, includes now the corre-
sponding Lagrange multipliers:

L[{ϕσi }] = EKS[{ϕ
σ
i }] −

∑
i

εi

(∑
σ

∫
ϕσ∗i (r)ϕσi (r)dr − 1

)
. (1.65)

If we perform the functional derivative (see Appendix A.1.2) δL/δϕσ∗i (r) we
obtain

δL[
{
ϕσi

}
]

δϕσ∗i (r)
=
δTs[{ϕ

σ
i }]

ϕσ∗i (r)
+

[
δEext[n]

δn(r)
+
δEH[n]

δn(r)
+
δExc[n]

δn(r)

]
δn(r)
ϕσ∗i (r)

− εiϕ
σ
i (r),

(1.66)
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where we have applied the chain rule and most of the terms, as we will see,
are well defined. From equations (1.27), (1.44), (1.55) and (1.63) it is easy to
see that

δTs[{ϕ
σ
i }]

ϕσ∗i (r)
= −

1

2
∇2ϕσi (r), (1.67)

δEext[n]

δn(r)
= vext(r), (1.68)

δEH[n]

δn(r)
=
1

2

∫
dr′

n(r′)
|r − r′|

≡ vH(r), (1.69)

δn(r)
ϕσ∗i (r)

= ϕσi (r). (1.70)

The remaining functional derivative, defines the exchange-correlation poten-
tial Vxc(r) as

vxc(r) ≡
δExc[n]

δn(r)
. (1.71)

Making all the substitutions back in (1.65) and equating it to 0 we get the
Kohn-Sham equations given by−

1

2
∇2 +

VKS(r)︷ ︸︸ ︷
vext(r) + vH(r) + vxc(r)

ϕσi (r) = εiϕσi (r) . (1.72)

Thus, we have managed to find an expression for the “external” potential
VKS(r) that defines the auxiliary non-interacting Hamiltonian ĤKS :

ĤKS = −
1

2
∇2 + VKS(r), (1.73)

VKS(r) = vext(r) +
δEH

δn(r)
+
δExc

δn(r)
= vext(r) + vH(r) + vxc(r).

(1.74)

The set of equations (1.72) constitutes a set of coupled self-consistent equa-
tions as V̂KS depends on the density n(r), which in turn depends on the KS
orbitals {ϕσi }. Thus, the KS auxiliary system can be understood as a problem
of independent particles with an “interacting density”. The only unknown
term in ĤKS is the exchange-correlation potential vxc(r), which in principle is
“infinitely complex” as it contains all the correlation effects and, consequently,
has to be estimated through approximations. The next part of this section
will be devoted to discuss some of the main approximations for the exchange-
correlation potential.

1.2.3 The local-density approximation (LDA)

The LDA approximation consists in approximating the exchange-correlation
energy per particle with the one of a uniform electron gas with density n:

ELDA
xc [n] =

∫
ϵunif

xc [n](r) n(r)dr. (1.75)
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Thus, in the LDA, the exchange-correlation energy per particle of an inho-
mogeneous system at spatial point r of density n(r) is approximated as the
exchange-correlation energy per particle of a uniform electron gas with the
same density.

ϵunif
xc [n](r) = ϵunif

x [n](r) + ϵunif
c [n](r), (1.76)

where the exchange part is given by the exact analytic expression

ϵunif
x [n] = −

3

4

(
3

π

)1
3

n
1
3 . (1.77)

On the other hand, ϵunif
c [n] cannot be calculated analytically. This quantity

however, has been obtained numerically for a number of densities n using
Monte Carlo calculations [45], and fitted to forms of ϵc(rs) , where rs is the
average electron distance defined in the usual way. Then, the corresponding
correlation potential is given by

vc(rs) = ϵc(rs) −
rs

3

dϵc(rs)

drs
. (1.78)

Among the many implementations of the local density approximation, proba-
bly the one from Perdew and Zunger [46] is the most used one

ϵPZ
c (rs) =

{
− 0.0480+ 0.031 ln(rs) − 0.0116rs + 0.0020rs ln(rs), rs < 1

− 0.1423/ (1+ 1.0529
√
rs + 0.3334rs) , rs > 1

(1.79)
Due to the inherent nature of the local density approximation, it is expected
to perform best for solids that resemble a homogeneous electron gas (such as
metallic systems) and worst for highly inhomogeneous systems like atoms.

1.2.4 The generalized gradient approximation (GGA)

The next logical step beyond the local density approximation is the Gradient
Expansion approximation (GEA), which includes derivatives of the density
n(r) into the functionals. One way of deriving the GEA is to start from the
uniform electron gas, introduce a weak slowly varying external potential, and
expand the exchange correlation energy in terms of the gradients of the den-
sity ∇n(r). This procedure was already originally suggested in the seminal
paper from Kohn and Sham [44],and later carried out by [47]. However, it
turned out that for real systems GEA performs worse than LDA.

The failure of GEA lead to define the generalized gradient approximation
(GGA) methods, which modified the GEA functionals in order to preserve the
sum rules. In general, GGA functionals are defined as

EGGA
xc [n] =

∫
n(r)ϵxc(n(r),∇n(r))dr

≡
∫
n(r)ϵhom

x (n)Fxc(n,∇n)dr ,
(1.80)
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where Fxc is the dimensionless enhancement factor and ϵhomx [n] is the ex-
change energy of the homogeneous electron gas (the same used in the LDA).
One of the most widely used implementations of GGA, and the one predom-
inantly employed in the studies presented in this manuscript, is the Perdew-
Burke-Ernzerhof GGA [48]. In order to provide a concise description, it is
useful to define the variable s as a dimensionless fractional gradient of the
density

s =
|∇n(r)|
2kF(r)n(r)

, (1.81)

where kF(r) is the Fermi wavevector corresponding given by the relation
n(r) = kF(r)3/

(
3π2
)
. As a direct consequence of definition (1.80) the exchange

part is then given by

EGGA
x [n] =

∫
Fx(s)n(r)ϵunif

x [n]dr , (1.82)

where for the particular case of PBE the enhancement factor is

FPBE
x = 1+ κ−

κ(
1+ µs2

κ

) , (1.83)

with κ = 0.804 and µ = 0.21951. On the other hand, the correlation part is
given as a correction over the LDA correlation

EGGA
c [n]

∫
dr n(r)

[
ϵunif
c [n] +H(rs, t)

]
, (1.84)

t ≡ ∇n(r)
2ksn(r)

, ks =

(
4kF
π

)2
, (1.85)

where the correction over LDA is encoded into H(rs, t) and for the particular
case of PBE is given by

HPBE(rs, t) =
β2

2α
ln
[
1+

2α

β

t2 +At4

1+At2 +A2t4

]
, (1.86)

with 

A =
2α

β exp
(
−2αVunif

c [n]
β2

)
− 1

α = 0.0716 , β = 0.066725

t =
∇n(r)
2ksn(r)

, ks =

(
4kF
π

)1/2
.

(1.87)

Overall, both the LDA and GGA functionals owe their success to the “small-
ness” of the exchange-correlation energy and are prone to failure in highly
correlated systems, for which more advanced functionals exist. However, all
the cases studied in this manuscript are expected to be well described using
GGA functionals.
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1.3 the pseudopotential approximation

Despite transforming the electronic problem into an independent-electron
problem, the interaction persists through the self-consistent loop, as all Kohn-
Sham orbitals contribute to defining the effective Kohn-Sham potential VKS(r)
(1.74). Consequently, the large number of electrons still poses a computational
challenge. Moreover, this approach often results in a waste of resources, as we
are typically only interested in the valence electrons, which are responsible
for the bonding between atoms and most observed physical properties.

The pseudopotential approximation promises to solve such issue by replac-
ing one problem of all-electrons for another one of only valence electrons,
while keeping the results equal (at least outside a sphere of radius Rc cen-
tered at the ion cores). In the process, one reframes the problem by replacing
the Coulomb potential of the nucleus and core electrons by an effective ionic
potential (that now only acts over valence electrons). Additionally, one should
be able to generate such pseudopotential, by performing an all-electron cal-
culation of the isolated atom, and then transfer it to molecular or crystalline
systems by assuming that core electrons will not change.

As an equivalent example, when one wants to study the scattering proper-
ties of a localized spherical potential (like a nucleus), one can find a square
well with the same scattering properties for a particular energy. The aim of
pseudopotential theory is similar, in the sense that it aims to find an auxil-
iary potential (or pseudopotential) that leads to the same scattering properties
across a desired energy range, while lowering the cost of the calculations.

Most pseudopotential approximations draw inspiration from the orthogo-
nalized plane waves (OPWs) method originally formulated by Herring [49].
The general formalism attempts to provide a basis for the valence electrons
that allows to write their eigenfunctions ψvlm (where lm labels the angular
momentum) as

ψvlm(r) = ψ̃
v
lm(r) +

∑
j

Blmjulmj(r), (1.88)

where ψ̃(r) are the smooth part of the wavefunctions, while ulmj(r) are local-
ized functions around the nucleus. However, one can define a linear transfor-
mation T that relates the solution of the smooth pseudofunction with the full
all-electron function as

|ψvlm⟩ = T | ˜ψvlm⟩ . (1.89)

Then, the pseudopotential transformation developed by Philips and Kleinman
[50] and Antoncik [51] replaces the eigenfunctions (1.88) into the Kohn-Sham
equations (1.72) and the problem splits for the localized and smooth parts.
The smooth part is now governed by a new external potential V̂PKA, which
can be shown to be weaker than the original one, as the effect of the localized
core electrons VR is repulsive

V̂PKA = VKS + V̂
R. (1.90)

In fact, the stronger the original nuclear potential happens to be, the deeper
core electrons will be and the more repulsive VR will be. This tendency results
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in the “cancellation theorem” proven by Cohen and Heine [52], which justifies
drastic pseudopotential approaches as the Ashcroft “empty core” pseudopo-
tential [53] (with the pseudopotential being zero inside de radius Rc). While
V̂PKA is indeed smoother and weaker, leading to smooth pseudo-wavefunctions,
it comes at the cost of the new potential also being a non-local operator and
the pseudo-wavefunctions not being orthonormal. Thus, in order to benefit
from the advantages of the pseudopotential formulation, the pseudopotential
approximation rests on the formal properties of V̂PKA, while using the fact
that different potentials can lead to the same scattering properties. Thus, the
aim is to select a pseudopotential that is both weaker and smoother.

1.3.1 Norm-conserving pseudopotentials

Norm-conserving pseudopotentials (NCPP) appear as an evolution of the
PKA approach, with the aim of rendering the application of the pseudopo-
tential approximation simpler, as well as more accurate and transferable. In
contrast to the PKA approach where the solutions have both a smooth part
as well as a localized part, norm-conserving pseudofunctions ψPS(r) are both
normalized and solutions of an auxiliary potential chosen to reproduce the
valence-states properties as if it was an all-electron calculation

⟨ψσ,PS
i |ψσ

′,PS
j ⟩ = δi,jδσ,σ′ . (1.91)

Thus, the Kohn-Sham equations have the same form as in (1.72,1.74), but with
Ĥσ,PS

KS given by substituting the external potential by the pseudopotential.
In order for a potential to be considered a “good” norm-conserving pseu-

dopotential, it must fulfill five main requirements [54]:

1. All-electron and pseudo-valence eigenvalues agree for the chosen atomic
reference configuration.

2. All-electron and pseudo-valence wavefunctions agree beyond a chosen
core radius Rc.

3. The logarithmic derivatives of the all-electron and pseudo wavefunctions
agree at Rc.

4. The integrated charge inside Rc for each wavefunction agrees (norm-conserving
condition).

5. The first energy derivative of the logarithmic derivatives of the all-electron
and pseudo-wavefunctions agree at Rc, and therefore, for all r ⩾ Rc.

The dimensionless logarithmic derivative D is defined as

Dl(ε, r) ≡
rψ′l(ε, r)
ψl(ε, r)

= r
d

dr
ln [ψl(ε, r)] . (1.92)

From points (1,2), it follows that NCPP equals the original atomic potential
outside from the “core region” delimited by a radial distance Rc. From point
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(3), it follows that pseudo-wavefunctions and their radial derivatives are con-
tinuous at Rc. Point (4) requires that the integrated charge

Ql =

∫Rc
0
r2 |ψl(r)|

2 dr ≡
∫Rc
0
ϕl(r)

2dr, (1.93)

is the same for ψPS
l as for the all-electron wavefunction ψl for any valence

state. The conservation of the integrated charge Ql, implies that the amount
of charge in the core region of the atom is correct as well as that the normal-
ized pseudo-wavefunction is equal to the all-electron valence wavefunction
outside Rc (this equality only holds for local functionals). This, in contrast
to the smooth function in the PKA (1.88), which only equals the all-electron
solution when not normalized.

Altogether, this ensures that both the normalized pseudo-wavefunctions
and the external potential are accurate outside the radius Rc, as a spherically
symmetric potential depends only on the charge within the sphere. This is
crucial because it is in this region where the chemistry and bonding between
atoms occur.

Point (5) happens to be implied by point (4) as shown by Hamann et al.
[54] and is pivotal to ensure the transferability of the pseudopotential. In
a molecule or solid, compared to the isolated atom, the wavefunctions and
eigenvalues will change. By satisfying point (5), the pseudopotential will re-
produce these changes in the eigenvalues to linear order in the change of the
self-consistent potential.

In practice, one defines the non-local pseudopotential as a sum of a local
and a non-local part

Vl(r) = Vlocal(r) + δVl(r), (1.94)

where l stands for the orbital dependence of the pseudopotential. However,
the constraint of the pseudopotential matching the atomic potential for r > Rc,
implies that δVl(r) = 0 when r > Rc; and thus, all the long-range effects of the
Coulomb interaction are contained in the local part Vlocal(r).

Even while applying the norm-conserving condition, there is still freedom
for the choice of Vl(r). And sadly, there is not such thing as a “best pseudopo-
tential” and the selection must be case specific. The main factors to take into
account being:

1. Accuracy and transferability, which in general are better achieved by a
small cutoff radius Rc. This are referred as “hard” potentials, since one
attempts to extend the range over which the pseudo-wavefunctions co-
incide with the all-electron valence electrons.

2. Smoothness of the resulting pseudofunctions allows for describing the solu-
tions with a smaller basis, which in turn drastically reduces the com-
putational cost. This, however is obtained “softening” the potential by
increasing the cutoff radius Rc (which affects the accuracy and transfer-
ability).

Thus, one must find a balance between both sets of characteristics to ensure
they align well with the particular system under study.
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1.3.2 Ultrasoft pseudopotentials

Contrary to norm-conserving pseudopotentials, which require to sacrifice ac-
curacy in order to gain smoothness, the main goal of ultrasoft pseudopo-
tentials is to obtain pseudo-functions that are as smooth as possible, while
not loosing accuracy. The main advantage of the softness being that in turn
functions can be described with a smaller basis (for example of plane-waves),
which lowers the computational cost (which scales as a power of the num-
ber of Fourier components needed). They fulfill this by re-stating the original
problem in terms of a smooth function and an auxiliary function around each
nucleus that represents the rapidly varying part of the density.

The proposal by [55] and [56] rewrites the non-local potential involving
smooth functions ϕ̃ = rψ̃, which are not norm-conserving. Thus, the difference
in the “norm equation” (1.93) with respect to the norm-conserving wavefunc-
tion is given by

∆Qs,s′ =

∫Rc
0
∆Qs,s′(r)dr, (1.95)

with
∆Qs,s′(r) = ϕ

∗
s(r)ϕs′(r) − ϕ̃

∗
s(r)ϕ̃s′(r), (1.96)

where ϕ̃ and ϕ are respectively, the non-norm-conserving and norm-conserving
wavefunctions. This leads to the appearance of new terms in the eigenvalue
problem that are proportional to ∆Qs,s′ .

The advantage of relaxing the norm-conserving condition ∆Qs,s′ = 0 is that
each pseudofunction ψ̃ can be formed independently, with the only constraint
of matching the value of the all-electron functions at Rc. Thus, it becomes
possible to select a much larger Rc, maintaining the accuracy while increasing
the smoothness. All at the cost of adding the auxiliary function ∆Qs,s′

1.3.3 Projector augmented wave method

The projector augmented wave (PAW) method is a general approach to the so-
lution of the electronic structure problem that reformulates the original OPW
method. Similar to the ultrasoft method, it introduces projectors and auxil-
iary localized functions. The main difference is that the PAW keeps the full
many-body wavefunction in a form similar to the general OPW method.

Since the full wavefunction varies rapidly near the nucleus, the evaluation
of integrals is also divided into integrals of smooth wavefunctions plus local-
ized contributions over the ionic cores.

Following the ides of the OPW method, the smooth part of the function |ψ̃⟩
can be expanded in partial waves |ψ̃m⟩ as

|ψ̃⟩ =
∑
m

cm |ψ̃m⟩ , (1.97)
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with the corresponding all electron-wavefunction |ψ⟩ given by the linear ap-
plication (1.89)

|ψ⟩ = T |ψ̃⟩ =
∑
m

cm |ψm⟩ , (1.98)

given that |ψm⟩ = T |ψ̃m⟩. Hence the full wavefunction can be written as

|ψ⟩ =

(1)︷︸︸︷
|ψ̃⟩ +

∑
m

cm

|ψm⟩−

(2)︷ ︸︸ ︷
|ψ̃m⟩

 , (1.99)

since the terms (1) and (2) cancel each other, and has then the same form as
(1.88) and (1.89). Then, given that a set of projection operators p̃ satisfy the
biorthogonality condition of the form

⟨p̃m|ψ̃m′⟩ = δmm′ , (1.100)

we can get the coefficients cm as

cm = ⟨p̃m|ψ̃⟩ . (1.101)

Just as for pseudopotentials, there are many possible choices for the set of
operators p̃(r). However, the main difference from pseudopotentials is that
the transformation T still involves the all-electron wavefunction |ψ⟩ and can
be written in terms of the projectors as

T = 1+
∑
m

{
|ψm⟩− |ψ̃m⟩

}
⟨p̃m| , (1.102)

which is direct, as when acting with T over |ψ̃⟩ is clear that we recover (1.99).
The general equations of the PAW method can be obtained in the same

form as (1.102). For a general operator Â in the all-electron problem, one can
introduce a transformed operator Ã that operates on the smooth part of the
wavefunctions by simply noting that

⟨ψi|Â|ψj⟩ = ⟨ψ̃iT†|Â|Tψ̃j⟩ = ⟨ψ̃i|

Ã︷ ︸︸ ︷
T†ÂT |ψ̃j⟩ . (1.103)

Thus,

Ã = T†ÂT = Â+
∑
mm′

|p̃m⟩
{
⟨ψm|Â|ψm′⟩− ⟨ψ̃m|Â|ψ̃m′⟩

}
⟨p̃m′ | . (1.104)

1.4 translational symmetry and the plane-wave basis

In the preceding sections, we have so far significantly simplified the electronic
problem by first decoupling electronic and ionic degrees of freedom, then re-
placing the interacting problem with a non-interacting one, and subsequently
removing core electrons. However, one of the most powerful tools physicist
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have in hand in order to reduce complexity of problems is using symmetries
and group theory to our advantage. A particular symmetry of crystals is the
spontaneously broken continuous translational symmetry in favour of a dis-
crete translational symmetry. The consequences of solving the Schrodinger’s
equation in a periodic effective potential that satisfies

veff(r) = veff(r + T), (1.105)

with T being a lattice vector, are captured by Bloch’s theorem.

Theorem 5 (Bloch’s theorem): Solutions to the Schrodinger’s equation in a
periodic potential can be expressed as plane waves modulated by periodic
functions u(r):

ψ(r) = eik·ru(r). (1.106)

For the particular case of condensed matter, this theorem applies to the
Kohn-Sham equations (1.72) and allows us to write the Kohn-Sham states
as ϕσi (r) → ϕσn,k(r), where we have divided the label i into two labels: k
which refers to a particular plane wave eik·r and n which refers to a particular
periodic modulation un,k(r)

ϕn,k(r) = eik·run,k(r). (1.107)

As described in A.4, the k vector belongs to the first Brillouin zone (1BZ),
and the index n is usually referred as the “band index”. Since the un,k has
the periodicity of the lattice, the only plane waves |G⟩ that can appear in
its Fourier decompositions are the ones corresponding to reciprocal lattice
vectors satisfying

eiG·T = 1. (1.108)

Thus, the Kohn-Sham states can be written as

|ϕn,k⟩ =
∑

G

cn,k+G |k + G⟩ , (1.109)

⟨r|q⟩ ≡ 1√
Ω
eiq·r, (1.110)

where Ω is the volume of the system.
When inserting this form for the Kohn-Sham states in the corresponding

equation (1.72), it can be easily seen that the first kinetic energy term goes as
1
2 |k + G|2 , while in principle the expansion over G vectors is infinite. There-
fore, in order to stop the energy from diverging, the coefficients cn,k+G are
expected to get smaller (and eventually zero) when |G|2 grows. This, justi-
fies taking an energy cutoff Ecut, from which we discard all coefficients not
satisfying

Ecut ⩽
1

2
|k + G|2 , (1.111)
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achieving a truncation of the basis and reducing the computational cost. Fi-
nally, the Kohn-Sham equations transform into an eigenvector problem for
the cn,k+G coefficients of the form

∑
G′

HG,G′(k)ci,k+G′ = εi(k)ci,k+G,

HG,G′(k) ≡ ⟨k + G|ĤKS|k + G′⟩ = 1

2
|k + G|2 δG,G′ + VKS(G − G′),

(1.112)

as the one described in Appendix A.4. Now, the label i for the eigenvalues,
has also been divided into a 1BZ reciprocal vector k and the band index n,
from where we can obtain bandstructures. Then, the electron density can be
related to the Kohn-Sham states as

n(r) =
∑
n

∑
k

fn,k
{
ϕn,k(r)

}2 , (1.113)

where the sum is done over the 1BZ and fn,k is the occupation number given
by the Fermi-Dirac distribution

fn,k =
2

eβ(εn,k−µ) + 1
. (1.114)

Here, the factor 2 comes from the spin degeneracy, β = 1/KBT , with KB be-
ing Boltzmann’s constant and T the temperature, and µ the chemical potential
(state for which the occupation probability is 50%). Finally, it is worth mention-
ing that akin to the periodic nature of the solid, we often are mostly interested
in per unit cell values. This, can be easily shown that correspond to sums over
the Nk values on the 1BZ, so that for any function fn(k) (where the n denotes
the band index), the average per cell value fn is

f̄n =
1

Nk

∑
k

fn(k)→
Ωcell
(2π)d

∫
BZ
fn(k)dk, (1.115)

where in the second expression we have used the fact that Nk is equal to the
number of lattice sites in real spaceN, which in the limit leads to a continuum
of k with the total volume of the 1BZ being (2π)d/Ωcell, with d being the
dimension andΩcell the volume of the unit cell. Thus, for example, the density
of Kohn-Sham states per unit cell is given by

N(ε) =
1

Nk

∑
n

∑
k

δ(ε− εn,k) =
Ωcell
(2π)d

∫
BZ
δ(ε− εn,k)dk. (1.116)

1.5 wannier functions

Expressing the Schrodinger’s equation in reciprocal space as shown in equa-
tion (1.112), results in a simplification of the electronic problem by block di-
agonalizing the Hamiltonian. However, also as a consequence of Bloch’s the-
orem, the eigenfunctions are now extended objects across the whole crystal,
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making the interpretation in real space more cumbersome. It is often useful
to rewrite the electronic problem back to real space through a set of Wannier
functions [57], which can be defined as a localized basis of orthonormal func-
tions that span the same space as the eigenstates of a band or set of bands.
Their localized nature provides them with great utility in order to analyze the
chemistry or developing tight-binding models. In addition, in our pursue for
simplification of the problem, one can even settle in a particular set of Wan-
nier functions that only reproduce the bands of interest, reducing further the
complexity of the electronic problem.

From Bloch’s theorem, we know that the eigenstates of a Hamiltonian Ĥ
that commutes with a set of translation operators T̂n will be also eigenstates
of T̂n and thus

ψn,k = eik·run,k(r), (1.117)

which we take to be normalized over a unit cell.
However, eigenstates are only well-defined up to an arbitrary phase factor,

which allows for a gauge transformation of the form

ψn,k(r)→ ψ̃n,k(r) = eiθn(k)ψn,k(r), (1.118)

where in general θi(k) is taken as a continuous function in k (differentiable
gauge), so that ψn,k are smooth functions of k. Then Wannier functions can be
defined as nothing more than Fourier transforms of Bloch eigenstates, so that
for a band n the Wannier function associated with a lattice site Tm is given by

wn(r − Tm) =
Ωcell
(2π)3

∫
BZ
e−ik·Tmψn,k(r)dk =

Ωcell
(2π)3

∫
BZ
eik·(r−Tm)un,k(r)dk,

(1.119)
which can be shown to vanish when (r − Tm) → ∞. It is also evident that
the Wannier function associated with a different cell wn(r − Tm′) is the same
function translated by Tm′ −Tm; so that in the process we have transformedN
Bloch functions labeled by k into N Wannier functions centered in each lattice
site. Of course, the original wavefunction can be recovered by the inverse
transform

ψn,k(r) =
∑
m

eik·Tmwn(r − Tm). (1.120)

Wannier functions can in principle also be defined for a set of bands instead
of a particular band. In general, the functions un,k can be replaced by a linear
combination of Bloch functions, such as

uWi,k =
∑
n

Un,i(k)un,k, (1.121)

where Un,i(k) is a unitary matrix defining a k-dependent transformation and
the uWi,k functions are referred as Wannier rotated Bloch functions. Then, when
replacing (1.121) in (1.119) we obtain the general expression for the Wannier
functions for a set of bands

⟨r|Tm, i⟩ ≡ wi(r − Tm) =
Ωcell
(2π)3

∫
BZ
eik·(r−Tm)

(∑
n

Un,i(k)un,k(r)

)
dk,

(1.122)
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and thus
uWik(r) =

∑
Tm

eik(Tm−r)wi(r − Tm). (1.123)

When defined in such way, the Wannier functions form an orthonormal basis
so that

⟨Tm, i|Tn, j⟩ =
∫

all space
w∗i (r − Tm)wj(r − Tn)dr = δijδmn, (1.124)

which is rather direct by using (1.119) and the fact that ψi,k are orthonormal.
In practice, calculations are done over a discrete mesh in reciprocal space,

so that integrals over reciprocal space are discretized and Fourier transforms
are written as

Ω

(2π)3

∫
e−ik·T dk→ 1

Nk

∑
k

e−ik·T. (1.125)

However, one of the added benefits of a localized basis is the possibility of
performing a Wannier interpolation, in order to obtain a finer k-mesh in re-
ciprocal space to perform integrals. The original Hamiltonian Ĥ is diagonal
in the Bloch basis with the components given by

⟨n, k|Ĥ|m, k′⟩ = δk,k′H(k) = εn(k)δnm. (1.126)

If we rewrite the components in the Wannier rotated basis defined in equation
(1.121) we get

HWnm(k) = ⟨uRn,k|Ĥ|u
R
m,k⟩ =

[
U†(k)H(k)U(k)

]
nm

. (1.127)

Since we only have performed a change of basis, the eigenvalues of HWnm(k)
are the same as the ones for the original H(k). Now, we can Fourier transform
HWnm(k) to real space as

HWnm(T) =
1

Nk

∑
k

e−ik·THWnm(k), (1.128)

and then, we transform back to any k′ point not originally in the k-mesh

HWnm(k
′) =

∑
T

eik·T
′
HWnm(T). (1.129)

Finally, by diagonalizing the new interpolated HWnm(k′), we obtain a new set
of eigenvalues εn(k′) and eigenstates orbitals ψn,k′(r). Since the Wannier basis
only reproduces a particular set of bands, the cost of diagonalizing suchNW ×
NW matrix, with NW being the number of Wannier orbitals, is much cheaper
than non-self-consistently solving the Hamiltonian at k′.
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1.5.1 Non-uniqueness and maximally localized Wannier functions

One of the main drawbacks of the Wannier representation is that it is not
uniquely defined, which implies that there exist different sets of Wannier func-
tions that represent the same set of bands. This can be deduced from equa-
tion (1.122), if we take into account the gauge freedom described in equations
(1.117) and (1.121). The different representations can widely vary in shape,
localization or range (contrary to Bloch functions that are all well defined),
therefore, it is useful to stablish a criterion that removes such ill-definiteness.
One of the most used criteria is the one of “maximal localization”.

Maximally localized Wannier functions (MLWF) can be understood as a
particular transform (linear combination) of Wannier functions that minimize
the mean square spread ΩS defined as

ΩS ≡
NW∑
i=1

[
⟨r2⟩i − ⟨r⟩

2
i

]
=

NW∑
i=1

(∆r)2, (1.130)

where i labels the i-th Wannier function in a particular unit cell and ⟨. . .⟩i is
the means the expectation value over the ith Wannier function.

It was shown by Marzari and Vanderbilt [58] that the spread function can
be divided in two parts

ΩS = ΩI + Ω̃, (1.131)

ΩI =

NW∑
i=1

⟨r2⟩i −∑
T,j

|⟨T, j|r̂|0, i⟩|2
 , (1.132)

Ω̃ =

NW∑
i

∑
T,j ̸=0,i

|⟨T, j|r̂|0, i⟩|2 . (1.133)

Here ΩI is gauge-invariant, while Ω̃ is gauge-dependent and thus one can
define a minimization procedure in order to find the particular form of Ui,j(k)
(1.121), such that it minimizes Ω̃. On the other hand, the fact that ΩI is gauge-
invariant points to the physical nature of this term. In order to understand
this physical meaning, first, it is useful to define a projection operator P̂, which
projects over the space spanned by a particular set of bands (or by their related
Wannier functions)

P̂ =

Nbands∑
i

∑
k

|ψi,k⟩ ⟨ψi,k| =
Nbands∑
i

∑
T

|T, i⟩ ⟨T, i| . (1.134)

Then, it is trivial to define the projector over the rest of the bands as Q̂ = 1− P̂.
In terms of this operator, ΩI (1.132) can be rewritten as

ΩI =

Nbands∑
i=1

3∑
α=1

⟨0, i|r̂αQ̂r̂α|0, i⟩ , (1.135)
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where α are the vector indices of the r vector. This, leads to the interpretation
of the invariant spread as the quantum fluctuations of the position operator
from the space spanned by the Wannier functions into the space of the rest of
the bands.
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2
L AT T I C E D Y N A M I C S O F C RY S TA L S

2.1 the harmonic hamiltonian

After separating the ionic and electronic problems via the Born-Oppenheimer
approximation discussed in 1.1.1 and solving the electronic part with the
methods presented in Chapter 1 we can now rewrite the ionic Hamiltonian
initially presented in equation (1.15) and give an explicit expression for the
electronic energy in terms of the Kohn-Sham energy EKS given in equation
(1.64): [

T̂I + EKS(RRR) + V̂I−I(RRR)
]
χ(RRR) =

[
T̂I + V̂

BO(RRR)
]
χ(RRR) = E χ(RRR). (2.1)

Notice how the electronic energy EKS is a functional of the ground state den-
sity n0, which in turn is defined by a particular set of ionic positions RRR that
define the external potential (which is part of the Kohn-Sham ansatz (1.50)).
Hence, the Hamiltonian initially introduced in (1.1) now written as{

Ĥ ≡ T̂I + V̂BO(RRR),

V̂BO(RRR) ≡ V̂I−I(RRR) + EKS[n0,RRR]),
(2.2)

where n0,RRR is the ground state electronic density for an external potential vext
defined by the ionic positions RRR and the Born-Oppenheimer potential V̂BO(RRR)

(also referred as BO energy surface) is the effective potential felt by the ions
and contains all the effects from the electrons (within the BO approximation).

In a solid, ions oscillate around a set or particular equilibrium position RRReq.
As we will see, it is convenient to redefine the ionic positions as displacements
with respect to equilibrium positions. Hence, for a particular ion i

Ri = Req
i + ui, (2.3)

where ui are the displacements from the equilibrium positions. We can then
perform a Taylor expansion of the BO potential around the equilibrium posi-
tions RRReq

VBO(RRR) =VBO(RRReq) +
(
∂iαV

BO
∣∣∣
RRReq

)
uiα +

1

2

(
∂iα∂jβV

BO
∣∣∣
RRReq

)
uiαujβ

+
1

3!

(
∂iα∂jβ∂kγV

BO
∣∣∣
RRReq

)
uiαujβukγ + . . . ,

(2.4)

32
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where we are using Einstein’s notation (repeated indices are summed) with
roman indices for particles, greek indices for Cartesian coordinates and ∂iα ≡
∂/∂riα.

The first term in equation (2.4) is just the energy in equilibrium. The second
term on the other hand, is forced to be zero, which is easy to see from Hamilto-
nian mechanics. The force over a particular ion is given by Fiα = −∂VBO/∂riα,
but at equilibrium all forces must be zero Fiα = 0. Thus,

VBO(RRR) − VBO(RRReq) =

∞∑
n=2

VBO
n , (2.5)

where
VBO
n =

1

n!

(
∂s1α1 . . . ∂snαnV

BO(RRR)
)∣∣∣
RRReq
us1α1 . . . usnαn

=
1

n!
Φα1...αns1...sn

us1α1 . . . usnαn ,
(2.6)

with Φα1...αns1...sn being the n-th order force constants defined as

Φα1...αns1...sn
≡ (∂s1α1 . . . ∂snαn)V

BO(RRR) |RRR=RRReq . (2.7)

2.1.1 The Harmonic approximation

If we now assume ui to be small, we can truncate the expansion of the BO
potential (2.4) to second order, which defines the Harmonic approximation.
Hence, the dynamics of the ionic degrees of freedom are determined by

Ĥharm =

N∑
s=1

3∑
α=1

P̂2sα
2Ms

+
1

2
Φ
αβ
st ûsαûtβ, (2.8)

where Φαβst is the (second order) force constant matrix defined in equation
(2.7), which satisfies a series of relations discussed in Appendix A.5.

2.1.1.1 Classical dynamics of lattice vibrations

Having that Fsα = Msüsα, the classical equations of motion for the ionic de-
grees of freedom can be written as

Miüiγ = Fiγ = −
∂Hharm

∂uiγ
= −

∂VBO
2

∂uiγ
, (2.9)

Miüiγ = −
1

2

Φγβit utβ +
=Φγα

is︷︸︸︷
Φ
αγ
si usα

 = −Φγαis usα, (2.10)

where we have used the symmetric property of the force constants (Appendix
A.5). It is clear from the equations of motion that within the harmonic approx-
imation the system is defined as a set of coupled classic harmonic oscillators,
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where the coupling between the different oscillators is given by the force con-
stants matrix Φ.

Thus, the solution to the equations of motion will be the set of independent
oscillators of the form

uiγ =
ϵiγ√
Mi
eiωt, (2.11)

each of them with their own frequency ω and polarization vector ϵiγ.
It is easy to check that the displacement field described by (2.11) is indeed

a solution. Just by plugging this ansatz in the equations of motion (2.10) leads
to

−Miω
2 ϵiγ√
Mi
e−iωt = −

∑
sα

Φ
γα
is usα = −

∑
sα

Φ
γα
is

ϵsα√
Ms

e−iωt, (2.12)w�
ω2ϵiγ =

∑
sα

Φ
γα
is√

MiMs︸ ︷︷ ︸
Dyn matrix

ϵsα =
∑
sα

D
γα
is ϵsα, (2.13)

where we have defined the Dynamical matrix as

D
αβ
ij =

Φ
αβ
ij√
MiMj

, (2.14)

and implies that (2.11) will be a solution as long as the polarization vector ϵiγ
is an eigenvector of the Dynamical matrix with eigenvalue ω2.

In the previous description we have treated the crystal as a super-molecule,
without taking into account the translational symmetry, for the sake of sim-
plicity. This leads to the particular expression (2.14) for the Dynamical matrix.
However, the same procedure can be done taking into account the transla-
tional symmetry (Appendix A.6) by writing the displacement field as a Bloch
wave

uiγ(T) =
ϵiγ(k)√
Mi

e−iωtei(k·T), (2.15)

where now i denotes a particular ion in the primitive cell, and T denotes the
cell in which the ion lies. Then, the force constant matrix is also rewritten as

Φ
αβ
i,j → Φ

αβ
i,j (T), (2.16)

where in the left-hand side of (2.16) the atom indices i, j run over all the atoms
in the crystal, while on the right-hand side they only run over the atoms of
the primitive cell and T = Tj − Ti is the Bravais lattice vector relating both
atoms. Then, the dynamical matrix is defined as the Fourier transform of the
force constants (2.14)

D
αβ
ij (k) =

∑
T

Φ
αβ
ij (T)√
MiMj

eik·T, (2.17)
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and is related to the eigenvectors ϵiγ(k) in the same way as (2.13)

ω(k)2ϵiγ(k) =
∑
sα

D
γα
is (k)ϵsα(k), (2.18)

but with the explicit dependence on the k wavevector lying in the first Bril-
louin zone. In the spirit of Bloch’s theorem, this allows us to rewrite the prob-
lem of NI ions (with NI being the total number of ions in the crystal), into
Ncell problems of n particles, with Ncell being the number of primitive cells
and n the number of atoms per cell n ≡ NI/Ncell.

2.1.1.2 The harmonic energy

After solving the dynamics of the lattice vibrations (2.13), we can compute the
total harmonic kinetic (T) and potential energies Uh ≡ V −V0 for a particular
set of displacements ui 

uiγ =
∑
µ

qµ
ϵ
µ
iγ√
Mi
e−iωµt,

Uharm =
1

2
Φ
αβ
st usαutβ,

Tharm =
1

2

∑
iα

Mi|u̇iα|
2,

(2.19)

where the displacements have been written as a sum of the independent os-
cillators (2.11), µ labels the different modes and qµ is the amplitude of a
particular normal mode. Thus, the kinetic part is given by

Tharm =
1

2
Mi

∑
iα

(∑
µ

qµ
ϵ
µ
iα√
Mi

(−iωµ) e
−iωµt

)(∑
ν

q∗ν
ϵν∗iα√
Mi

(iων) e
iωνt

)

=
1

2

∑
iαµν

qµq
∗
νωµων

sum in i,α︷ ︸︸ ︷
ϵ
µ
iαϵ

ν∗
iα exp(i(ων −ωµ)t)

=
1

2

∑
µν

qµq
∗
νωµωνδµν exp(i(ων −ωµ)t) =

1

2

∑
µ

|qµ|
2ω2µ,

(2.20)
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while the harmonic part is given by

Uharm =
1

2

∑
µµ′,sα,tβ

Φ
αβ
st

1√
MsMt︸ ︷︷ ︸

D
αβ
st

q∗µqµ′ϵ
†µ
sαϵ

µ′

tβe
−i(ωµ′−ωµ)t

=
1

2

∑
µµ′,sα

q∗µqµ′

∑
tβ

D
αβ
st ϵ

µ′

tβ


︸ ︷︷ ︸

ω2
µ′ϵ

µ′
sα

ϵ†µsαe
−i(ωµ′−ωµ)t

=
1

2

∑
µµ′

q∗µqµ′ω
2
µ′

(∑
sα

ϵµsαϵ
†µ′
sα

)
︸ ︷︷ ︸

δµµ′

e−i(ωµ′−ωµ)t =
1

2

∑
µ

|qµ|
2ω2µ.

(2.21)

Equivalent to the dynamics of the lattice, the energies can also be derived in
terms of displacements written as sum of Bloch-like independent oscillators
(2.15), this is done in Appendix A.6 and leads to a total potential energy per
cell given by

uharm =
Uharm

Ncell
=
1

2

∑
µk

∣∣qµk
∣∣2ω2µk, (2.22)

that reduces to the same expression as (2.21) if we take Ncell = Nk = 1.

2.1.1.3 Canonical quantization of harmonic lattice vibrations

The expression for the total energy given in (2.22) is useful for computing
phonons within a direct method as the frozen phonon method or finite differ-
ences, which compute derivatives of the total energy per cell uharm. However,
this expression for the total harmonic energy is still classical and thus we
should go beyond in order to get a proper quantum treatment of the lattice
vibrations.

It can be shown (see Appendix A.7) that by choosing the appropriate lad-
der operators b̂†, b̂ (satisfying the usual algebra for bosons), the Fourier trans-
forms of the ionic momenta and displacements can be rewritten as

ûsα(k) =
∑
ν

1√
2Msων(k)

ϵνsα(k)
(
b̂ν(k) + b̂†ν(−k)

)
, (2.23)

P̂sα(k) = −
∑
ν

√
Msων(k)

2
ϵνsα(k)

(
b̂ν(k) − b̂†ν(−k)

)
. (2.24)

Given that the polarization vectors ϵνsα(k) hold the relation (2.18), the Hamil-
tonian (2.8) can be now written as

Ĥharm =
∑
νk

ων(k)
(
1

2
+ b̂†νkb̂νk

)
=

∑
νk

ων(k)
(
1

2
+ n̂νk

)
, (2.25)

where n̂νk ≡ b̂†νkb̂νk is the number operator.
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If we now compute the total energy for a particular quantum state defined
by the occupation numbers |n1,n2, . . .⟩, which is direct from (2.25), it is clear
the quantum nature of this Hamiltonian. Contrary to the expression for the
classical total energy (2.22) resembling a sum of classic oscillators, now we
get a sum of quantum harmonic oscillators with the characteristic zero point
energy coming from the 1

2 term in (2.25).

2.2 density functional perturbation theory

From a theoretical point of view there is no problem in defining the dynami-
cal matrix of a crystal and diagonalizing it to compute the phonon spectrum.
However, this procedure can get very expensive. For example, one needs to
perform the calculations in a commensurate supercell with respect to the k
point in which we want to compute the phonon spectra, which turns im-
possible when k differs from any fractional number. Density functional per-
turbation theory (DFPT) provides a solution in which essentially, the lattice
displacements are studied through their effects in nRRReq(r)

For computing the dynamical matrix one should compute the static energy
of the system at equilibrium (neglecting T̂I) given by

VBO(RRReq) = VI−I(RRR
eq) + ⟨ψeRRReq |Ĥe|ψeRRReq⟩ = VI−I(RRReq) + EKS(RRR), (2.26)

and then, compute derivatives with respect to the ionic displacements u. The
first derivative can be obtained using the Hellman-Feynman theorem

∂VBO(RRR)

∂uiα
=
∂VI−I(RRR)

∂uiα
+

∫
nRRR(r)

∂vext(r)
∂uiα

dr. (2.27)

Then, the second derivative can be done on top of the previous one and gives

∂2VBO(RRR)

∂uiα∂ujβ
=

∫
∂nRRR(r)
∂uiα

∂vext(r)
∂ujβ

dr

+

∫
nRRR(r)

∂2vext(r)
∂uiα∂ujβ

dr +
∂2VI−I(RRR)

∂uiα∂ujβ
.

(2.28)

Hence, the second derivatives require the knowledge not only of the elec-
tron density nRRR(r), but also from its derivatives with respect to variation of the
ionic positions. This derivatives of the density can be calculated using linear
response theory, but it is very computationally demanding. The DFPT meth-
ods provide an alternative way of performing this computation, by providing
an alternative self-consistent set of equations derived from perturbation the-
ory. The core idea is to study the change of the Kohn-Sham levels and wave-
functions when the density is perturbed in a particular way. Thus, if we make
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a first order expansion in the Hamiltonian, the eigenstates and eigenfunctions
are redefined as

ĤKS → ĤKS +∆ĤKS, (2.29)
εnk → εnk +∆εnk, (2.30)

|ϕnk⟩ → |ϕ⟩+ |∆ϕnk⟩ , (2.31)
nRRR(r)→ nRRR(r) +∆nRRR(r). (2.32)

Then, the eigenvalue problem at linear order is given by Sternheimer’s equa-
tion and reads as

(ĤKS − εnk) |∆ϕnk⟩ = −(∆ĤKS −∆εnk) |ϕnk⟩ , (2.33)

with the density change being

∆nRRR(r) = 2Re

[∑
nk

fnkϕ
∗
nk(r,RRR)∆ϕnk(r,RRR)

]
, (2.34)

where fnk are the Fermi-Dirac occupations.
Finally, the change in the Hamiltonian is given by

∆ĤKS(r) = ∆vext(r) +
∫ [

1

|r − r′|
+ fxc(r, r′)

]
∆nRRR(r′)dr′, (2.35)

where the factor fxc is defined in terms of the exchange-correlation potential
as

fxc(r, r′) =
δvxc(r)
δnRRR(r′)

. (2.36)

Equations (2.33), (2.34) and (2.35), form a set of self-consistent equations for
the perturbed system, equivalent to the one for the equilibrium Kohn-Sham
problem. Therefore, the change in the density nRRR(r) can be obtained through
a self-consistent loop. Computationally, the main advantage of DFPT is that
only the occupied states matter and one can discard the unoccupied valence
bands. On the other hand, compared to the direct methods as frozen phonon
or finite differences, it allows to compute the dynamical matrix at any k point,
without needing a commensurate supercell.

2.3 the electron-phonon interaction

So far, we have made extensive use of the Born-Oppenheimer approxima-
tion introduced in Section 1.1.1. However, since this approximation is nothing
more than the adiabatic theorem, there is no energy transfer between ionic
and electronic degrees of freedom, which negates any kind of electron-phonon
interaction. This, is explicitly done when discarding the non-diagonal terms
in equation (1.12) contained in the ∆Ĥ term (1.13). Thus, in order to study any
kind of interaction between the lattice and the electronic degrees of freedom
we must conserve at least some of the non-diagonal terms of ∆Ĥ. As a con-
sequence, the electron-phonon interaction can be considered as the next step
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beyond the Born-Oppenheimer approximation, which will be more relevant
in metals where electronic excitations can be as small as one may want.

Considering that the first term in ∆Ĥ, given by (1.13), includes second
derivatives of the electronic wavefunction with respect to the ionic displace-
ments, while the second term only first derivatives; we approximate the inter-
action at linear order as

Ĥ
e−ph
ij =

∑
I

1

MI
⟨ψR,i|P̂I|ψR,j⟩ P̂I, (2.37)

and thus, the electron-phonon Hamiltonian can be written as

Ĥe−ph =
∑
I

1

MI
[P̂I]e P̂I, (2.38)

where [P̂I]e implies acting with the ionic momentum operator over the elec-
tronic states. We can write this term in second quantization as

[P̂I]e =
∑
nn′

∑
kk′

ĉ
†
n′k′ ĉnk ⟨ϕn′k′ |P̂I|ϕnk⟩ , (2.39)

where ĉ†nk and ĉnk create and annihilate Kohn-Sham states and is now clear
that (2.37) is the same operator as (2.38), but in matrix form.

Then, using regular first order perturbation theory, we can study the effect
of the perturbation (the change of ionic positions) over Kohn-Sham states as

|ϕnk⟩ → |ϕnk⟩+ |∆ϕnk⟩ , (2.40)

with |∆ϕnk⟩ given by

|∆ϕnk⟩ =
∑
m ̸=n

∑
q ̸=k

⟨ϕmq|∆ĤKS|ϕnk⟩
εnk − εmq

|ϕmq⟩ , (2.41)

which taking into account that P̂I = −i∇̂I, allows us to rewrite the braket in
(2.39) as

⟨ϕn′k′ |P̂I|ϕnk⟩ = −i ⟨ϕn′,k′ |∆ϕnk⟩ = −i
⟨ϕn′k′ |∆ĤKS|ϕnk⟩

εnk − εn′k′
. (2.42)

If we now consider that ∆ĤKS = ∂V̂KS
∂uiα(T)

, we need to sum over i, α, and T.
Then, we substitute (2.39) and (2.42) into (2.38). Finally, rewriting the remain-
ing ionic momentum operator P̂I in terms of ladder operators as in (2.24) (but
transformed to real space (A.56) leads to

Ĥe−ph = −
∑
iαT

∑
nn′

∑
kk′

ĉ
†
n′k′ ĉnk

⟨ϕn′k′ |
∂V̂KS
∂uiα(T)

|ϕnk⟩
εnk − εn′k′


×

(
1√
N

∑
kν

e−ik·T
√
Msων(k)

2
ϵνiα(k)

(
b̂ν(k) − b̂†ν(−k)

))
.

(2.43)
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From the ladder operator combinations in the electron-phonon Hamiltonian
Ĥe−ph, (ĉ†n′k′ ĉnkb̂νk) and (ĉ†n′k′ ĉnkb̂

†
ν−k), it is direct to interpret these terms as

the emission or absorption of a phonon by an electron that changes electronic
state. In such processes, the energy and momentum is conserved, which can
be derived from

∑
T e

ik·T ⟨n′k′| ∂V̂KS
∂uiα(T)

|nk⟩ and noting that the derivatives are
periodic in real space.

With that being said, Ĥe−ph can then be written in the more usual Fröhlich
form

Ĥe−ph =
1√
N

∑
ν n m

1BZ∑
kq

gνmk+q,nkĉ
†
mk+qĉnk

(
b̂νq + b̂†ν−q

)
, (2.44)

gνmk+q,nk =
∑
Tiα

eiq·T
1√

2Msων(q)
⟨ϕmk+q|

∂V̂KS

∂uiα(T)
ϵνiα(q)|ϕnk⟩ , (2.45)

where all the ingredients to construct the Fröhlich Hamiltonian can be ob-
tained with the Density Functional Perturbation theory methods discussed in
Section 2.2.

In order to analyze the effects of the electron-phonon coupling over both
electrons and phonons is useful to work in the Green’s function formalism.
In order to obtain the corresponding Green functions, the starting Dyson’s
equations [59] take the form

Gn(k, iωm) = G0n(k, iωm) + G0n(k, iωm) + Σn(k, iωm)Gn(k, iωm) (2.46)

for the electron Green function Gn(k, iωm), and

Dn(k, iΩm) = D0n(k, iΩm) +D0n(k, iΩm) +Πn(k, iΩm)Dn(k, iΩm) (2.47)

for the phonon Green function Dn(k, iΩm). Here G0n(k,ωm) and D0n(k, iΩm)
are the non-interacting Green functions, and Σn(k, iωm) and Πn(k, iΩm) are
the electron and phonon selfenergies. In principle, one should sum for infi-
nite diagrams, but according to Migdal’s theorem all vertex corrections are of
order

√
me/MI, and therefore, the lowest order diagram is expected to be

the most important. Thus, the selfenergies to lowest order diagram can be
approximated as

Σn(k,ωm) = −
1

Nq

∑
ν,q,n′

∣∣∣gνn′k+q,nk

∣∣∣2 [ nB(ων(q)) + 1
2fn′k+q

ω+ iδ+ων(q) − εn′k+q

+
nB(ων(q)) + 1− 1

2fn′k+q

ω+ iδ−ων(q) − εn′k+q
]

(2.48)

for electrons and

Πν(q,ω) =
1

Nk

∑
n,n′,k

∣∣∣gνn′k+q,nk

∣∣∣2 fnk − fn′k+q

εnk − εn′k+q +ω+ iδ
(2.49)

for phonons, where f are Fermi-Dirac occupations and nB are boson occupa-
tions. The shift in phonon frequencies due to the electron-phonon interaction
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is proportional to the real part of the self-energy. Furthermore, the electron-
phonon self-energy Πν(q,ω), apart from the square of the electron-phonon
matrix elements, closely resembles the Lindhard function [60], whose real
part is negatively defined. As a result, the electron-phonon interaction will
always soften phonon frequencies, potentially leading to instabilities.

In principle, one can derive all the relevant properties form the electron-
phonon interaction from equations (2.48) and (2.49). For example, the electron-
phonon contribution to the phonon linewidth γν(q), given as half with half
maximum (HWHM), is given by the imaginary part of the selfenergy

γν(q) = −Im Πν(q,ω(q)), (2.50)

which after some assumptions, as focusing in excitations happening only in
the Fermi surface due to the smallness of phonon energies, we get

γν(q) =
2πωµ(q)
Nk

∑
knm

∣∣∣gµnk,mk+q

∣∣∣2 δ(εnk − εF)δ(εmk+q − εF), (2.51)

which is the usual formula to compute the electron-phonon linewidth. A very
closely related quantity is the nesting function ζ(q), which can be defined as

ζ (q, εF) =
1

Nk

∑
knm

δ(εnk − εF)δ(εmk+q − εF), (2.52)

which tells us how much of the Fermi surface is connected by the q vector. As
can be seen from equations (2.51) and (2.52), the electron-phonon linewidth is
both proportional to the electron-phonon coupling elements and to the nest-
ing function.

2.4 beyond the harmonic approximation

So far we have limited ourselves to the study of the lattice vibrations within
the harmonic approximation, with the extension of the electron-phonon cou-
pling as a perturbation of the harmonic system. However, we have assumed
that the Born-Oppenheimer energy surface is well described, despite the trun-
cation of the Taylor expansion in equation (2.4) at second order.

A clear limitation of any expansion of this kind is that it only holds as
long as the displacements uuu from the center of the expansion RRReq are small.
However, there are many circumstances in which this is not true. For instance,
when we are dealing with very light atoms, or when there exists a displacive
phase transition.

Moreover, within the harmonic approximation, phonons are well defined
quasi-particles with infinite lifetimes and without accounting for finite ther-
mal conductivity or thermal expansions. Sometimes, even the real equilibrium
positions of the nuclei are missed within the harmonic approximation.

Therefore, in order to depict such phenomena, one must go beyond the
usual harmonic approximation and introduce anharmonic terms in the de-
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scription. While the most straightforward method involves incorporating ad-
ditional terms in the Taylor expansion of the Born-Oppenheimer energy sur-
face (2.4) as perturbations, the assumption of displacements being small re-
mains essential.

From inspecting the expression for the displacements given in equation
(2.23), it can be seen that it is inversely proportional to both the mass, but
more importantly the frequency ω. This implies, than when a phonon softens
up to the point of triggering a phase transition whenω = 0, the displacements
diverge, which is obviously not true, but signals that perturbative approaches
are bound to fail.

Among the possible non-perturbative methods for addressing strong an-
harmonic effects, as we attempt in this thesis, are molecular dynamics simu-
lations and path integral molecular dynamics. The former, while practical, do
not capture quantum effects. The latter, considered the gold standard, come
with a significant computational cost. In our case, we will use a stochastic
implementation of the Self-Consistent Harmonic Approximation (SCHA) [61].
Although this method remains computationally demanding, it is far more
affordable than path-integral molecular dynamics while still capturing quan-
tum effects.

2.4.1 The self-consistent harmonic approximation (SCHA)

The Self-Consistent Harmonic Approximation (SCHA) was originally pro-
posed by Hooton in 1955 [61] as a non-perturbative treatment that fully ac-
counts for both thermal and anharmonic (also referred as quantum) effects.
The non-perturbative nature implies that one does not at any point approx-
imate the Born-Oppenheimer energy surface in equation (2.1), and in turn
one opts for a variational approach. The approximation comes when assum-
ing that the solution to the ionic Hamiltonian Ĥ (2.1) is given by a Gaussian
density matrix ρ(RRR). Then by a variational method one finds the Gaussian
density matrix that minimizes the free energy of the full Hamiltonian Ĥ with-
out approximating the BO energy surface. Since the solution of a harmonic
Hamiltonian is always given by a Gaussian, there is a mapping between any
Gaussian and the harmonic Hamiltonian from which it is solution. This partic-
ular Hamiltonian will be referred as the auxiliary Hamiltonian H. In essence,
the SCHA method is equivalent to the Hartree-Fock approximation discussed
in Section 1.1.3, in which one assumes a non-interacting solution for the inter-
acting problem.

2.4.1.1 The variational principle

The free energy we aim to minimize for the full ionic Hamiltonian (2.1) is
given by the sum of the total energy and the entropic contribution

FH = tr(ρHH) +
1

β
tr(ρH ln ρH) = −

1

β
lnZH, (2.53)
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where ZH = tr(e−βH) is the partition function, and ρH = e−βH/ZH is the
density matrix.

Since explicitly computing FH is computationally challenging, instead, a
quantum variational principle in the free energy is defined. By substituting
the density matrix by any other ρH defined by a trial Hamiltonian H = T +V,
one has that if

FH(H) = tr(ρHH) +
1

β
tr(ρH ln ρH), (2.54)

then, by the Gibbs-Bogoliubov inequality we have that

FH ⩽ FH(H). (2.55)

Finally, by adding and subtracting tr(ρHH) in (2.54) is direct to arrive to

FH(H) = FH + tr[ρH(VBO −V)]. (2.56)

Hence, FH(H) is minimized with respect to the trial Hamiltonian H and a
variational principle is established. The SCHA restricts the trial potential V
to a harmonic one. One of the benefits of this is that the free energy and the
probability density of finding certain RRR ionic configuration ρH(RRR) = ρR,Φ(RRR) =

⟨RRR|ρH|RRR⟩, can be expressed in terms of phonon frequencies, eigenvectors (con-
tained in the force constants Φ) and equilibrium positions (R) of the auxiliary
Hamiltonian H.

2.4.1.2 Expectation values and the free energy gradient

The trial density function ρH used in the SSCHA minimization is totally de-
fined by the auxiliary trial Hamiltonian H, which in turn is defined by a set
of centroid positions R and force constants Φ

ρH(RRR) ↔ H ↔ (R,Φ), (2.57)

where in this case, Φ are the force constants associated with auxiliary BO po-
tential V2. Diagonalizing the dynamical matrix of the auxiliary Hamiltonian H

we obtain auxiliary polarization vectors ϵiαµH and frequencies ωµH satisfying
the usual eigenvalue problem (2.12) for a harmonic system.

The probability of finding the system in a general ionic configuration RRR, is
given by

ρH(RRR) = AH exp

−
∑
stαβµ

√
MsMt

2a2µH
ϵsαµHϵ

tβ
µHu

sαutβ

 , (2.58)

where Aµ is a normalization constant (so that the density matrix integrates to
unity) and aµ is the normal length of the mode µ defined as

aµH =
√

 h coth(β hωµH/2)/(2ωµH). (2.59)
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Having such explicit expression for the probability of finding the system in
particular ionic configuration RRR, it is direct to write the expectation value for
any observable O(RRR) that depends on the ionic positions

⟨O⟩ = tr(ρHO) =
∫
dRRRO(RRR)ρH(RRR). (2.60)

Now, we can evaluate the expected value of the free energy given in equation
(2.56), which turns to be analytic for the case of H being harmonic

FH(H) = FH +

∫
dR[VBO(RRR) −V(RRR)]ρH(RRR). (2.61)

In order to minimize the free energy for the trial Hamiltonian (2.57), we
need to compute the gradient of the free energy (2.61) with respect to the
degrees of freedom of the trial Gaussian. The trial density function is defined
by two sets of parameters, the equilibrium positions R and the force constants
Φ, and thus the total gradient can be written as

∇FH(H) = [∇RFH(H),∇ΦFH(H)], (2.62)

where ∇RFH(H) is the gradient with respect to the equilibrium positions and
∇ΦFH(H) with respect to the force-constants, which are given by

∇RFH(H) = −

∫
[f(RRR) − fH(RRR)] ρH(RRR)dRRR, (2.63)

∇ΦFH(H) =
∑
stαβµ

√
Mt

Ms

(
ϵsαµH∇Φ lnaµH +∇ΦϵsαµH

)
ϵ
tβ
µH

×
∫
[fsα(RRR) − fsαH (RRR)] (Rtβ − Rtβeq)ρH(RRR)dRRR,

(2.64)

where f(RRR) is a vector formed by all the atomic forces for the ionic configu-
ration RRR, and fH(RRR) denotes the forces derived from the auxiliary potential
V.

2.4.2 The stochastic self-consistent harmonic approximation (SSCHA)

The stochastic implementation of the Self-consistent Harmonic Approxima-
tion (SSCHA) was introduced by Errea et al [62] and extended in [63–65].
This implementation evaluates the integrals that define a particular observ-
able (2.61) by performing a summation over an stochastic sampling of ρH(RRR)
as ∫

O(RRR)ρH(RRR)dRRR→
1

Nc

Nc∑
i

O(RRRI), (2.65)

which turns into an equality when the number of configurations Nc → ∞.
This, allows to compute the free energy gradients in equations (2.63) and
(2.64) in order to minimize the free energy. Then, by performing a gradient
descent, at each step of the minimization both the equilibrium positions R and
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force-constants Φ are updated, defining a new auxiliary Hamiltonian. Finally,
the minimization is stopped when the gradients lie below certain threshold.

Technically, in each step of the minimization ρH(RRR) is updated and a new
stochastic sampling is necessary, which would turn the method exceedingly
expensive. To overcome this issue, a reweighting procedure is implemented by
including the factor ρHi

(RRR)/ρH0
(RRR), where ρHi

is the density corresponding
to the auxiliary Hamiltonian in the i step of the minimization. Then the mean
value of an observable O(RRR) can be rewritten as

⟨O⟩Hi
=

∫
O(RRR)ρHi

(RRR)dRRR =

∫
O(RRR)

(
ρHi

(RRR)

ρH0
(RRR)

)
ρH0

(RRR)dRRR ≈ 1

Nc

Nc∑
I

O(RRRI)
ρHi

(RRR)

ρH0
(RRR)

,

(2.66)
which allows to use the same set of configurations for several steps in the
minimization.

After the minimization, the final equilibrium positions including anhar-
monic effects are given by R. The density matrix ρH has by definition a Gaus-
sian shape, centered at the centroid positions R and with variance determined
by the force constants Φ. The phonons obtained from the auxiliary Hamilto-
nian H, are called the auxiliary phonons, which should not be confused with
the “real” measurable phonons. Notice how, for example, these phonons will
always have positive frequencies since the Gaussian trial density matrix would
diverge otherwise.

2.4.3 Anharmonic phonons as the Hessian of the free energy

It was shown by Bianco et al [63] that the equivalent to phonons within the
harmonic approximation but with anharmonic corrections, in the sense that
a negative frequency indicates an instability, are given by the Hessian of the
free energy. First, it is useful to define the positional free energy as the free
energy obtained by keeping the centroid positions R fixed

F(R) ≡ min
Φ

F[R,Φ], (2.67)

where ρR is the density matrix that minimizes the free energy under such
constraint, and being F = F(Req) = minR F(R) the standard free energy. Then,
the role of eigenvalues and eigenvectors of the positional free energy Hessian
is equivalent to the role of the dynamical matrices and polarization vectors
in the Harmonic approximation, being D(F)

ab the natural generalization of such
dynamical matrices

D
(F)
ab =

1√
MaMb

∂2F(R)

∂RaRb

∣∣∣∣
Req

, (2.68)

where now we have switched to a more compact notation where a ≡ (a,α) is
now a double index of both ion and cartesian coordinate. Luckily, there is an
analytic formula for such Hessian

1√
M
· ∂

2F(R)

∂R∂R
· 1√
M

= DR+
(3)

DR: ΛR[0] :

[
1−

(4)

DR: ΛR[0]

]−1
:
(3)

DR (2.69)
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where we now switch to a more compact notation, a ≡ (i,α) serves as a
double index, representing both the ion and the Cartesian coordinate. The
dynamical matrices DR are given by

(DR)ab =
1√

MaMb
⟨ ∂

2VBO

∂Ra∂Rb
⟩
ρR,ΦR

=
(ΦR)ab√
MaMb

, (2.70)

(3)

(DR)abc =
1√

MaMbMc
⟨ ∂3VBO

∂Ra∂Rb∂Rc
⟩
ρR,ΦR

=
(
(3)

ΦR)abc√
MaMbMc

, (2.71)

(4)

(DR)abcd =
1√

MaMbMcMd
⟨ ∂4VBO

∂Ra∂Rb∂Rc∂Rd
⟩
ρR,ΦR

=
(
(4)

ΦR)abcd√
MaMbMcMd

,

(2.72)

and ΛR[z] is a fourth-order negatively defined tensor
(ΛR[z])

abcd =
∑
µν

J(z,ωµ,ων) eaνe
b
µe
c
νe
d
µ,

J(z,ωµ,ων) =
 h

4ωµων

[
(ωµ −ων)(nµ −nν)

(ωµ −ων)2 − z2
−

(ωµ +ων)(1+nµ +nν)

(ωµ +ων)2 − z2

]
,

(2.73)
where ωµ and eaν are the eigenvalues and eigenvectors of DR, nµ are the Bose-

Einstein occupations and the
(n)

ΦR are the n-th order SSCHA force constants.
Overall, each term appearing in equation (2.70) is a complex object that

contains a dependence of derivatives of the Born-Oppenheimer energy sur-

face averaged over the density ρR. While
(2)

DR is positive defined, both
(3)

DR

and
(4)

DR can be negative. This implies that the free energy hessian (2.69) can
have negative values and describe second order phase transitions in which
frequencies collapse to zero.

2.4.4 Dynamical theory, SSCHA self-energy and spectral function

In order to build a quantum anharmonic dynamical theory, Bianco et al [63]
formulated and ansatz for the one-phonon Green function G(z), which was
later proved by Monacelli et al [65]

G−1(z) = z2 −
(
D(H) +Π(z)

)
, (2.74)

where D(H) is the dynamical matrix of the SSCHA effective harmonic Hamil-
tonian H and Π(z) is the SSCHA self-energy given by

Π(z) =
(3)

Deq: Λeq[z] :

[
1−

(4)

Deq: Λeq[z]

]−1
:
(3)

Deq, (2.75)

where
(3)

Deq and Λeq are taken in the equilibrium positions Req and defined in
equations (2.70) and (2.73).
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Then, hessian of the free energy (2.69) in equilibrium D(F) can be rewritten
in terms of the self-energy Π(z) as

D(F) = D(H) +Π(0), (2.76)

where (z = 0) corresponds to the so-called static approximation.

2.4.4.1 The static bubble approximation

Within the static limit, we can apply the bubble approximation and compute
the free energy Hessian D(F)(q) at any reciprocal space q-point (not necessar-
ily commensurate with the supercell). The bubble approximation consists on

dropping the fourth order terms
(4)

D in the SSCHA self-energy (2.75). Then, ef-
fectively you only are left with the bubble term in the corresponding Feynman
diagrams and the bubble self-energy reads

(B)
Π (z) =

(3)

Deq: Λeq[z] :
(3)

Deq . (2.77)

The code can then compute the Fourier transform of the static bubble self-

energy
(B)
Π (q, 0) at any q-point as a Fourier interpolation in reciprocal space

as

(B)
Π µν(q, 0) =

1

Nk

∑
k1,k2,ρ1,ρ2

∑
G

δG,q+k1+k2
J(0,ωρ1(k1),ωρ2(k2))

×
(3)

Dµρ1ρ2(−q,−k1,−k2)
(3)

Dρ1ρ2ν(k1, k2, q),

(2.78)

where the sum is over a mesh ofNk different ki vectors over the Brillouin zone;
(3)

Dµρ1ρ2(k1, k2, q) are the Fourier transform of
(3)

Deq, ωρ(k) are the frequencies
of DH(k), the function J is defined in equation (2.73), and G are reciprocal
lattice vectors. Notice how, in this formula neither q or ki are confined to the
commensurate grid of the supercell, which allows us to obtain SSCHA free
energy Hessians at any q after converging for a sufficiently dense ki grid.

2.4.4.2 The SSCHA spectral function

With the Green function defined in (2.74) we can obtain the spectral function
σ(q,Ω), which is proportional to the measured signal in Raman, infrared or
inelastic diffraction experiments. The spectral function is given by

σ(Ω) = −2 Im Tr
[
G(Ω+ i0+)

]
, (2.79)

where 0+ is an infinitesimally small positive real number and Ω is the en-
ergy. Then, taking advantage of the translational symmetry one can Fourier
transform to

σ(q,Ω) = −
Ω

π
Im Tr

[
G(q,Ω+ i0+)

]
, (2.80)
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or equivalently

σ(q,Ω) = −
Ω

π
Im Tr

[
(Ω+ i0+)21 − (D(H)(q) +Π(q,Ω+ i0+))

]−1
(2.81)

Within the static approximation, the full SSCHA self-energy Π(z) is re-
placed by the static limit Π(0). Which will result in a spectral function given
by delta peaks at the eigenvalues of the free energy Hessian D(F)(q) given in
(2.76)

(stat)
σ (q,Ω) = −

Ω

π
Im Tr

[
(Ω+ i0+)21 − (D(H)(q) +Π(q, 0))

]−1
= −

Ω

π
Im Tr

[
(Ω+ i0+)21 −D(F)(q))

]−1
.

(2.82)

The full dynamical SSCHA self-energy (z ̸= 0) can only be computed
within the bubble approximation defined by (2.77), but in this case with z ̸= 0.

Then, the resulting self-energy
(B)
Π (z) in the D(H)(q)’s eigenbasis is given by

(B)
Π µν(q,Ω+ iδse) =

1

Nk

∑
k1,k2,ρ1,ρ2

∑
G

δG,q+k1+k2
J(Ω+ iδse,ωρ1(k1),ωρ2(k2))

×
(3)

Dµρ1ρ2(−q,−k1,−k2)
(3)

Dρ1ρ2ν(k1, k2, q),
(2.83)

where the meaning of the different variables is the same as in equation (2.78),
and δse is an infinitely small positive number (akin to the 0+ used previously
times). This self energy should be then converged with respect to a support
k-grid, and the infinitely small positive value δse. Thus, the SSCHA method
allows also to compute the equivalent to the measured total spectral function
σ(q,Ω), which can be used to compute the phonon anharmonic linewidths
and compare with experiments.

2.4.4.3 No-mode mixing approximation

The no-mode mixing approximation consists in discarding the off-diagonal
elements of the computed self-energy Π(z) in equation (2.83). This not only
saves computational cost, but implies that the total spectral function is given
as a sum of individual spectral functions

σ(q,Ω) =
∑
µ

σµ(q,Ω), (2.84)

which allows to track the individual anharmonic corrections of each mode
individually. Each of the individual spectral functions σµ(q,Ω) are given by

σµ(q,Ω) =
1

2π

[
−ImZµ(q,Ω)

[Ω− ReZµ(q,Ω)]2 + [ImZµ(q,Ω)]2

+
ImZµ(q,Ω)

[Ω+ ReZµ(q,Ω)]2 + [ImZµ(q,Ω)]2

]
,

(2.85)
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where Zµ(q,Ω)

Zµ(q,Ω) =
√
ω2µ(q) +Πµµ(q,Ω+ iδse). (2.86)

2.4.4.4 Lorentzian approximation

In some cases, each mode-individual spectral function σµ(q,Ω) computed in
the no-mode mixing approximation can be approximated by a true Lorentzian
function, meaning that the quasiparticle picture is still valid. Then, the indi-
vidual spectral functions can be approximated as

σµ(q,Ω) =
1

2π

[
Γµ(q)

[Ω−Ωµ(q)]2 + [Γµ(q)]2

+
Γµ(q)

[Ω+Ωµ(q)]2 + [Γµ(q)]2

]
,

(2.87)

where Ωµ(q) is the quasiparticle frequency and Γµ(q) is the half-width half-
maximum (HWHM) linewidth defining the Lorentzian. The frequency shift
∆µ(q) is defined as the difference of the Lorentzian centers from the “bare”
SSCHA frequencies (coming from the auxiliary Hamiltonian H) ∆µ(q) =

Ωµ(q) −ωµ(q). More importantly, a phonon lifetime τ can also be defined,
which is given by τ = 1/2Γµ(q).

Within the Lorentzian approximation, the SSCHA code can estimate fre-
quencies and HWHMs in different ways. While the self-consistent equations
that one should solve are well defined, effectively these are solved in two
possible ways:

1. The One-shot approximation, in which the frequencies and linewidths
are given by

(os)
Ω µ(q) = ReZµ(q,ωµ(q)),

(os)
Γ µ(q) = −ImZµ(q,ωµ(q)).

(2.88)

2. If the SSCHA self-energy Π(z) is small, it can use lowest order perturba-
tion theory to get the Lorentzian center and linewidths as

(pert)
Ω µ(q) =

1

2ωµ(q)
Re Πµµ(q,ωµ(q)),

(pert)
Γ µ(q) =

−1

2ωµ(q)
Im Πµµ(q,ωµ(q) + iδse).

(2.89)

In summary, the SSCHA code can provide with a different set of “frequen-
cies”. The frequencies ωµ(q) from the auxiliary Hamiltonian H are used to
define the density matrix that minimizes the free energy. On the other hand,
the frequencies from the free energy Hessian D(F)(q) can be used to analyze
second-order phase transitions, as a zero value corresponds to an structural
instability. Finally, while the full spectral functions is what is experimentally
measured, the frequencies Ωµ(q) of the Lorentzian approximation are the
closest to a true physical quantity while maintaining a quasiparticle picture.
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G R O U P T H E O RY A N D T O P O L O G Y

3.1 basic concepts of group theory

The beauty of group theory lies in its ability to extract the physical conse-
quences of symmetries across systems, regardless of their complexity, through
a straightforward application of basic algebraic rules. In this section we will
summarize the most basic group theory concepts that will be later used dur-
ing this thesis.

3.1.1 Definition of Group

A group G can be defined as a set of objects together with a binary oper-
ation, often called the group operation, that will be denoted as ◦. This set
of elements and operations must satisfy the four fundamental properties of
closure, associativity, the identity property, and the inverse property:

• Closure:
∀ {A,B} ∈ G⇒ C = A ◦B ∈ G. (3.1)

• Associativity: The group operation is associative

(A ◦B) ◦D = A ◦ (B ◦D). (3.2)

• Identity: there is a unique identity element E such that for every element
A ∈ G.

E ◦A = A ◦ E = A (3.3)

• Inverse: There must be an inverse for each element. Therefore, ∀A ∈ G,
the set contains an element B = A−1 such that

A ◦A−1 = A−1 ◦A = E. (3.4)

In the following, in order to simplify the notation we will get rid of the ◦
symbol assuming that g1g2 ≡ g1 ◦ g2. Some other useful definitions are:

• The order of a group is the number of elements in G.

• The order of a group element g is the minimum value of h such that
gh = E.

• A subset of elements H belonging to the group G, which itself satisfies
the group structure, is called a subgroup of G.

50
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3.1.2 Conjugate elements and classes

If two elements g and gi belong to the group G, let us define g ′ as g ′ = gigg−1i .
Then g and g ′ are said to be conjugate elements.

Now, as we let gi run over G, we obtain n conjugate elements (the order of
G) of which some might be equal. Assume there are k distinct elements, which
by construction are mutually conjugate. The set of these mutually conjugate
elements forms a class. Notice that:

• A class is fully defined by one of his elements.

• A finite group can be divided into classes.

• All the elements of a class have the same order.

• The set of group operations of the elements of two classes consists of
whole classes

CiCj =
∑
k

hijkCk, (3.5)

where Ci is the set of elements of class i and hijk are integers.

3.1.3 Isomorphism and homomorphism

Homomorphism: A homomorphism is a structure-preserving map between
two algebraic structures of the same type. So that if to each element of a group
G there corresponds only one definite element of the group G ′, and to each
element of G ′ there corresponds a number of elements of G and, moreover,
this correspondence is preserved under the group operation, then the group
G ′ is homomorphic to G.
Isomorphism: An isomorphism is a homomorphism that is also a bijection. So
that when between the elements of two groups there is a one-to-one correspon-
dence, which preserves the group operation, then the groups are isomorphic.

3.2 representation theory

The theory of representations is one of the most important parts of group the-
ory for a physicist, since it provides a great insight into qualitative properties
of matrices such as eigenvectors or degeneracy of eigenvalues. Essentially, rep-
resentations elucidate the abstract algebraic concept of a group by mapping
its elements to matrices and expressing group operations through matrix mul-
tiplication, thereby rendering them more tangible.

A representation of a group G can be understood as an homomorphism
between a group G and a group T of linear operators T̂g that act in a space
Rn and follow the relation:

T̂gi T̂gk = T̂gigk . (3.6)
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The operator T̂g will be defined if we specify its action on the unit vectors ek
forming the basis of Rn

T̂gek =
n∑
r=1

Drk(g)er. (3.7)

Then, to each element of the group gi we can assign a matrix Drk(gi) such
that

gi −→ Drk(gi),
D(gi)D(gj) = D(gigj).

(3.8)

The matrices D(gi) are a representation of order n of the group G.

3.2.0.1 Transformation of representations under a change of basis

Let us now consider the change in the representation matrix which occurs
when a new basis {e ′i} is taken in the space Rn. The new basis will be related
to {e ′k} by the linear transformation

e ′i =
∑
k

Vkiek ; ei =
∑
k

[V]−1ki e ′k. (3.9)

To this end, we will apply the operator T̂g to the new basis vector e ′j . Using
(3.9) we have

T̂ge ′j =
∑
k

T̂gVkjek =
∑
rk

Drk(g)Vkjer =

=
∑
rks

Drk(g)Vkj[V]
−1
sr e ′s =

∑
s

{∑
rk

[V]−1sr Drk(g)Vkj

}
e ′s =

=
∑
s

[
[V]−1D(g)V

]
e ′s.

(3.10)

Hence, the representation matrices transform asD→ V−1DV when we change
basis. Some useful properties and definitions we will use are the following:

• Representations D and V−1DV are said to be equivalent.

• If all the representation matrices are unitary the representation is said
to be unitary.

• It can be proved that any representation of a finite group is equivalent
to a unitary representation.

• If the group of matrices {D(gi)} is isomorphic to G the representation is
said to be a faithful.

3.2.1 Reducible and irreducible representations of a group

In order to define the concepts of reducible and irreducible representations
is useful to first define the concept of invariant subspace. Motivated by the
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action of the operators over the basis of our space described in (3.7), we can
think of a subspace of dimension k with basis {e1, e2, ..., ek} such that

T̂gei =
k∑
r=1

Dri(g)er ∀g ∈ G ; i ∈ [1,k] . (3.11)

In other words, any vector belonging to this subspace will stay in the same
subspace under group transformations. We say then that Rk is an invariant
subspace under this representation.

Now, let D be a representation of G acting on Rn. If there is a subspace
Rk which is invariant under all the transformations D we can say that the
representation is reducible. On the other hand, if such subspace does not
exist, the representation is irreducible (irrep). For example, if the subspace
{e1, ..., ek} is an invariant subspace then:

D =



D1,1 ... D1,k D1,k+1 ... D1,n

... . . . ... ... ... ...
Dk,1 ... Dk,k ... ... ...
0 0 0 Dk+1,k+1 ... ...

0 0 0 ... . . . ...
0 0 0 Dn,k+1 ... Dn,n


, (3.12)

but it can be proved that if D is a unitary representation and Rk is an in-
variant subspace, the complement Rn−k is also invariant, which leads to a
block-diagonal form for the matrices of the representation

D =



D1,1 ... D1,k 0 0 0

... . . . ... 0 0 0

Dk,1 ... Dk,k 0 0 0

0 0 0 Dk+1,k+1 ... Dk+1,n

0 0 0 ... . . . ...
0 0 0 Dn,k+1 ... Dn,n


. (3.13)

We could say then that a representation D is reducible if there exists a non-
singular matrix V , such that the equivalent representation V−1DV is block-
diagonal. Hence a reducible representation may be written as

D(g) =

⊕∑
i

Eri ⊗D
(i)(g), (3.14)

where Eri is the identity matrix of order ri (the multiplicity of the represen-
tation i), D(i)(g) is the i-th irreducible representation of the group element
g ∈ G, ⊗ is the Kroenecker product and the symbol ⊕ reminds us that the
expression on the right-hand side of the equation is the direct sum of matrices.

D =
⊕
i

riD
(i). (3.15)
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3.2.1.1 Symmetry adapted coordinates

The symmetry adapted coordinates transform under the action of group ele-
ments according to the irreducible representations of the group. These coordi-
nates are directly related to the invariant subspaces defined by (3.11). Hence,
changing from regular coordinates to symmetry adapted coordinates implies
the decomposition of the representation D into irreducible representations
described at (3.14) and (3.15).

3.2.2 Schur’s lemmas

In representation theory, Schur’s two lemmas are concerned with the proper-
ties of matrices that commute with all of the matrices of an irreducible repre-
sentations. Thus, they provide elementary but extremely useful statements.

Lemma 1 (Schur’s first lemma): A matrix which commutes with all the matri-
ces of an irreducible representation is a multiple of the identity.

Hence, if a representation is reducible and therefore can be written as (3.15),
each of the irreducible representationsD(i) will commute only with a multiple
of the identity αmi

Eli , where li is the order or the i-th representation, α is a
constant and mi ∈ [1, ri] labels the multiplicity. Thus, if we construct a B
matrix such as

B =
⊕
i,mi

αmi
Eli , (3.16)

the matrix D of the reducible representation will commute with B, which is
not a multiple of the identity.

Thus, one may be conclude that if the only matrix which commutes with all
the matrices of a representation of a group is a multiple of the identity, then
this representation is irreducible.

Lemma 2 (Schur’s second lemma): Let D(1)(g) and D(2)(g) be the matrices of
two irreducible non-equivalent representations of the group G of orders n1
and n2 respectively. Then, any rectangular matrix M with n1 columns and n2
rows which satisfies the equation

MD(1)(g) = D(2)(g)M ∀g ∈ G, (3.17)

must be the null matrix.

3.2.3 Character of a representation

In group theory, the character or a group representation D(g) is defined as
the function that associates to each element of the group the trace of the
corresponding matrix:

χ(g) =
∑
i

Di,i(g). (3.18)
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Since the trace of a matrix is invariant under a change of basis, characters
encode the invariant properties of a representation. Here, we describe some
of the main properties of characters (and traces):

• Equivalent representations have identical characters. Since the trace of a
matrix is invariant under a change in basis and, consequently Tr(D(g)) =

Tr(V−1D(g)V).

• Traces are class functions. Thus, traces of a given representation corre-
sponding to the elements of the same class are identical.

• The characters of the irreducible representations satisfy an orthogonality
condition. ∑

g∈G
χ(i)(g)χ∗(j)(g) = mδij, (3.19)

where χ(i)(g) and χ(j)(g) are the characters of the irreducible representa-
tions D(i) and D(j), respectively. And m is the order of the group G.

• Most importantly, the character of a reducible representation D is equal
to the sum of characters of irreducible representations into which it can
be decomposed:

χ(g) =
∑
j

rjχ
(j)(g), (3.20)

where again rj is the multiplicity of the irrep D(j) and χ(j) is the charac-
ter of the j-th irreducible representation. This property will be used to
decompose reducible representations.

With these properties one can find what is called the magic formula. First
multiplying by χ∗(i)(g) and summing over all elements in G the expression
(3.20); and then making use of the orthogonality condition (3.19)∑

g

χ∗(i)(g)χ(g) =
∑
g,j

rjχ
∗(i)(g)χ(j)(g) =

∑
j

rjmδij = rim. (3.21)

The magic formula tells us how many times a given irreducible representation
appears in the decomposition of a reducible representation

ri =
1

m

∑
g∈G

χ∗(i)(g)χ(g). (3.22)

Hence, it follows that the decomposition of a reducible representation into
irreducible parts (3.15) can be carried out uniquely as described in equation
(3.22).

3.2.4 Useful theorems

In this last subsection about representation theory we will introduce some
useful theorems that will come handy in the following chapters:
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• The number of non-equivalent irreducible representations of a group G
is equal to the number of classes.

• The sum over the squares of the dimensions nj of the non-equivalent
irreducible representations of a group G must be equal to the order of
the group m ∑

j

n2j = m. (3.23)

• In abelian groups each element is its own class. Therefore, there must
be m non-equivalent irreducible representations and their squares must
sum m, hence they all must be unidimensional.

3.2.5 Wigner’s theorem

Wigner’s theorem determines the shape of a matrix that commutes with a par-
ticular representation of a group. This is an extremely powerful result, as any
physical observable of the system must obey the symmetries and thus com-
mute with certain representation of the symmetry group. For example, when
applied to the Hamiltonian implies that just by looking at the irreps allows us
to analyse the degeneracy of the energy levels and how they transform along
the Brillouin zone; all without solving explicitly the Hamiltonian.

Theorem 6 (Wigner’s theorem): Let D(g) be a representation (in general, re-
ducible) of the group G. We take the basis elements so that it splits into blocks
corresponding to the different irreducible representations:

D(g) =



D(1)(g)

D(2)(g)
. . .

D(i)(g)
. . .

D(n)(g)


, (3.24)

where D(i)(g) is the matrix of the i-th irreducible representation of G, with
multiplicity ri. Hence, we can write D(g) as:

D(g) =

⊕∑
i

Eri ⊗D
(i)(g). (3.25)

Let us suppose that a matrix H commutes with D(g), then H must be of the
form:

H =

⊕∑
i

H(i) ⊗ Eli , (3.26)

where H(i) is a matrix of order ri and li is the order of the irreducible repre-
sentation D(i).
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The beauty of this theorem lies in that it allows to predict degenerate
eigenvalues whenever we have non-unidimensional irreducible representa-
tions. Note that the number of different eigenvalues associated with an irrep i
is equal to its multiplicity ri, while the degeneracy of each eigenvalue equals
the dimension of the corresponding irrep.

Moreover, this theorem gives us a recipe to block-diagonalize any matrix
describing a physical observable, which greatly simplifies the process of full
diagonalization. One just needs to find the group that commutes with the ma-
trix and change to the symmetry adapted coordinates (adequately ordered) of
such group by finding the invariant subspaces under the group transforma-
tions.

3.3 point groups and space groups

In physical applications, point groups are used to describe the symmetry of
molecules since they are closely related with our immediate ideas about sym-
metry of geometrical figures such as spheres, cubes or prisms.

Mathematically speaking a point group is a finite subgroup of the group
O(3) described by orthogonal 3× 3 matrices. Their elements are written as Cn
for the n-fold axis rotation, I for the inversion, σk for reflection planes and
Sk for mirror rotations. Some really useful properties of point groups are: (i)
each class of a point group consists of rotations or mirror rotations through
the same angle. (ii) Each class contains only those rotations, or mirror rota-
tions for which the axes can be mapped into each other with transformations
belonging to the group.

However, in condensed matter we are often interested in the space group G,
which describes any of the ways in which a crystal can be transformed with-
out seeming to change the position of its atoms. Unlike point groups, which
consist solely of rotations and rotoinversions, space groups also can include
translations along crystallographic axes, point group and non-symmorphic
operations (combinations of point group operation with fractional lattice trans-
lation).

3.3.1 Irreducible representations of the translation group

The set of Bravais lattice translations is always a subgroup of the space group.
In this section we consider the irreducible representations of the translation
group. Since the translation group Ta is abelian, we already discussed (Sec.
3.2.4) that the number of irreducible representations is equal to the number
of elements in the group while all being unidimensional. If we denote trans-
lations along the basic lattice vectors by

ta1 , ta2 , ta3 , (3.27)

then, an arbitrary element of the group Ta can be represented as

ta = tn1a1 t
n2
a2 t

n2
a2 , (3.28)
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where
a = n1a1 +n2a2 +n2a2. (3.29)

The translation group Ta is a direct product of the three groups Tai cor-
responding to translations through the three crystallographic axes. In these
groups, we can impose cyclic conditions, which are nothing more than the
usual Born-von Karman periodic boundary conditions, as

t
Li+1
ai = tai , (3.30)

where Li and ai are the number of unit cells and the lattice unit vector on the i
direction, respectively. Since Tai is abelian and must satisfy the cyclic property,
the corresponding irreducible representations must be given by

e
2πimLi

n, (3.31)

where m labels one of the Li irreducible representations, and n is the repre-
sentation for each of the Li elements on such representation. Therefore, the
irreducible representations of the group Ta with elements (3.28) are the num-
bers

e
2πi(

m1
L1
n1+

m2
L2
n2+

m2
L2
n2). (3.32)

When defining the reciprocal lattice base at the usual form ai · bj = 2πδij
each representations k can be written as:

Γk = eik·a, (3.33)

where a is a Bravais lattice vector associated with the translation and k is
the point on the first Brilliant zone of the reciprocal space that labels the
irreducible representation.

Finally, we can define the unit vector qk of a representation Γk as a vector
that transforms under a given translation a as

t̂aqk = eik·aqk, (3.34)

These unit vectors are essentially Bloch functions (Sec. 1.4). Thus, here we pro-
vide an alternative proof of the Bloch’s theorem from group theory arguments,
where the qk vectors, characterized by the particular k-irrep of the translation
group under which they transform play the role of Bloch functions.

Although we have demonstrated here, for pedagogical purposes, how the
irreducible representations for the translational group can be derived, fortu-
nately, the irreps of all crystallographic point groups and space groups have
already been computed and tabulated, and can be found in numerous refer-
ences [66–70].

3.3.2 Additional definitions

This last subsection is devoted to simple, but useful definitions we will be
referring during the thesis and that are related to space groups.
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3.3.2.1 The little group and the star of k

The set of transformations in G which leave k invariant is the little group of
the vector k, It also constitutes a subgroup of G and will be denoted as Hk. On
the other hand, the set of {ki} reciprocal vectors that are related by symmetry
to k

{ki} | gk = ki, g ∈ G (3.35)

is defined as the start of k.

3.3.2.2 Maximal symmetry Wyckoff position

Wyckoff positions label the site-symmetry group of a point in real space akin
to little group for reciprocal space. Maximal symmetry Wyckoff positions
are those whose site-symmetry groups are maximal subgroups of the point
group of the crystal. Finally, a maximal subgroup H of a group G is a proper
subgroup, such that no proper subgroup K of G contains H strictly.

3.4 topology

3.4.1 Adiabatic transport

The adiabatic evolution introduced in section 1.1.1 can be reformulated in
terms of geometry and projector operators as was first shown by Kato et al
[71]. As we will see, this formulation of the adiabatic theorem allows to obtain
and define topological invariants for the adiabatic evolution of a system under
certain conditions.

Let us assume a Hamiltonian H, which depends on a set of parameters (λi) ≡
λλλ, that belongs to a smooth parameter space M. Thus, we can consider a family
of parametric Hamiltonians H(λλλ), which we assume has a discrete energy
spectrum En(λλλ) and eigenstates |ψn(λλλ)⟩

H(λλλ) |ψn(λλλ)⟩ = En(λλλ) |ψn(λλλ)⟩ , (3.36)

for every λλλ.
Let us now assume that there exists a collection of eigenstates R(λλλ)

R(λλλ) = {|ψn(λλλ)⟩} , (3.37)

so that there exists a gap ∆ > 0 for every λλλ, implying that the spectrum of
the states R(λλλ) are gapped from the rest of states. It is also useful to define the
hermitian projection operator P(λλλ) as

P(λλλ) =
1

2πi

∮
C(λλλ)

1

z−H(λλλ)
dz, (3.38)

where C(λλλ) is a contour in the complex plane enclosing only the En(λλλ) ener-
gies; it is easy to check that indeed P(λλλ) is a projector operator since

P(λλλ) |ψn(λλλ)⟩ =
1

2πi

∮
C(λλλ)

dz

z− En(λλλ)
|ψn(λλλ)⟩ =

{
|ψn(λλλ)⟩ if Ei(λλλ) ∈ C(λλλ),
0 otherwise,

(3.39)
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which is clear when using Cauchy’s residue theorem. Another equivalent and
more direct definition for P(λλλ) is:

P(λλλ) =

N∑
n=1

|ψn(λλλ)⟩ ⟨ψn(λλλ)| . (3.40)

Finally, R(λλλ) can be related to P(λλλ) as R(λλλ) spans the image of P(λλλ):

R(λλλ) = Im[P(λλλ)]. (3.41)

So far, we have a well defined family of states (gapped from the rest) and a
projection operator over such subspace.

3.4.1.1 The adiabatic evolution

Now, lets assume a path λλλ(t), with t ∈ [0, τ] with τ→∞. Then, the quantum
adiabatic theorem states that the projector P(t) is approximately P(λλλ(t)):

P(t) = U(t)P(0)U†(t) ≈ P(λλλ(t)), (3.42)

where U(t) is the evolution operator. The difference between this two operators
would imply that for a time t, there is a probability of the operator P(t) to
contain states not in R(λλλ(t)). Thus, the quantum adiabatic theorem consists
in assuming that as the system evolves, the projector P(t) is always restricted
to the subspace R(λλλ(t)).

We can now introduce an adiabatic evolution operator UA(t) (which drives
the evolution of P(λλλ(t)):

P(λλλ(t)) = UA(t)P(0)U
†
A(t), (3.43)

and differentiating (3.43) one can get the differential equation that UA(t) must
satisfy, given by

iṖ =
[
iU̇AU

†
A,P

]
, (3.44)

and after using PṖP = 0 it can be shown that this implies:

U̇AU
†
A = [Ṗ,P] + f(H(λλλ)), (3.45)

where f is an arbitrary function of H(λλλ).

3.4.1.2 Choice f(x) = x:

If we choose f(x) = x and solve equation (3.45), it can be shown that the
difference between UA(t) and U(t) is given by

U(t) −UA(t) = UA(t)O

(
1

τ

)
, (3.46)

which implies that if τ→∞ both evolutions are equal, and thus (3.42) satisfies
an exact equality. This, constitutes a demonstration of the quantum adiabatic
theorem and also gives an explicit sense of the approximation.
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3.4.1.3 Choice f(x) = 0:

In the following, we will use the simpler choice of f(x) = 0, which simplifies
the equation (3.45) with solution

UA(t) = P exp
[∫ t
0
As dt

′
]
≡ lim
∆t→0

eAs(tN)∆teAs(tN−1)∆t . . . eAs(t1)∆t, (3.47)

As ≡ [Ṗ,P], (3.48)

where P means path-ordering, and as we will see As is the Berry connection.
An important feature of UA is that it is purely geometric, as can be seen from
expanding the exponential in (3.47)

Asdt = [Ṗ,P]dt = [λ̇λλ(t)∂λλλP,P]dt = [∂λλλP,P]λ̇λλ(t)dt = [∂λλλP,P]dλλλ. (3.49)

Thus, UA(t) is independent of the rate at which t is varied and only depends
on the particular adiabatic path (purely geometric quantity), thus we can
exchange UA(t)↔ UA(λλλ).

3.4.1.4 Parallel transport equation

If we restrict ourselves to states |ϕ(λλλ)⟩ ∈ Im[P(λλλ)], but not necessarily eigen-
states we have that

|ϕ(λλλ)⟩ = UA |ϕ(0)⟩ , (3.50)

from the fact that P(λλλ) |ϕ(λλλ)⟩ = |ϕ(λλλ)⟩. Differentiating (3.50) we get:

∂λλλ |ϕ(λλλ)⟩ = [∂λλλP,P] |ϕ(λλλ)⟩ = [∂λλλP,P]P |ϕ(λλλ)⟩ , (3.51)

where in the third equality we introduced a projector P (with no effect), which
allows us to rewrite (3.51) as

[∂λλλ − (∂λλλP)P] |ϕ(λλλ)⟩ = 0. (3.52)

Equation (3.51) is the parallel transport equation and it tells us that under
adiabatic evolution, the projection of states into the subspace of interest does
not change. The quantity [∂λλλP,P]P = (∂λλλP)P is the adiabatic (Berry) connec-
tion, which precisely coincides with As presented in (3.48).

The Berry connection, can be written in a more conventional form in a basis
given by {|ψn(λλλ)⟩}, so that P(λλλ) can be written as in (3.40) and |ϕ(λλλ)⟩ is given
by

|ϕ(λλλ)⟩ =
∑
n

an(λλλ) |ψn(λλλ)⟩ . (3.53)

Then, we can write equation (3.52) as

∂λλλan − i

N∑
m=1

Anm(λλλ)am = 0, (3.54)

Anm(λλλ) ≡ i ⟨ψn(λλλ)|∂λλλψm(λλλ)⟩ (3.55)
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where Anm(λλλ) is the Berry connection in the form that is usually presented.
This equation, tells use how the coefficients an(λλλ) that define certain state
|ϕ(λλλ)⟩ change along the adiabatic evolution. Whether to use As(λλλ) or Anm(λλλ)

depends on whether one considers that the adiabatic transformation acts on
the basis or on the coordinates.

3.4.1.5 Holonomy

Now that we have and explicit expression for the evolution of the coefficients
that define a state |ϕ(λλλ)⟩, we can solve (3.54) and get an explicit expression
for an(λλλ)

Wnm(λλλ) ≡ Pei
∫λλλ
0 Anm(λλλ′)dλλλ′

an(λλλ) = Pei
∫λλλ
0 Anm(λλλ′)dλλλ′am(0) ≡Wnm(λλλ)am(0),

(3.56)

where the matrix Wnm(λλλ) defines the evolution of the coefficients, and there-
fore, the evolution of the state. Moreover, it can be shown that if we choose
|ϕ(0)⟩ = |ψm(0)⟩ in (3.53), together with (3.56) we have that Wnm is given by

Wnm(λλλ) = ⟨ψn(λλλ)|UA|ψm(0)⟩ , (3.57)

and thus can be essentially understood as the matrix form of the adiabatic
evolution operator introduced in equation (3.43) in a particular basis, which
evolves the system constrained to the subspace R(λλλ).

However, this matrix is not invariant under a basis rotation U(N) unless
we consider a closed path. This specific case of the adiabatic evolution matrix
Wnm along a closed path is called the holonomy of the adiabatic connection
around that path, with the spectrum of the holonomy being basis indepen-
dent.

It is useful to define an auxiliary way of defining W that does not depend
on the basis states. Thus, we define the operator W(λλλ)

W(λλλ) ≡ P(λλλ)UAP(0), (3.58)

which can be shown that is equivalently written as

W(λλλ) =

λλλ←0∏
λλλ′

P(λλλ′), (3.59)

and where the product is path-ordered, which forces the parallel transport on
R. It can be shown with (3.57) that W and W share the same spectrum, and
Wnm can be understood as a matrix element of W in the subspace R(λλλ).

3.4.2 Parametrization of the Bloch Hamiltonians

So far, we have discussed the adiabatic evolution of quantum states under a
Hamiltonian that changes by means of a varying parameter Ĥ(λλλ). However, as
we are interested in applying this formalism to particles (electrons, phonons,
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etc.) in crystals, we must identify which is the parameter that defines the
family of parametric Hamiltonians. As we will see, the parameter of interest
in this cases is rooted in the intrinsic periodicity of crystals.

As introduced in section 1.4 and demonstrated in 3.3.1, when the Hamilto-
nian is periodic in real-space, the Bloch’s theorem allows to label the eigen-
states of the Hamiltonian Ĥ with the quantum numbers (n, k), where n labels
the band-index and k is a reciprocal space vector belonging to the first Bril-
louin zone. Hence, the eigenstate problem of the Hamiltonian can be written

Ĥψnk(r) = Enkψnk(r), (3.60)

where the eigenstates ψnk(r) can be decomposed as (1.105). This allows us to
define the Bloch Hamiltonian as

Ĥ(k) ≡ e−ik·rĤeik·r, (3.61)

which satisfies the new eigenvalue problem

Ĥ(k)un,k = En,kun,k. (3.62)

It can be shown that the specific form of Ĥ(k) is given by

Ĥ(k) =
1

2m
( hk + p̂)2 + V(r̂)

=
p̂2

2m
+

 hk · p̂
m

+
( hk)2

2m
+ V(r̂),

(3.63)

which comes as a direct consequence of acting with p̂ over eik·r in equation
(3.61).

It is often convenient to work in a fixed basis of orbitals. If we define the
ket |unk⟩ as the column vector obtained by projecting unk(r) over the basis of
orbitals, we can rewrite (3.62) as

Ĥ(k) |unk⟩ = Enk |unk⟩ , (3.64)

which naturally splits the original Hamiltonian in k-blocks. However, we can
also consider the Bloch Hamiltonian Ĥ(k) as a family of Hamiltonians that
depend on the parameter k belonging to the 1BZ, as the one studied in section
3.4.1. This allows to study geometrical aspects of the adiabatic evolution of a
quantum state as k is varied. A fair question would be whether such adiabatic
evolution occurs in a real system or if it is merely a mathematical abstraction.
As we will see, it turns out it does. For example, the electronic response to an
electric field (the polarization) is described by a Hamiltonian Ĥ that evolves
precisely in this manner.

3.4.3 The Berry phase and polarization

There is a direct connection between the adiabatic variation of k of the Bloch
Hamiltonian Bloch’s (3.61) and the response of the real-space charge distribu-
tion when in presence of an electric field, or said in other words, between the
adiabatic evolution and the polarization.
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Let us assume a one-dimensional periodic potential V(x+ a) = V(x) in a
Bloch Hamiltonian as (3.63) with a projector over the N occupied bands P(k)
defined as:

P(k) =

N∑
n=1

|ψnk⟩ ⟨ψnk| . (3.65)

Now, lets consider the effect of a small uniform electric field E, that can be
attributed to a vector potential of the form A(t) = −Et. This, vector potential
appears in the Hamiltonian Ĥ(k) at minimal coupling as

Ĥ(k, t) =
1

2m
[p̂+k−qA(t)]2+V(x) ≡ 1

2m
[p̂+k(t)]2+V(x) = Ĥ(k(t)), (3.66)

where we have redefined k(t) ≡ k− qA(t) = k+ qEt.
Thus, we have successfully mapped the problem of an electron moving

under the influence of an electric field E to a problem of evolution within a
parametric family of Hamiltonians Ĥ(k(t)).

If we want to compare to the general scenario, where we had λλλ(t), with
t ∈ [0, τ]. Now, k(t′) = k(qEt), and since t′ ∈ [0, τ], then τ/qE, plays the role
of τ for t in this case. This implies that if we recall expression (3.46), we need
for the field to be small enough for the adiabatic approximation to hold.

Now, we can infer how an initial state ψn(x, t = 0) = eikxunk(x) evolves
under the presence of an electric field. Since ψn(x, t) is totally determined by
its coefficients when written as (3.53), and the evolution of the coefficient is
given by expression (3.56). We can write ψn(x, t) as

ψn(x, t) = eik(t)xWnm(t)umk(t)(x) (3.67)

where W is given by (3.56) and is equivalent to the non-abelian Berry phase.
In summary, we have showed how something as physical as the evolution of
a quantum state under the presence of an electric field E, is defined by the
geometric properties of the eigenvectors of Ĥ(k).

3.4.3.1 Relation between Berry phase and position operator

It can be also shown that W(t) is related to the position operator. In a system
of length L (with periodic boundary conditions) the average position can be
related to the operator B defined as

B = e2πiX̂/L. (3.68)

It can be shown, that the mean value of B for a ground state given by a Slater
determinant of the occupied states is given by

⟨B⟩ =
∏
k

det

[∫L
0
dx u∗nkum(k−2π/L)

]
= det(W(2π/a)). (3.69)

Thus, the gauge-invariant determinant of W across a closed path is related
to the center of mass within the unit cell. This relationship underscores the
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profound link between the geometry of adiabatic evolution and electron local-
ization.

This can be seen more clearly in terms of polarization Pe, which from
Maxwell’s equations must satisfy

Ṗe = q ⟨v⟩ , (3.70)

where ⟨v⟩ is the mean velocity. It is shown in [72], that the mean velocity is
precisely given by

d

dt

1

2π
Im [log ⟨B⟩] = ⟨v⟩ . (3.71)

An therefore, putting together equations (3.70) and (3.71) , one can see that

Pe =
q

2π
Im [log ⟨B⟩] = q

2π
Im {log [det(W(2π/a))]} , (3.72)

so that the polarization is given by the holonomy (the evolution across a
closed path in the BZ), which as shown is determined by the Berry phase.

3.4.4 Wannier functions and charge localization

In the previous section we discussed how the geometry of the eigenstate space
is related to the mean charge localization in real space, by establishing a re-
lation between Berry phase and polarization. On the other hand, we already
discussed in section 1.5, that Wannier functions constitute an ideal basis for
analyzing real space properties. While we already introduced the basic as-
pects of Wannier functions in section 1.5, we focus now in studying different
kinds of real space localization and their implications.

3.4.4.1 Exponentially localized Wannier functions

From equation (1.120) it can be shown that the n-derivative ∂nki with respect
to ki of a Bloch-like function ψnk(r) (it does not matter whether is rotated
with U(k)→ ψ̃nk or not) holds

∣∣∣∂nkiψ̃nk(r)
∣∣∣ = ∣∣∣∣∣∑

T

(iTi)
neik·Twn(r − T)

∣∣∣∣∣ ⩽ ∑
T

|Tni wn(r − T)| , (3.73)

which implies that if wn(r − T) decays faster than any power of (r − T), ψnk
will be smooth in k to any order. Thus, the exponential localization of Wan-
nier functions is a necessary condition for obtaining smooth functions ψnk in
reciprocal space.

It also was shown in [73, 74] that the opposite is true. Given that ψnk is
an analytic function of k, then the Wannier functions wn(r − T) will decay
exponentially as |r − T|→∞.

Thus, the problem of finding a smooth gauge U(k) in reciprocal space is
equivalent to finding the gauge that produces exponentially localized Fourier
transforms in real space.
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3.4.4.2 Charge localization

The relation between Berry phase and polarization we have shown in section
3.4.3.1 can be reinterpreted in terms of Wannier functions. Recovering the
relation (3.69) an using the definition for W given in (3.56) and for A given in
(3.55) the following relation is obtained

Im log ⟨B⟩ = tr
∮
dkA(k) =

Nocc∑
n=1

∫2π
0
dk

Ann(k)︷ ︸︸ ︷∫
cell
i u∗nk(x)∂kunk(x)dx . (3.74)

Then, by transforming unk as described in (1.123) it can be shown that

Im log ⟨B⟩ = 2π
Nocc∑
m=1

⟨wm(r)|x|wm(r)⟩+ 2πn, (3.75)

and hence, by recovering equation (3.72) we can now write the polarization as

Pe = q

(
Nocc∑
m=1

⟨wm(r)|x|wm(r)⟩+n

)
, (3.76)

so that it is explicitly related to the average charge center displacement with
respect to the origin of the unit cell (written in terms of Wannier functions).

The integer n is given by the particular choice of the unitary transformation
U(k) from the unk basis to the rotated basis uWnk and signals that the Berry
phase is only define modulus 2π. However, there is no contradiction here
since the same is true for the charge center, which is only defined up to a
translation of n unit cells.

3.4.4.3 Hybrid Wannier functions

As we will see, the concept of hybrid Wannier functions will be useful when
analyzing the spectrum of an holonomy across a closed path. Akin to regular
Wannier functions, they are related to smooth states ψ̃nk(r) via the following
transformation

wnT⊥(r, k∥) =
1√
N⊥

∑
k⊥

e−ik⊥·T⊥ψ̃nk(r). (3.77)

However, in contrast to regular Wannier functions, which are localized in all
directions, hybrid Wannier functions are localized along the perpendicular
direction ⊥ to certain k∥ vector, while still being Bloch like or delocalized in
direction ∥.

3.4.5 The projected position operator

In the previous section 3.4.3 we used the average position operator X̂ in or-
der to establish a relation between the Berry phase and the polarization, we
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are now instead interested of what can be said from the individual particle
position operators x̂, or at least, their projected form

PxP, (3.78)

which as we will see, has an intimate relation with the holonomy along a
closed path in parameter space.

If we take an state |f⟩ that belongs to the image of P(k) so that

|f⟩ =
∑
nk

fnk |ψnk⟩ , (3.79)

and we act over it with the projector position operator (later projected over
⟨ψnk′ |) it is shown in [72] that this can be written as

⟨ψnk′ |PxiP|f⟩ = i∂k′ifnk′ +Ainm(k
′)fmk′ , (3.80)

where Ainm(k) is the Berry connection in the ki direction introduced in (3.55)
and now takes the form

Ainm(k) = i ⟨u∗nk|∂kiumk⟩ =
∫

cell
unk(r)∂kiumk(r)dr. (3.81)

Notice how equation (3.80) is closely related to the parallel transport equation
(3.54), which can be rewritten as −iPxP |f⟩ = 0, and hence must be intimately
related to the adiabatic evolution operator W.

Now that we know how PxP acts on states, we can inquire about its eigen-
vectors. We are therefore interested in eigenstates |ϕ⟩ of Px⊥P that satisfy

Px⊥P |ϕ⟩ = ϕ |ϕ⟩ . (3.82)

We take a trial solution of the form

|ϕ⟩ = eik⊥ϕWmn(k⊥)fn0 |ψnk⟩ , (3.83)

where k⊥ is a particular direction defining a path in k-space from k0 = 0 to
(k⊥/2π)G⊥, with G⊥ a reciprocal lattice vector in direction ⊥; and Wnm(k⊥)
is the holonomy matrix of the form (3.57).

By introducing the trial (3.83) in the eigenvalue problem (3.82) and knowing
the action of Px⊥P over the coefficients fn0 given by (3.80), it can be shown
that the conditions for the coefficients defining our trial solution reduce to

Wmn(2π)fn0 = e
i2πϕfm0. (3.84)

Thus, {fn0} in (3.83) must be an eigenvector of W(2π) with eigenvalue ei2πϕ.
We may conclude then that the spectrum {ϕ} of PxiP matches the spectrum
of (1/2π)Im logWmn(k0 → k0 + Gi) . Hence, the spectrum of the holonomy is
related to the spectrum of the “positions” (projected positions) of the electrons in the
crystal.

Moreover, it can be shown that the coefficients that satisfy the redefined
eigenvalue problem (3.84), imply that functions of the form (3.83) are hybrid
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Wannier functions (3.77). Since eigenstates of PxiP are maximally localized
in xi, also are the resulting hybrid Wannier functions, implying that the cor-
responding antitransformed Bloch wavefunctions are smooth with respect to
ki.

In summary, while the Berry phase included information about the aver-
age electronic position, the holonomy has information about the position of
individual electrons.

3.4.6 Wilson loops

In the previous sections we have shown that there exists a close relation be-
tween the adiabatic evolution of Bloch functions in reciprocal space, and the
localization properties of the real-space Wannier functions. This relationship
between the geometry of reciprocal space and real-space localization can be
more thoroughly described in terms of Wilson loops. In order to do so, we
will start from a set of tight-binding orbitals in reals space in order to care-
fully construct the necessary ingredients to define the Wilson loop.

Let us consider a set of orthogonal orbitals {|ϕσT⟩} such that

⟨r|ϕσT⟩ = ϕσT(r) = ϕσ(r − T − rσ), (3.85)

where rσ is the position of the orbital within the primitive cell, and σ denotes
a collection of quantum numbers describing the different orbitals. The Bloch
functions {|χσk(r)⟩} corresponding to this orbitals can be built as

χσk(r) =
1√
N

∑
T

eik·(T+rσ)ϕσT(r), (3.86)

where N is the number of cells and their cell periodic part defined as

ϕσk(r) ≡ e−ik·rχσk(r) =
1√
N

∑
T

eik·(T+rσ−r)ϕσT(r). (3.87)

Then, the eigenfunctions {ψnk} of the Hamiltonian can be expanded in this
basis as linear combinations of these Bloch waves as

ψnk(r) =
∑
σ

uσnkχσk(r) =
1√
N

∑
σT

eik·(T+rσ)ϕσT(r), (3.88)

with the cell periodic part unk(r) of ψnk(r) given by

unk(r) = e−ik·r
∑
σ

uσnkχσk(r) =
∑
σ

uσnkϕσk(r). (3.89)

A final constraint must be imposed for the eigenstates ψnk(r) to be periodic
for k→ k + G which implies that

uσnk+G = e−iG·rσδσσ′u
σ′
nk ≡

[
V−1(G)

]
σσ′
uσnk. (3.90)
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Now, the parametric family of Hamiltonians h(k) can be written in the basis
{ϕσk} as:

hσσ′(k) = ⟨ϕσk|Ĥ(k)|ϕσ′k⟩ , (3.91)

where Ĥ(k) is defined as (3.61). Then, the Schrodinger equation can be written
as

h(k) |unk⟩ = Enk |unk⟩ , (3.92)

where the ket |unk⟩ is the column vector of coefficients uσnk introduced in
equations (3.88) and (3.89).

Now that we have defined a proper basis for the problem we can easily
define the projector over the subspace of interest

P(k) ≡
N∑
n=1

|unk⟩ ⟨unk| , (3.93)

which allows us to consider the holonomy matrixWC over a smooth contour C
in reciprocal space from k0 to kf. Using the expression (3.59) for the holonomy,
the matrix elements in this basis are given by

Wnm
C = ⟨unkf

|WC|umk0
⟩ = ⟨unkf

|

C∏
k

P(k)|umk0
⟩ . (3.94)

If we recall, by construction WC was introduced mainly because of its interest
for being basis (gauge) invariant, however, the final and initial states are not
and thus, under gauge transformations of the form |u′nk⟩ = Unm(k) |umk⟩, WC

transforms as
W′C = U†(kf)WCU(k0), (3.95)

which implies that the spectrum of WC is only gauge invariant when C is
closed loop.

Thus, the adiabatic evolution WC for a closed loop is referred as the holon-
omy of the closed loop or Wilson loop. As a direct consequence, the eigen-
vectors of the Wilson loop are also directly related to the ones of the projected
position operator and hence, the spectrum related to the charge centers of
hybrid Wannier functions.

3.4.6.1 Effects of symmetry

The symmetries of Wilson loops can be studied by noting that under a space
group symmetry operation of the form h = {R, t} the coefficients uσnk change
as

uσnk →Mσσ′(R)u
σ′
n(Rk)e

−i(Rk)·t ≡ Sσσ
′

k uσ
′
n(Rk), (3.96)

where M(R) is the appropriate representation of R that describes the trans-
formation of the basis ϕnk(r). By doing such analysis it can be shown that
under two of the most fundamental symmetries, inversion and time reversal
symmetry, the following Wilson loops are related by symmetry

IWg(k⊥)I† = W
†
g(−k⊥), (3.97)

TWg(k⊥)T−1 = W−g(−k⊥), (3.98)
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where the subindex g, is the primitive reciprocal lattice vector that defines the
closed loop k0 → k0 + g. The Wilson loop does not depend on shifts of the
basepoint k0 parallel to g, but it does depend of shifts perpendicular ⊥ to g,
thus the dependence on k⊥.

3.4.7 Wilson loop of topological bands and Chern number

While in 1D the concept of “regular” Wannier functions and hybrid Wannier
Functions coincide, implying that the Wannier centers are related to the spec-
trum of the Wilson loop Wg as shown in (3.84), in higher dimensions this is
generally not true since the projected position operators along different direc-
tions do not commute [

PxiP,PxjP
]
̸= 0. (3.99)

Therefore, in general there is not a set of common eigenstates. To analyze in
which specific cases such set of eigenstates exists we analyze the action of the
commutator over a general trial state |f⟩ =

∑
nk fnk |ψnk⟩, where {|ψnk⟩} are

the eigenfunctions of the Hamiltonian.[
PxiP,PxjP

]
|f⟩ = i

∑
k,mn

Ωijnm(k)fmk |ψnk⟩ , (3.100)

Ωijnm(k) ≡ ∂iAjnm(k) − ∂jAinm(k) − i
[
Ai(k),Aj(k)

]
nm

,

= [∇k ×Anm(k)]ij − i
[
Ai(k),Aj(k)

]
nm

,
(3.101)

where the tensor Ωijnm(k) is denoted as the Berry curvature and Anm(k) the
non-abelian Berry connection. Thus, in order for a common basis to exist for
PxiP and PxjP, the Berry curvature must vanish for every value k.

We can conclude that in general, hybrid Wannier functions (eigenstates of
projected position operator), will not coincide with maximally localized Wan-
nier functions (designed to be localized in all directions). Moreover, while
unique hybrid Wannier functions exist for any gapped projector P(k), Wan-
nier functions are not unique (they are not eigenvalues of a well defined prob-
lem as the case for the hybrid ones) and may not be exponentially localizable.

From the relation (3.100), one can already sense that there must be a relation
between topology and the possibility for finding hybrid Wannier functions
that are exponentially localized in different directions.

3.4.7.1 Relation between the Wilson loop and the Berry curvature

The relation between the holonomy (the Wilson loop) of the connection and
its curvature is given by the Ambrose-Signer theorem. When, considering a
closed loop defined by an infinitesimal parallelogram

∂M = {k0 → k0 + δk1 → k0 + δk1 + δk2 → k0 + δk2 → k0} (3.102)
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in reciprocal space, the Ambrose-Signer theorem relates the Wilson loop along
the boundary to the Berry curvature

iΩ12nm(k0)δk1δk2 = logW4W3W2W1 +O(δk3), (3.103)

where the Wi refer to the four sides of the parallelogram. Then, it is useful
to take the trace of (3.103) as it reduces the Berry curvature to the curl of the
Berry connection as well as allowing the commutation of the Wi evolutions.

i tr
[
Ω12nm(k0)δk1δk2

]
= tr [logW4W3W2W1] = log [detW4W3W2W1] . (3.104)

3.4.7.2 The Chern number

We first focus on the left hand side of (3.104) and by considering a closed path
across a finite region M in the Brillouin zone, we can break down the region
in small patches and get

1

2π

∫
M

tr(Ω12nm)dk1dk2 =
1

2π

∫
M

∂k1trA2nm − ∂k2trA1nm dk1dk2

=
1

2π

∮
∂M

trAnm · dlll,
(3.105)

where we have used stokes theorem, to turn the integral of the flux of the
Berry curvature Ω through the surface M into an integral of the connection A
across the boundary of the surface ∂M. Thus, if M is a closed surface within
the first Brillouin zone, the integral vanishes unless there are discontinuities
in trA(k).

For example, if we consider M to be a closed region in the 1BZ (as a sphere),
in order to apply the same procedure as in (3.105), we need to divide the
sphere in two subsections M1 and M2. Then, the set of functions defined for
both surfaces has to match at the boundary between them (for example the
equator) up to a unitary transformation U(k)

|ψ
M2
nk ⟩ = Unm(k) |ψ

M1
nk ⟩ . (3.106)

This implies that the Berry connections for both sets of functions are related
by

AM2 = U†AM1U+ iU†∇U (3.107)

and hence, their traces by

trAM2 = trAM1 −∇
≡φ︷ ︸︸ ︷

(Im log detU) = trAM1 −∇φ, (3.108)

where the difference between the traces has been gathered in the∇∇∇φ(k) term.
The integral of the Berry curvature to the full sphere M can be now written

as
1

2π

∫
M

tr(Ω)d2k =
1

2π

∫
M1

tr(Ω)d2k+
1

2π

∫
M2

tr(Ω)d2k

=
1

2π

∮
∂M

tr(AM1) · dlll− 1

2π

∮
∂M

tr(AM2) · dlll

=
1

2π

∮
∂M
∇φ · dlll

(3.109)
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Hence, the integral of the Berry curvature for a closed regions vanishes unless
there is a discontinuity in the gauge U(k) across ∂M. If we include the fact
that the gauge U(k) must be periodic in the reciprocal space, it can be shown
that this integral is forced to be an integer number ν. This is the so-called
Chern number defined as:

Ch ≡ 1

2π

∫
M

tr(Ω)d2k = ν ∈ Z. (3.110)

The Chern number is a topological invariant of states defined in a closed
manifold M, so that the only way to change the value it takes is by closing
the gap between the manifold M (image of P(k)) and the rest of the states.
Therefore, the Chern number is a topological invariant directly related to the
Berry curvature and protected by the gap between the states on the manifold
of interest and the rest. This topological invariant defines the classes of in-
sulating (gapped) Hamiltonians which cannot be deformed into each other
without closing the gap. Or in layman’s terms, two set of bands with different
Chern number, can not be deformed into each other without closing the gap.

3.4.7.3 Relation between the Wilson loop and the Chern number

After concluding that the left-hand side of (3.104) is related to the Chern
number, it is obvious then that Wilson loops must be related to the topology
of the system. Hence, we now focus on the right-hand side of the equality
(3.104) and consider a 2D plane {(k1g1,k2g2) |k1,k2 ∈ [0, 1]} and Wilson loops
Wg2

(k1) and Wg2
(k1 + δk), where we are using the notation introduced in

(3.97).
If we now define M as the area between both loops, then divide the area

in infinitesimal parallelograms in the k1 direction, and take the limit δk → 0,
one can arrive at the relation

∂k1 log detWg2
(k1) = i

∫g2

0
Ω12(k)dk2. (3.111)

With this expression we can now integrate the Berry curvature across the hole
2D plane and relate it to the Chern number via equation (3.110)

1

2πi

∫g1

0
∂k1 dk1 log detWg2

(k1) = Ch. (3.112)

It can be shown that the left hand side of (3.112) is equal to the number of
times the sum of hybrid Wannier centers, the imaginary part of the logarithm
of the spectrum of Wg2

(k1), wind as we vary k1 in a closed loop k1g1 |k1 ∈
[0, 1]. Therefore, by plotting the Wilson loop spectrum and just counting the
number of times hybrid Wannier functions wind we can extract the Chern
number of a subset of bands.

3.4.7.4 Chern number as an obstruction to Wannier localization

The Chern number can also be interpreted as an obstruction to charge local-
ization or stated in another way, as an obstruction to the formation of expo-
nentially localized Wannier functions.
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This can be intuited if we recall that on the one side, the problem for finding
exponentially localized Wannier functions, is related to the one of finding a
smooth gaugeU(k) in reciprocal space that leads to analytic functions {ψ̃nk(r)}
in reciprocal space (see section 3.4.4.1). While, on the other hand, we showed
that the non-zero Chern number is related to the lack of a smooth gauge as
shown in (3.109), which translates into a winding of the gauge transformation
U(k).

In conclusion, a non-zero Chern number can be interpreted as an obstruc-
tion to forming exponentially localized Wannier functions.

3.5 topological quantum chemistry

The formalism of Topological Quantum Chemistry (TQC) establishes a link
between topology and the symmetry properties of bands in reciprocal space.
This can be established in the following way. First, we showed how topology
in condensed matter physics is deeply related to the study of adiabatic evolu-
tion of states (3.56). However, we also showed that there exists a link between
this adiabatic evolution and real space properties as the polarization (3.72) or
the charge localization of individual states (3.84). It turns out, that the sym-
metry properties of these localized states in real space transfer to reciprocal
space (band structures). Hence, we can describe TQC as a formalism that
studies topology based on the analysis of the symmetries of band structures.

One of the main benefits of this method is that compared to computing
Berry curvatures or Wilson loops, the calculation of bandstructures and their
symmetries is much easier from an ab initio perspective. This opened the door
to high-throughput investigations using large material-databases [18, 19, 75,
76] that have unveiled thousands of topological materials.

The original works from Zak [77–79] in the 1980s studied how Wannier
functions in real space lead to bands in reciprocal space. Particularly, he in-
troduced the concept of band representation, which states how the symmetry
properties of bands are inherited from the ones of Wannier functions.

Later, the formalism was expanded by Bradlyn et al [13, 14, 16] to establish
the link with topology. The main idea is that trivial topology corresponds to
a smooth gauge in reciprocal space, which implies the possibility of form-
ing exponentially localized Wannier functions in real space. While, at the
same time, the symmetries of this Wannier functions define the symmetries of
bands. Thus, by studying the symmetries of band structures one can diagnose
whether such set of localized basis exists (and therefore whether or not the
subset of bands is topologically trivial).

3.5.1 Band representations

A key concept of TQC is that of band representation. Roughly speaking, a
band representation describes how the set of all atomic orbitals in the crystal
transform when symmetry operations are applied. As the number of atoms in
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an ideal crystal is infinite, the representation itself is also infinite dimensional.
The concept of band representation is not limited to only electronic orbitals
and can be also extended to atomic vibrations (phonons) (see Chapter 4) [80,
81] or photonic crystals [82, 83].

3.5.1.1 Band representation in real space

The first ingredient for a real-space representation of the space group G is a
closed basis under the action ofG. This basis will be built of Wannier functions
{|i, q, T⟩}, where i labels the orbital degree of freedom, q the site or the orbital
within the primitive cell and T the cell in which the orbital is centered.

In order to build the basis, let us start by defining how sites transform
under symmetry operations. For this, we will rewrite q → qα, where now q

labels the Wyckoff position (WP), and α is the orbit within the WP. Since, we
only care for the site transformation we will (for now) drop the orbital degree
of freedom |i,qα, T⟩ → |qα, T⟩.

We define the site-symmetry group Gq1 as the symmetry operations that
leave q1 invariant

g |q1, 0⟩ = |q1, 0⟩ , with g ∈ Gq1 . (3.113)

Then, we can always find an element gα ∈ G, that does not belong to Gq1
that maps q1 to qα in the primitive cell (i.e. gα |q1, 0⟩ = |qα, 0⟩ . However, in
general an element h = {R|t} will map qα to qβ in another cell.

hgα |q1, 0⟩ = h |qα, 0⟩ = |qβ, tβα⟩ ≡
{
E|tβα

}
|qβ, 0⟩ =

{
E|tβα

}
gβ |q1, 0⟩ (3.114)

tβα ≡ h |qα, 0⟩− |qβ, 0⟩ (3.115)

Additionally, from (3.114) we can see that

g−1β
{
E|− tβα

}
hgα |q1, 0⟩ = |q1, 0⟩ , (3.116)

which implies that
g−1β

{
E|− tβα

}
hgα ≡ g ∈ G1, (3.117)

and hence, h can be written as

h =
{
E|tβα

}
gβgg

−1
α with g ∈ G1. (3.118)

Now that we have a clear understanding of how atomic sites transform,
we can introduce back the orbital degrees of freedom and start with a set of
Wannier functions in the primitive cell {|i,q1, 0⟩} that transform as the repre-
sentation ρ of their site-symmetry group groups Gq1 . Thus, we have that

g |i,q1, 0⟩ =
dim(ρ)∑
j

ρji |j,q1, 0⟩ , with g ∈ Gq1 . (3.119)

Then, we can use gα to expand the basis to other sites in the primitive cell as

|i,qα, 0⟩ ≡ gα |i,q1, 0⟩ . (3.120)
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Finally, the rest of states can be formed by using the translation subgroup
t̂ ∈ T ⊂ G and expanding the basis as

t̂ |i,qα, 0⟩ = |i,qα, t⟩ . (3.121)

We are left now with a closed basis since every element of the group G can be
written as {E|t}gαg, with g ∈ G1.

To conclude, we study the action of an arbitrary element h = {R|t} ∈ G
acting over a general element of the basis (making use of relation (3.118))

h |i,qα, T⟩ = h {E|T}gα |i,q1, 0⟩ = {E|RT}hgα |i,q1, 0⟩

= {E|RT}
{
E|tβα

}
gβg |i,q1, 0⟩ =

{
E|RT + tβα

}
gβ

dim(ρ)∑
j

ρji(g) |j,q1, 0⟩

=

dim(ρ)∑
j

ρji(g) |j,qβ,RT + tβα⟩ .

(3.122)

Notice how we have managed to write the full representation for any sym-
metry operation h ∈ G in terms of one representation ρ(g) of the site symme-
try group G1. This representation is called a band representation ρG and is
said to be induced from the representation ρ of the site-symmetry group G1

ρG = (ρ ↑ G)WP, (3.123)

where WP stands for the Wyckoff position from which it was induced. Band
representations are said to have atomic limit as they are induced from expo-
nentially localized Wannier functions.

3.5.1.2 Band representations in reciprocal space

So far, we have shown how a band representation is built in real space. How-
ever, it is usually better to work in reciprocal space. The concept of band
representation is easily transferred by Fourier transforming the basis from
|i,qα, T⟩ → |i,qα, k⟩ as

|i,qα, k⟩ = 1√
N

∑
T

eik·T |i,qα, T⟩ , (3.124)
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where k as usual, belongs to the 1BZ. Thus, if we act with h = {R|t} over
|i,qα, k⟩ and use equations (3.122) and (3.124)

h |i,qα, k⟩ = h

(
1√
N

∑
T

eik·T |i,qα, T⟩

)
=

1√
N

∑
T

eik·T (h |i,qα, T⟩)

=
1√
N

∑
T

eik·T

dim(ρ)∑
j

ρji(g) |j,qβ,RT + tβα⟩


= e−iRk·tβα

1√
N

∑
T

eiRk·RTeiRk·tβα

dim(ρ)∑
j

ρji(g) |j,qβ,RT + tβα⟩


= e−iRk·tβα

dim(ρ)∑
j

ρji(g)

(
1√
N

∑
T

eiRk·(RT+tβα) |j,qβ,RT + tβα⟩

)

= e−iRk·tβα

dim(ρ)∑
j

ρ(g)ji |j,qβ,Rk⟩ ,

(3.125)

we get that in reciprocal space the matrices of the band representations are
block diagonal in blocks of dimensions n× dim(ρ), where n is the size of the
orbit or the Wyckoff position. The matrix elements of the band representation
in reciprocal space can be directly obtained from (3.125) and are given by

ρRk,k
jβ,iα = ⟨j,qβ,Rk|h|i,qα, k⟩ = e−iRk·tβαρji(g). (3.126)

In summary, we have seen that when there is an exponentially localized
set of Wannier functions (an atomic limit), the symmetry properties of Bloch
states can be related to the symmetry properties of Wannier functions.

3.5.1.3 The representation of the little group Gk

Finally, if we focus on the little group Gk of a particular k point, the repre-
sentation for the little group can be obtained from the band representation ρG
and is denoted G ↓ Gk. In this case we say that the representation ρGk has
been subduced from the representation ρG. In principle the representation ρGk

will be reducible in terms of irreps Dk
i of Gk

G ↓ Gk =
⊕
i

mk
iD

k
i , (3.127)

where mk
i are the multiplicities of each irrep. Since H(k) commutes with Gk,

according to Wigner’s theorem (section 3.2.5), the degeneracies at each k point
and the transformation properties of the eigenstates can be directly related
to the irreducible decomposition (3.127). This showcases the potential of the
band representation, which allows us to infer all these properties, just from
the symmetries of the original Wannier orbitals in real space.
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3.5.2 The compatibility relations

A fair question one can ask is whether the connection between irreps in dif-
ferent little groups across the Brillouin zone is enforced by symmetries in any
way. As H(k) varies along k-space, the eigenvalues transform according to
different irreps every time we change the little group, for example, when k
goes from a high-symmetry point to a high-symmetry line. I turns out, that
in this cases, the irrep of the high-symmetry point fixes the irrep of the high-
symmetry line. These relations, imply a constraint in the ways in which bands
are connected.

Let us consider two points kα and kβ with their corresponding little groups
Gα and Gβ, as well as a vector kγ that defines a line connecting kα and kβ.
The little group across the line Gγ is a subgroup of both Gα and Gβ, therefore,
the representations for Gα and Gβ have to subduce to the same representation
of Gγ. This can be expressed as

(ρG ↓ Gα) ↓ Gγ =
(
ρG ↓ Gβ

)
↓ Gγ. (3.128)

This implies that for example in this case, the irreps across the γ line are
completely fixed by either the ones of ρkα or ρkβ .

Moreover, it also happens that the irreps of both ρkα and ρkβ are con-
strained by each other. It can be shown that by knowing the irreps in what are
called the maximal k-points of the BZ, the irreps in the rest of k points can be
determined. The compatibility relations that are established by this rules can
be found in the Bilbao Crystallographic Server [68–70].

3.5.3 Elementary band representations

If we form a band representation using two closed bases, the resulting rep-
resentation (for both band structures stacked together) can be written as a
sum of the band representations of each of the bases, and is called a com-
posite band representation. This can be intuited by the fact that symmetry
operations by definition will not mix both basis (since are closed).

On the other hand, when a band representation can not be decomposed into
smaller band representations it is called an elementary band representation
(EBR). Additionally, it can be shown that the only way to form elementary
band representations, is to induce them from Wannier functions transforming
under irreducible representations of maximal Wyckoff positions. Thus, while
the number of possible band representations one can form is infinite, they are
all formed by a finite set of building blocks (the EBRs). This finite set of EBRs
has been computed for all space groups [13], and can be found in the Bilbao
Crystallographic Server.

In other words, the EBRs are the basis from which all atomic limits are
formed, therefore the band representation of every atomic limit can be de-
composed as

ρG =
⊕
i

miρ
i
G, (3.129)
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where mi is the multiplicity of each EBR ρiG.
An EBR is said to be decomposable if its bands can be separated into two

or more disconnected sets of bands while respecting the compatibility rela-
tions. Notably, when this occurs, at least one of the subsets cannot be a band
representation.

3.5.4 Topology diagnosis with TQC

The groundbreaking achievement of the TQC formalism relies on providing
an easy way to identify non-trivial topological phases using the previously
discussed concepts. By construction, band structures transforming as band
representations can be written in terms of exponentially localized Wannier
functions, or in other words, can be connected to an atomic limit. On the
other hand, we already discussed the relation between a topological set of
bands and the Wannier obstruction (section 3.4.6).

Based on these two statements, we can devise a diagnostic method: if, when
decomposing the representation ρG of an isolated subset of bands into elemen-
tary band representations as

ρG =
⊕
i

miEBRiG, (3.130)

any of the coefficients mi is not a positive integer, this implies that there is an
obstruction to forming exponentially localized Wannier functions (there is no
atomic limit). Consequently, the subset of bands is topologically non-trivial.

Moreover, using the fact that band representations are totally defined by the
irreducible representations of the maximal k-points due to the compatibility
relations, the decomposition (3.130) can be done solely knowing the irreps at
the maximal k-points.

Two main types of topological bands can be identified from the coefficients
in (3.130). When any of the coefficients is a fractional number, the bands are
in a stable topological phase. In contrast, if only negative integers are found,
this corresponds to a fragile topological phase. The distinction arises because
fragile bands can be trivialized by adding an additional set of trivial bands
(derived from an EBR), which is not possible for stable phases.

A final note is necessary to emphasize that the converse of the reasoning
presented is not true. The ability to write a representation as a sum of EBRs
does not imply the existence of an atomic limit and may still not constitute a
band representation. Thus, Topological Quantum Chemistry provides a suffi-
cient condition for topology but not a necessary one. For a more in-depth anal-
ysis, one must employ more complex and computationally intensive methods,
such as analyzing the Wilson loop spectrum or computing Chern numbers by
integration of the Berry curvature.
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T O P O L O G I C A L A N A LY S I S O F T H E P H O N O N S P E C T R A O F
T H E B U C K L E D H O N E Y C O M B L AT T I C E

In this chapter, we analyze the topology of the 2D buckled honeycomb lattice phonon
spectra using group theory, topological quantum chemistry, first-principles calcula-
tions, and Monte Carlo simulations. Taking the pure crystal structure as an input,
we show that eleven distinct phases are possible, five of which necessarily have non-
trivial topology according to topological quantum chemistry. Another four of them are
also identified as topological using Wilson loops in an analytical model that includes
all the symmetry allowed force constants up to third nearest neighbors, making a total
of nine topological phases. We then compute the ab initio phonon spectra for the two-
dimensional crystals of Si, Ge, P, As and Sb in this structure and construct its phase
diagram. We found that, despite the large proportion of topological phases found in
the analytical model, all of the crystals lie in a trivial phase. By analyzing the force
constants space using Monte Carlo calculations, we elucidate why topological phonon
phases are physically difficult to realize in real materials with this crystal structure.

4.1 overview

Topological materials are known for having exotic electronic properties such
as symmetry protected surface states, edge states or unconventional electro-
magnetic activity [84, 85]. Following the first topological insulator realization
[8] in 2007, the concept of symmetry protected topological (SPT) orders [86–
88] was extended to all sorts of symmetry settings with the advent of topo-
logical crystalline insulators [9, 89–98]. However, with the exception of the
Fu-Kane parity criterion [9] and a few other symmetry based diagnosis meth-
ods [99–101], there was not a clear link between symmetry and topology for
general symmetry settings. As a result, the calculation of most topological
band invariants used in the prediction and diagnosis of topological materials
had to be carried out numerically with computationally expensive ab initio
methods, and the rate of discovery of new materials was consequently rather
slow. Recently, as shown in Chapter 3, much more powerful links have been
established between the topology of the electronic spectrum and the crystal
symmetry thanks to the theory of symmetry indicators of band topology [16,
102], band combinatorics [103], and topological quantum chemistry (TQC)
[13]. These formalisms have provided a reliable and systematic way to search
for all the topologically non-trivial phases compatible with a given crystal
structure. This has led to the discovery of thousands of materials with non-

80
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trivial electronic topology, showing that the existence of topological electron
bands, previously considered a rarity, is rather frequent in nature. In par-
ticular, the systematic application of the methods of TQC have enormously
enlarged the number of known topological materials [18, 76] and led to new
and more refined methods of classifying their topology [104–107].

Despite recent advances, most research has focused on analyzing electronic
topology. However, in principle, many other quasiparticles can also exhibit
topological features. In our case, we focus on phonons, which are fundamental
to many properties of solids, such as transport, optical and thermal responses,
superconductivity, or phase transitions. Despite the fact that finding materi-
als with topological phonons is likely to have a large impact on solid-state
physics, the search for non-trivial phonon topology has progressed slowly,
while primarily using traditional methods [108–117], or focusing on degenera-
cies with topological charge, such as Weyl points and nodal lines [118, 119].
When we began this project, only one instance in the literature applied the
more modern methods of topological quantum chemistry (TQC) to the search
for phonon topology, focusing on the planar honeycomb structure [20]. In-
spired by this work, in this chapter we study phonon topology in a more com-
plex structure that couples out-of-plane and in-plane lattice vibrations: the
buckled honeycomb lattice. This is an important system since the planar hon-
eycomb lattice is unstable for atoms larger than carbon and two-dimensional
materials based on Si, Ge, P, As, and Sb crystallize in the buckled honeycomb
lattice. Moreover, the coupling between in- and off- plane modes gives rise to
a whole array of phases not present on the planar honeycomb. Notably, paral-
lel to this thesis, a significant advancement has been made with the launch of
a high-throughput phonon catalogue applying TQC to 3D materials [19]. This
work highlights the almost complete absence of fragile cumulative topology
for phonons, which aligns with our findings.

As already discussed in chapter 3, the TQC analysis relies on detecting
an obstruction to a localized real space interpretation of isolated subsets of
phonon bands. Whenever this obstruction is present, the subset has non-trivial
topology. In some cases this obstruction can be diagnosed just from the irre-
ducible representations (irreps) describing how those bands transform at the
high symmetry points (HSPs) in the Brillouin zone. In practice, this analysis
consists of three steps. First, one finds the irreps describing how phonons
transform at the HSPs. Second, a compatibility problem is solved, in which
one tries to connect the bands forming isolated subsets separated by gaps in
ways that are consistent with the system symmetries and the existence of the
acoustic zero frequency modes. Each of these band configurations constitutes
a phase. Finally, if the irreps of an isolated subset cannot be obtained from the
sum of elementary band representations (EBRs), the corresponding phase is
necessarily topological. Note that even if the irreps of all the isolated subsets
in a given phase can be obtained from the sum of elementary band representa-
tions, the phase could still be topological. Thus, an extra step in order to fully
diagnose the topology involves the construction of an analytical model that
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reproduces the different phases and the computation of Wilson loop spectra
for the different phases.

The chapter is organized as follows. A discussion on how the TQC ma-
chinery is adapted to the study of phonon spectra of the BHL is presented
in Section 4.2. An analytical model that includes all the symmetry compati-
ble couplings up to third nearest neighbors is constructed in Section 4.3. The
model is used to compute Wilson loop spectra and fully classify the topology
of all the phases obtained in Section 4.3.4. In Section 4.4 we use Quantum
Espresso [120, 121] to compute the phonon spectra for several monoatomic
crystals with the buckled honeycomb structure and locate them on the phase
diagram. Moreover, we show how the analytical model can be used to study
the phase diagram by means of a Monte Carlo method, which provides a plau-
sible explanation to why topological phonon phases are physically difficult to
realize in real materials. Finally, the summary and conclusions are presented
in Section 4.5.

4.2 topological quantum chemistry application to the phonon

spectra

4.2.1 Band representations for phonons

As explained in Chapter 3, for electronic systems, a band representation (BR)
[77, 78, 122] can be understood as a mathematical construction that links the
real space orbital description to the reciprocal space momentum picture. Then,
one says that the band representation is induced by the set of orbitals. Note
that, in order to be closed under the translations in the space group G of
the crystal, the set must contain infinitely many orbitals and band representa-
tions are always infinite-dimensional, which is at the origin of some counter-
intuitive properties.

In practice, each band representation induces a collection of little group
irreps at every point in the Brillouin zone [13]. Although this collection of
irreps can be considered as a footprint of the band representation, it is impor-
tant to bear in mind that the band representation is not uniquely specified by
its footprint, as different (inequivalent) band representations, and even repre-
sentations that are not BRs, can give rise to identical sets of irreps at all the
points in the Brillouin zone [122]. The reason is that the set of irreps at all the
points in the Brillouin zone does not exhaust all the information contained
in the band representation. This phenomenon has no analogue in the case of
ordinary, finite-dimensional representations and has important consequences
for the irrep-based detection of topological phases.

The concept of inducing a band representation can be easily extended to
the phononic case [20, 80]. Instead of having orbitals or Wannier functions
(WFs) as a basis, one has a set of vectors describing the displacements located
on every atom in the crystal. These displacements (real space) transform un-
der the vector representation V(g) for symmetry elements g of the site sym-
metry group Gq. As phonons are a combination of local displacements, one

[ June 12, 2024 at 15:59 – classicthesis version 4.2 ]



4.2 topological quantum chemistry application to the phonon spectra 83

Figure 4.1: Buckled honeycomb lattice with real an reciprocal space lattice vectors.
The structure is formed with two atoms per cell, placed at the 2d maximal
Wyckoff positions, each displaced along the z axis in opposite directions.
The little groups for the Γ , K, M points and T, T’, Σ lines are D3d, D3, C2h

and C2, C2, C1h, respectively.

can induce a band representation describing how phonons (reciprocal space)
transform under the full space group symmetry operations from the vector
representation of one of the site symmetry groups of the occupied Wyckoff
positions (WPs).

When inducing the band representation from the displacements centered
on the atoms, we obtain all the phononic bands for the crystal. But this should
not be mistaken with the possibility of inducing connected subsets of bands
from ‘Wannier like” functions for phonons, even when these WFs are not
centered on atomic positions. The matter of defining a localized basis for
vibrations was already discussed by W. Kohn [123] and more recently in terms
of the position operator in Ref. [124]. This possibility generalizes the concept
of EBRs to phonons in an equivalent way to the electronic case, where EBRs
are induced from WFs that transform under an irreducible representation of
the local site symmetry group Gq of any maximal symmetry Wyckoff position.

4.2.2 Mechanical BR for the BHL structure

As shown in Fig. 4.1 the BHL is a 2D structure that can be obtained by giv-
ing opposite vertical (perpendicular to the sample plane) displacements to
the two atoms in the primitive cell of the planar honeycomb lattice. These dis-
placements break the mirror symmetry with respect to the plane of the sample
and are thus responsible for the couplings between off- and in-plane phonons,
which are forbidden for the planar honeycomb. The layer group leaving the
BHL invariant is LG 72 (p3m1), which corresponds to the space group SG 164

(P3m1) with point group D3d (3m). The direct and reciprocal lattice vectors
satisfying ai ·bj = 2πδij are shown in Fig 4.1. In this basis, the high symmetry
points are located at Γ = (0, 0), K = 1

3(b1 − b2) and M = b1
2 , while the atoms

are located at the Wyckoff position 2d with site-symmetry group C3v.
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As mentioned above, the phononic BR for the crystal, also known as the
mechanical BR, is induced from the vector representations of the atomic site
symmetry groups

ρG =
⊕
q

VGq
↑ G, (4.1)

where q runs over all occupied Wyckoff positions. By decomposing the vector
representation into irreducible representations D(i)

Gq
, the mechanical BR can

be written as a sum of EBRs

ρG =
⊕
q

VGq
↑ G =

⊕
q,i

D
(i)
Gq
↑ G (4.2)

In our case, the vector representation of C3v is reducible, V = A1 + E, and
according to Eq. (4.2) the mechanical BR is given by

M = V |2d ↑ G = A1|2d ↑ G⊕ E|2d ↑ G. (4.3)

In other words, the mechanical BR can be written as the sum of the EBRs
induced from A1 and E at the WP 2d. We can avoid the actual computation of
the mechanical BR by noting that the little group irreps induced by any EBR
at any point k in the BZ are given by the BandRep application at the Bilbao
Christallographic Server (BCS) [68–70]. For the rest of the analysis we only
need the irrep contents at the high symmetry points in the BZ. Adding the
irreps given by BandRep for the two EBRs in Eq. (4.3) yields

M(Γ) = Γ+1 (1) + Γ
−
2 (1) + Γ

+
3 (2) + Γ

−
3 (2)

M(K) = 2K3(2) +K1(1) +K2(1) (4.4)
M(M) = 2M+

1 (1) +M
−
1 (1) +M

+
2 (1) + 2M

−
2 (1),

where the numbers in parenthesis give the dimensions of the irreps and lead
to band crossings when greater than one. The irreps at the high symmetry
lines and the compatibility relations are obtained by subduction from the
high symmetry points and are also given by BandRep [70].

In order to find all the different gapped phases compatible with the symme-
tries, we just have to order the irreps at the high-symmetry points in the BZ
in such a way that they lead to gaps in the phonon spectrum while respect-
ing the compatibility relations arising from the subduction rules to the high
symmetry lines. Moreover, an additional constraint that distinguishes phonon
spectra from electron bands is the existence of three acoustic bands, for which
the dispersion relation must satisfy limk→0ω(k) = 0. The acoustic modes at
k = 0 represent global translations of the crystal and transform under the
vector representation Thus, by decomposing the vector representation VΓ of
the little group of Γ , the irreducible representations of the acoustic bands at Γ
are obtained. In this case, VΓ decomposes as VΓ = Γ−2 + Γ−3 and we conclude
that three eigenvalues associated with the irreps Γ−2 (1) and Γ−3 (2) must vanish
at k = 0. Table 4.1 gives all the irrep orderings that respect the compatibil-
ity relations and acoustic band constraints and result in gapped phases in
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Phase Subset 1 Subset 2 Subset 3

1 Γ−3 + Γ−2 ;K2 +K3;M+
1 +M+

2 +M−
2 Γ+1 ;K1;M+

1 Γ+3 ;K3;M−
1 +M−

2

2 Γ−3 + Γ−2 ;K2 +K3;M−
1 + 2M−

2 Γ+1 ;K1;M+
1 Γ+3 ;K3;M+

1 +M+
2

3 Γ−3 + Γ−2 ;K2 +K3;M+
1 +M+

2 +M−
2 Γ+3 ;K3;M−

1 +M−
2 Γ+1 ;K1;M+

1

4 Γ−3 + Γ−2 ;K2 +K3;M−
1 + 2M−

2 Γ+3 ;K3;M+
1 +M+

2 Γ+1 ;K1;M+
1

Phase Subset 1 Subset 2

5 Γ−3 + Γ−2 ;K2 +K3;M−
1 + 2M−

2 Γ+3 + Γ+1 ;K3 +K1; 2M+
1 +M+

2

6 Γ−3 + Γ−2 ;K2 +K3;M+
1 +M+

2 +M−
2 Γ+3 + Γ+1 ;K3 +K1;M+

1 +M−
1 +M−

2

7 Γ−3 + Γ−2 + Γ+3 ;K2 + 2K3;M+
1 +M−

1 +M+
2 + 2M−

2 Γ+1 ;K1;M+
1

8 Γ−3 + Γ−2 + Γ+1 ;K1 +K2 +K3; 2M+
1 +M+

2 +M−
2 Γ+3 ;K3;M−

1 +M−
2

9 Γ−3 + Γ−2 + Γ+1 ;K1 +K2 +K3;M+
1 +M−

1 + 2M−
2 Γ+3 ;K3;M+

1 +M+
2

10 Γ−3 + Γ−2 + Γ+1 ; 2K3; 2M+
1 +M+

2 +M−
2 Γ+3 ;K1 +K2;M−

1 +M−
2

11 Γ−3 + Γ−2 + Γ+1 ; 2K3;M+
1 +M−

1 + 2M−
2 Γ+3 ;K1 +K2;M+

1 +M+
2

Table 4.1: Irreducible representations decomposition of the isolated subsets at the
three high symmetry points in the BZ for all gapped phases. The subsets
are ordered in terms of energy from lower to higher. The little groups for
the Γ , K, M points and T, T’, Σ lines are D3d, D3, C2h and C2, C2, C1h,
respectively.

the phonon spectrum. It is important to note that we refer to these phases as
”gapped” because they contain isolated subsets of phonon bands separated
by gaps, notwithstanding the existence of gapless excitations in the form of
acoustic modes.

4.2.3 Irrep-based topological analysis

The next step is to find the isolated subsets of connected bands that can not
transform as band representations. As every band representation can be writ-
ten as a sum of EBRs, if the irreps of an isolated subset can not be induced
from any sum of EBRs then, according to TQC, the subset must have non-
trivial topology. The result of this analysis is presented in Table 4.2, where
we see that phases 1, 3, 8, 10 and 11 must have nontrivial topology. As men-
tioned before, some of the remaining seven phases might still be topologically
nontrivial, but this cannot be diagnosed solely on the basis of their irrep con-
tents. In the next subsection we will compute Wilson loops to diagnose their
topology.

The presence of negative coefficients in Table 4.2 for phases 1, 3, 8, 10 and 11
is usually taken, at least for electronic bands, as a signature of fragile topology
[20, 107]. When the irreps of an isolated subset of bands can be obtained
as a difference of EBRs, as in phase 1 in Table 4.2, the addition of a trivial
band that transforms under A+

1 |1a in that case would “trivialize” the fragile
topology. For electrons this band may be found as core orbitals or high energy
conduction bands, but for phonons the number of bands is fixed and the
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Phase Subset 1 Subset 2 Subset 3

1 B− |3e A+
1 |1a A+ |3e −A

+
1 |1a

2 A−
2 |1a +E− |1a A+

1 |1a E− |1a

3 B− |3e A+ |3e −A
+
1 |1a A+

1 |1a

4 A−
2 |1a +E− |1a E+ |1a A+

1 |1a

5 A−
2 |1a +E− |1a A+

1 |1a +E+ |1a

6 B− |3e A+ |3e

7 A−
2 |1a +E+ |1a +E− |1a A+

1 |1a

8 A+
1 |1a +B− |3e A+ |3e −A

+
1 |1a

9 A+
1 |1a +A−

2 |1a +E− |1a E+ |1a

10 A+
1 |1a +E+1 |1a +E−1 |1a +A1 |2d −A+ |3e A−

2 |1a −A1 |2d +A+ |3e

11 E− |1a +A1 |2d A+
1 |1a +A−

2 |1a +E+ |1a −A1 |2d

Table 4.2: Combinations of EBRs that reproduce the irrep content in Table 4.1 for each
of the isolated subsets, with the Wyckoff positions indicated as subscripts.
Note that these combinations are in general non-unique, but have been
presented as a sum whenever possible. Phases diagnosed as topological by
TQC are given in boldface.

Figure 4.2: Matrices of force constants consistent with the BHL symmetries up to
third nearest neighbors. As described in section 4.3.2, all the matrices for
neighbors on the same circle are related by symmetry operations to the
one given in this figure.

required trivial band may not be available. This is another difference between
electronic and phononic systems.

4.3 analytical model for the buckled honeycomb layer

In this section we present a truncation of the dynamical matrix for the BHL
that includes, up to third nearest neighbors, all couplings compatible with
the system symmetries. We stop at third nearest neighbors because that is
enough to reach all the phases in Tables I and II. The truncated dynamical
matrix provides an analytical model that is used below to compute Wilson
loops [125–127] for every disconnected subset of bands, identifying thus all
the topologically non-trivial phases.

The harmonic potential energy of the crystal can be written as

Uharm =
1

2

∑
RR ′,ij

ui(R)Φij(R − R ′)uj(R ′), (4.5)
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Figure 4.3: Symmetry operations of the D3d group in real and reciprocal space. The
threefold rotation axes C±

3 are perpendicular to the plane of the crystal.

where R and R ′ label two distinct unit cells, u is a displacement vector, (i, j)
are the atom indices and Φij is a 3×3 matrix of force constants which must
be real by time reversal symmetry. Note that the fact that Uharm is a quadratic
form in the atomic displacements implies

Φij(R) = Φtji(−R), (4.6)

where t indicates matrix transposition.

4.3.1 Symmetry constraints on the analytical model

In this section we compute the four matrices of force constants in Fig. 4.2 and
show how to use them to obtain the matrices for symmetry-related neighbors.
Then the Fourier transform in Eq. (4.24) yields the most general dynamical
matrix D(k) compatible with all the symmetries and including up to third
nearest neighbor couplings. A generic force constants matrix is parametrized
by nine real constants

Φij(R) =

 a+ b −c− d −f− g

−c+ d a− b −h− i

−f+ g −h+ i e

 , (4.7)

where the indices i and j take the values 1 or 2 for the two atoms in the unit
cell (see Fig. 4.1), and R is a lattice vector connecting the origins of the cells to
which the two atoms belong.

Besides the constraint in Eq. (4.6), the force constants matrices must satisfy
additional relations due to the point group symmetries of the crystal [128]

Φi ′j ′(SR) = V(S)Φij(R)V(S)t, (4.8)

where V(S) is the 3 × 3 matrix for the symmetry operation S in the vector
representation; i ′, j ′ are the indices for the atoms in the transformed positions;
and SR is the lattice vector connecting the origins of the cells to which the
atoms in the transformed positions belong. Note that, in general, SR ̸= V(S)R.
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It is important to note that, given that the space group for the BHL is sym-
morphic, we can restrict ourselves to point group operations. This would not
be possible for a nonsymmorphic group, where the point group is not a sub-
group of the space group.

4.3.1.1 On-site couplings

According to Eq. (4.8) the matrix Φ11(0) must be invariant under any opera-
tion belonging to the site symmetry group C3v of atom 1,

Φ11(0) = V(S)Φ11(0)V(S)t ∀ S ∈ C3v. (4.9)

Applying this equation with S equal to C+
3 and σd1 (see Fig. (4.3) for notation),

which together generate the group C3v, shows that the on-site matrix must
take the form

Φ11(0) =

 a0 0 0

0 a0 0

0 0 e0

 . (4.10)

Noting that the spatial inversion I exchanges atoms 1 and 2 and using Eq. (4.8)
for S=I yields

Φ22(0) = V(I)Φ11(0)V(I)t = Φ11(0). (4.11)

4.3.1.2 First nearest neighbors

Here we consider the couplings between atoms 1 and 2 in Fig. 4.1. We can
obtain a first constraint on Φ11(0) by using Eq. (4.8) with S = σd1 , which
leaves atoms 1 and 2 invariant

Φ12(0) = V(σd1)Φ12(0)V(σd1)
t. (4.12)

A second constraint is obtained by combining Eq. (4.8) for S = I with Eq. (4.6)

Φ12(0) = V(I)Φ21(0)V(I)t = Φ21(0) = Φ12(0)t, (4.13)

and the two constraints together imply

Φ12(0) =

 a1 + b1 0 0

0 a1 − b1 −h1

0 −h1 e1

 . (4.14)

Finally, using Eqs. (4.6) and (4.8) for S = C±3 yields the remaining nearest
neighbor matrices in terms of Eq. (4.14)

Φ12(a1) = V(C+
3 )Φ12(0)V(C

+
3 )
t

Φ12(a2) = V(C−
3 )Φ12(0)V(C

−
3 )
t

Φ21(0) = Φ12(0)
Φ21(−a1) = Φt12(a1)
Φ21(−a2) = Φt12(a2).

(4.15)
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4.3.1.3 Second nearest neighbors

Using Eq. (4.8) with S = σd1 , which exchanges two second neighbors, fol-
lowed by Eq. (4.6), gives

σd1Φ11(a2 − a1)σ−1d1 = Φ11(a1 − a2) = Φt11(a2 − a1), (4.16)

which directly leads to:

Φ11(a2 − a1) =

 a2 + b2 −d2 −g2

d2 a2 − b2 −h2

g2 −h2 e2

 . (4.17)

Then the remaining second nearest neighbor matrices can be obtained using
Φ22(a1 − a2) = Φ11(a2 − a1) and

Φ11(−a2) = Φ22(a2) = V(C+
3 )Φ11(a2 − a1)V(C+

3 )
t

Φ11(a1) = Φ22(−a1) = V(C−
3 )Φ11(a2 − a1)V(C−

3 )
t

Φ11(a1 − a2) = Φ22(a2 − a1) = Φt11(a2 − a1)
Φ11(a2) = Φ22(−a2) = Φt11(−a2)
Φ11(−a1) = Φ22(a1) = Φt11(a1).

(4.18)

4.3.1.4 Third nearest neighbors

As seen in Fig. 4.2, the geometry of third nearest neighbors is closely related
to the one for first neighbors, with σd1 and the inversion I playing analogous
roles here. Instead of Eqs. (4.12) and (4.13) we have now

Φ12(a1 + a2) = V(σd1)Φ12(a1 + a2)V(σd1)
t (4.19)

and
Φ12(a1 + a2) = Φ21(−a1 − a2) = Φt12(a1 + a2), (4.20)

and these two conditions imply

Φ12(a1 + a2) =

 a3 + b3 0 0

0 a3 − b3 −h3

0 −h3 e3

 . (4.21)

The remaining third nearest neighbor matrices are given by

Φ12(a2 − a1) = V(C+
3 )Φ12(a1 + a2)V(C+

3 )
t

Φ12(a1 − a2) = V(C−
3 )Φ12(a1 + a2)V(C−

3 )
t

Φ21(−a1 − a2) = Φt12(a1 + a2)
Φ21(a1 − a2) = Φt12(a2 − a1)
Φ21(a2 − a1) = Φt12(a1 − a2).

(4.22)
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We finish by giving the matrices of the vector representation used in this
procedure.

V(σd1)=

 −1 0 0

0 1 0

0 0 1

,V(C+
3 )=

 −1
2 −

√
3
2 0√

3
2 −1

2 0

0 0 1

 . (4.23)

Note also that V(C−
3 ) = V(C

+
3 )
t and V(I) = −13×3.

4.3.2 The acoustic sum rule

As just shown in Section 4.3.1.4, after restricting ourselves to third nearest
neighbors and applying all the symmetry constraints, we are left with sixteen
independent parameters

(
︷ ︸︸ ︷
a0, e0,

︷ ︸︸ ︷
a1,b1,h1, e1,

︷ ︸︸ ︷
a2,b2, e2,g2,d2,h2,

︷ ︸︸ ︷
a3,b3, e3,h3),

where a subindex n indicates a coupling between nth-nearest neighbors and
the underlined parameters describe couplings between on- and off-plane phonons
that vanish for the planar honeycomb lattice [20]. The corresponding matrices
of coupling constants are shown in Fig 4.2. As we will see, not all the pa-
rameters are independent due to the additional constraints imposed by the
existence of three acoustic bands.

The dynamical matrix is defined as a Fourier transform in the usual way

Dij(k) =
∑

R

Φij(R)√
MiMj

e−ik·R, (4.24)

where k belongs to the first Brillouin zone and Mi is the mass of atom i. After
analytically diagonalizing the dynamical matrix at the high symmetry points
as shown in section 4.3.3, we take care of the existence of acoustic branches
by imposing w2(Γ−3 ) = w

2(Γ−2 ) = 0, which will be satisfied as long as

a0 = −3(a1 + 2a2 + a3),
e0 = −3(e1 + 2e2 + e3).

(4.25)

This leaves 14 independent parameters that can be tuned to replicate any of
the eleven gapped phases or fitted to experimental or DFPT data for real
materials:

(
︷ ︸︸ ︷
a1,b1,h1, e1,

︷ ︸︸ ︷
a2,b2, e2,g2,d2,h2,

︷ ︸︸ ︷
a3,b3, e3,h3) (4.26)

We close the discussion of the 6× 6 dynamical matrix D(k) for the BHL
by noting that, in general, we can not expect to diagonalize it analytically,
as that requires the solution of a sixth order polynomial equation. However,
while this is true for generic points in the BZ, it is actually possible to obtain
explicit expressions for all the frequencies and eigenstates the three high sym-
metry points in the BZ. This is a simple consequence of Wigner’s theorem [67],
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which applied to the dynamical matrix establishes that changing to a basis of
symmetry adapted modes reducesD(k) to a block-diagonal form. Specifically,
each irrep of dimension d and multiplicity m gives rise to d identical m×m
blocks in D(k). A look at Eq. (4.4) shows that the largest multiplicity is two,
which involves solving at most a quadratic equation. The process of diag-
onalization using Wigner’s theorem requires the construction of symmetry-
adapted modes, which are given in section 4.3.3 together with the resulting
analytic formulas for the frequencies. As according to Table 4.1 the topology
of phononic bands is largely determined by the ordering of frequencies at the
high symmetry points, having explicit formulas greatly simplifies the study
of the phase space.

4.3.3 Spectrum of the dynamical matrix at the high symmetry points

Group theory can also be used to simplify the diagonalization of the dynam-
ical matrix by expressing it in a basis of symmetry-adapted modes, where it
takes a block-diagonal form.

4.3.3.1 Symmetry adapted modes

The mechanical representation is induced from the vector representation of
C3v, which is the site-symmetry group for the WP 2b. The vector representa-
tion is reducible, and according to the BCS

V = A1(z) + E(x,y). (4.27)

As a consequence, we may compute separately the off-plane modes, induced
from A1 and involving atomic displacements OZ direction, and the n-plane
modes, induced from E, in the OXY plane of the sample. In other words, the
mechanical band representation can be split into two BRs, M = Mz ⊕Mxy,
with

Mz(Γ) = Γ+1 (1) + Γ
−
2 (1)

Mz(K) = K3(2) (4.28)
Mz(M) = M+

1 (1) +M
−
2 (1)

and

M(Γ) = Γ+3 (2) + Γ
−
3 (2)

M(K) = K3(2) +K1(1) +K2(1) (4.29)
M(M) = M+

1 (1) +M
−
1 (1) +M

+
2 (1) +M

−
2 (1).

This facilitates the computation of the symmetry-adapted modes and clarifies
their geometrical nature.

All the irreps at the Γ point have multiplicity one and according to Wigner’s
theorem the dynamical matrix is fully diagonalized in a basis of symmetry-

[ June 12, 2024 at 15:59 – classicthesis version 4.2 ]



4.3 analytical model for the buckled honeycomb layer 92

adapted modes, which therefore are automatically normal modes. The odd-
parity (acoustic) modes are given by

ε⃗off(Γ
−
2 ) = (0, 0,

1√
2

, 0, 0,
1√
2
)

ε⃗in(Γ
−
3 , 1) = (

1

2
,−
i

2
, 0,
1

2
,−
i

2
, 0)

ε⃗in(Γ
−
3 , 2) = (

1

2
,
i

2
, 0,
1

2
,
i

2
, 0).

(4.30)

while the optical modes are

ε⃗off(Γ
+
1 ) = (0, 0,

1√
2

, 0, 0,−
1√
2
)

ε⃗in(Γ
+
3 , 1) = (

1

2
,−
i

2
, 0,−

1

2
,
i

2
, 0)

ε⃗in(Γ
+
3 , 2) = (

1

2
,
i

2
, 0,−

1

2
,−
i

2
, 0).

(4.31)

The situation changes at the K point, where the irrep K3 has multiplicity
two and the corresponding normal modes are linear combinations of the
symmetry-adapted modes, while for K1 and K2 the modes are automatically
normal. The off-plane modes are given by

ε⃗off(K3, 1) = (0, 0, 1, 0, 0, 0)
ε⃗off(K3, 2) = (0, 0, 0, 0, 0, 1).

(4.32)

and the in-plane modes by

ε⃗in(K1) = (
1

2
,
i

2
, 0,
1

2
,−
i

2
, 0)

ε⃗in(K2) = (
1

2
,
i

2
, 0,−

1

2
,
i

2
, 0)

ε⃗in(K3, 1) = (0, 0, 0,
1

2
,
i

2
, 0)

ε⃗in(K3, 2) = (
1

2
,−
i

2
, 0, 0, 0, 0).

(4.33)

At the M-point only the modes for M−
1 and M+

2 are automatically normal.
The off-plane modes are given by

ε⃗off(M
+
1 ) = (0, 0,

1√
2

, 0, 0,
1√
2
)

ε⃗off(M
−
2 ) = (0, 0,

1√
2

, 0, 0,−
1√
2
),

(4.34)
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while the off-plane modes are

ε⃗in(M
+
1 ) = (

√
3

2
√
2

,
1

2
√
2

, 0,
√
3

2
√
2

,
1

2
√
2

, 0)

ε⃗in(M
−
2 ) = (

√
3

2
√
2

,
1

2
√
2

, 0,−
√
3

2
√
2

,−
1

2
√
2

, 0)

ε⃗in(M
−
1 ) = (

1

2
√
2

,−
√
3

2
√
2

, 0,−
1

2
√
2

,
√
3

2
√
2

, 0)

ε⃗in(M
+
2 ) = (

1

2
√
2

,−
√
3

2
√
2

, 0,
1

2
√
2

,−
√
3

2
√
2

, 0).

(4.35)

4.3.3.2 Eigenvalues of the model dynamical matrix D(k)

Changing to the symmetry-adapted basis turns the dynamical matrix into a
block-diagonal form, where the dimension of each block equals the multiplic-
ity of the corresponding irrep. Thus the change of basis yields the eigenvalues
for all the multiplicity one irreps, while to compute the frequencies associated
with a multiplicity two irrep one has to diagonalize a 2× 2 matrix. At the Γ
point the resulting frequencies depend linearly on the coupling constants

ω2(Γ−3 ) = ω
2(Γ−2 ) = 0

ω2(Γ+3 ) = −6(a1 + a3)

ω2(Γ+1 ) = −6(e1 + e3).

(4.36)

This is no longer true at the K and M points, where computing the K3,
M+
1 and M−

2 frequencies requires the solution of a quadratic equation due to
couplings between off- and in-plane modes. The results are

ω2(K1) = −3(a1 + 3a2 + a3 − b1 − b3 +
√
3d2)

ω2(K2) = −3(a1 + 3a2 + a3 + b1 + b3 +
√
3d2),

ω2(K3,±) =
1

2

{
−3(a1 + 3a2 + a3 −

√
3d2 + e1 + 3e2 + e3)

±
[
(−3(a1 + 3a2 + a3 −

√
3d2 − e1 − 3e2 − e3))

2 + 18(h1 + h3)
2

]1
2
}

.

(4.37)
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and

ω2(M−
1 ) = 2(−2a1 − 4a2 + b1 + 2b2),

ω2(M+
2 ) = −2(a1 + 4a2 + 3a3 + b1 − 2b2),

ω2(M+
1 ,±) = −a1 − 4a2 − 3a3 + b1 − 2b2 − e1 − 4e2 − 3e3

±
{
(−a1 − 4a2 − 3a3 + b1 − 2b2 + e1 + 4e2 + 3e3)

2 + 4(−h1 + 2h2)
2

}1
2

,

ω2(M−
2 ,±) = −2a1 − 4a2 − b1 − 2b2 − 2e1 − 4e2

±
{
(−2a1 − 4a2 − b1 − 2b2 + 2e1 + 4e2)

2 + 4(h1 + 2h2)
2

}1
2

.

(4.38)

4.3.4 Wilson loop windings

Another benefit of having an analytical model is that Wilson loops (WL) can
be easily computed using a tight binding code such as PythTB [129]. The
existence of windings in the WL spectrum that cannot be eliminated by any
perturbation that respects the symmetries of the system and does not close
a gap guarantees that the subset of bands has nontrivial topology. We will
consider a b1-oriented Wilson loop [125, 126] defined by

W(k2) = P e
−
∫2π
0 dk1Ai,j(k), (4.39)

where Pmeans that the integral is path-ordered andAi,j(k) = ⟨ui(k)|∂k1 |uj(k)⟩
is the non abelian Berry connection built from the normal modes ui(k) of a
subset of isolated bands. The eigenvalues of this WL matrix are of the form
ei2πx1(k2), where x1(k2) are the positions of the hybrid Wannier functions [130]
along a1. As k2 moves along a closed path (Γ -M-Γ ), these Wannier centers
move along the a1 direction as shown in Fig 4.4.

According to the results in Table 4.2, most of the subsets of bands might
transform as a band representation and therefore the corresponding phases
could have trivial topology. However, after realizing all the phases within the
model, we were able to compute the Wilson loop spectrum for all the subsets
as shown in Appendix B.1. The results imply that nine out eleven gapped
phases have subsets of bands with winding in the WL spectrum and are thus
topologically nontrivial, as shown in Table 4.3. Notice also that all the phases
predicted to be topological with TQC techniques in Table 4.2 have indeed
non-zero windings in the WL spectra.

4.4 merging the ab initio and analytical model results

4.4.1 DFPT results

In this section we relate our previously developed model to the phonon
spectra of real materials with the buckled honeycomb lattice. To search for
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Figure 4.4: Wilson loop analysis for phase 8 in Tables 4.1 and 4.2. Phonon bands
(left) and Wannier centers for the bottom (middle) and top (right) subsets
of bands. The WL spectrum of the bottom bands shows trivial topology,
while being non-trivial (winding) at the top subset.

Phase 1 2 3 4 5 6 7 8 9 10 11

Subset 1 0 0 0 2 0 0 0 0 0 0 2

Subset 2 0 0 1 2 2 0 0 1 2 1 2

Subset 3 1 2 0 0 − − − − − − −

Table 4.3: Windings in the WL spectrum of the isolated subsets of bands in the eleven
phases. All phases with non-zero winding are topological.

Figure 4.5: DFPT phonon dispersion bands of P, Sb, As, Si and Ge in the BHL. The
irrep content of each subset of bands corresponds with phase 6 in Table
4.1 for all cases, which is not topological according to the results in Table
4.3.
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phononic topological phases we use a procedure based on the following steps:
(i) relax the structure, (ii) compute the phonon spectrum with DFPT and check
whether it is gapped, (iii) place the material on the phase diagram by compar-
ing the irreps of the computed dispersion bands with the ones in Table 4.1.

All DFPT [131] calculations were done using the Quantum ESPRESSO pack-
age [120, 121]. We parametrized the exchange-correlation functional assuming
the Perdew-Burke-Ernzerhof [132] parametrization and model the electron-
ion interaction with projector augmented wave pseudopotentials [133, 134]
including four electrons in the valence for Si and Ge, and three electrons
for P, As, and Sb. We used a kinetic energy cutoff of 60 Ry for the plane-
wave basis and 600 Ry for the charge density. Brillouin zone integrals in the
DFPT self-consistent loop were calculated with a 20 × 20 × 1 grid and the
occupancies have a Methfessel-Paxton first-order spreading [135] of 0.02 Ry.
As said, prior to the phonon calculation, the structures were relaxed to the
Born-Oppenheimer minimum. Then, we calculated the the force constants in
a 12× 12× 1 grid and obtained the phonon spectra by Fourier interpolation.

We searched for topological behaviour in Si, Ge, P, As, and Sb. The calcu-
lated phonon spectra and irreps are displayed in Fig 4.5, and a comparison
with Table 4.1 shows that all of them are in phase 6, which is topologically
trivial. However, given that nine out of eleven possible phases are topolog-
ically nontrivial, a natural question is whether a transition to a topological
phase could be induced by some kind of symmetry preserving method such
as isotropic strain, doping and photoexcitation. To test this possibility we nu-
merically simulated stretching or compressing the lattice by up to a 7%, which
is already a rather large deformation for experimental setups [136], but found
that the materials remained in the topologically trivial phase 6. Indeed, as
seen for example in Fig. 4.7 for Germanium, even such large deformations are
unable to close any of the gaps at the HSPs and cause a band inversion, which
would be necessary in order to change the band topology. This is due to the
fact that all the gaps at the HSPs are a large fraction of the total span of the
bands, so that any band inversion would require large relative changes in the
frequencies, which are very hard to achieve experimentally. In other words, all
five materials are physically very far from any topologically nontrivial phase.

4.4.1.1 Mapping DFPT data to the model

By inspecting the DFPT phonon spectrums in Figs. 4.5, it is easy to spot two
groups with similar phonon spectrums. These groups correspond to the fam-
ilies of pentavalent (P,Sb,As) and tetravalent (Si,Ge) materials. Moreover, one
can double check this assumption by comparing the force constants extracted
by our DFPT calculations. As shown in Fig 4.6, the properly rescaled DFPT
force constants defined in Fig 4.2 tend to cluster around two points in param-
eter space. In what follows we will refer to the two groups as the P and Si
families.

In order to map the DFPT data to the analytical model one should notice
that we can describe a material with the BHL symmetries by 14 independent
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Figure 4.6: Non-zero force constants up to third nearest neighbors as defined in Fig
4.2. Dividing the force constants by a0 is equivalent to making a change
of units to the squared frequencies and is irrelevant for the topological
analysis.

force constants (a1,b1, ....,h3), as shown in section 4.3.2. Thus, we can think of
these parameters as coordinates in a 14-dimensional space where each point
will correspond to a crystal with the BHL structure within our model. By
inspecting the phonon spectra and irreps in Fig 4.5 one can check that phases
1 and 3 are the closest topological phases to phase 6 for the Si and P families
respectively.

4.4.2 Monte Carlo analysis

In order to understand why all the materials studied by DFPT are so far
from any topologically nontrivial phase we carried out a Monte Carlo study
of the phase space of the analytical model. This is possible because we have
analytic expressions for the frequencies at the HSPs as functions of the force
constants, as given explicitly in section 4.3.3. Thus, to any point in the phase
space specified by the values of the fourteen independent coupling constants
(a1,b1, ....,h3) in equation (4.26) we can associate another point with frequen-
cies (ωΓ+3 ,ωΓ+3 ,ωK3,1 ,ωK3,2 , ...,ωM−

2
) in the space of nonzero frequencies at the

HSPs. Note that we are discarding the acoustic phonon frequencies (ωΓ−3 ,ωΓ−2 ),
as they must vanish at the Γ point.

It is important to note that the map from the fourteen independent param-
eters to the twelve nonzero frequencies at the HSPs is not invertible. Thus,
there is no direct way to find a model specified by a given set of frequencies.
Instead, we must do a Monte Carlo sampling of parameter space, compute
the associated frequencies and select the point that most closely satisfies our
requirements. This is precisely the method we followed to find model real-
izations for the eleven gapped phases in Table 4.1, with the resulting phonon
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Figure 4.7: Phonon dispersion bands for Germanium BHL (orange), with a 7 %
stretch (blue) and 7 % compression (purple).

bands and Wilson loops given in Appendix B.1. Comparing the computed
frequencies with the irreps in Table 4.1 would immediately assign a phase to
the model.

The method can also be used to find the model that best fits a real material.
First, we define the following distance in the space of frequencies

r ≡ 1

12

12∑
i=1

|ω2i − λ
2
i |

ωiλi
, (4.40)

where ωi are the frequencies at the HSPs for the real material, λi the frequen-
cies for a model obtained by Monte Carlo sampling, and i labels the twelve
nonzero frequencies at the HSPs. Therefore, this distance r measures the over-
all relative difference between the frequencies of the real material and a par-
ticular model. Once a model with sufficiently small r is obtained by random
sampling of parameter space, we can use the gradient method to minimize
the value of r and improve the fit. For example, the best fit (r = 0.054) for
phosphorous is shown in Fig. 4.8.

4.4.3 Relation between topology and long-range hoppings

Finally, a relation can be established between the existence of topological
phases and the need for sizeable couplings between far apart neighbors. In
any real material the couplings between different neighbors are bound to de-
crease as the distance is increased, due to the localized nature of the atomic
wavefunctions. In the case of the planar honeycomb lattice, where the bound-
aries between different phases can be given analytically, it was found that the
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Figure 4.8: DFPT dispersion phonons for the “blue phosphorus” structure compared
with the dispersion bands of a model with r = 0.054.

existence of two out of four possible topological phases required a relatively
large third nearest neighbor force constant [20].

In order to define the average decay of the force constants as we go to
further neighbours we do the following. First, we take the mean absolute
values of the nonzero elements of the matrices of force constants in Fig. 4.2
for each neighbour, which are then defined as

m0=
1

3
(2 |a0|+ |e0|)

m1=
1

5
(|a1 + b1|+ |a1 − b1|+ |e1|+ 2 |h1|)

m2=
1

9
(|a2 + b2|+ |a2 − b2|+ |e2|+ 2 |d2|+ 2 |g2|+ 2 |h2|)

m3=
1

5
(|a3 + b3|+ |a3 − b3|+ |e3|+ 2 |h3|) .

(4.41)

And later, since we are only interested in the decay ratio, we normalize by
multiplying by 100/m0.

(100 : 100
m1

m0
: 100

m2

m0
, 100

m3

m0
), (4.42)

which defines the decay ratio with respect to the on-site energies as we go to
further neighbours.

By fitting our DFPT results to the analytical model, as explained above, we
find that in all cases the force constants decay faster than a ratio of (100:35:4)
for onsite, first and second neighbors respectively. We have explored the pa-
rameter space of the model using different decay ratios as thresholds and
computed the percentage of space occupied by each phase. The results in Ta-
ble 4.4 show that some of the predicted phases may be almost impossible to
realize for force constants restricted to decay as in real materials, although

[ June 12, 2024 at 15:59 – classicthesis version 4.2 ]



4.5 conclusions 100

Ratio 100:50:10 100:40:7 100:35:4

Phase 1 1.11% 1.361% 4.81%
Phase 2 0.06% 0.05% 0%
Phase 3 9.71% 11.9% 3.09%
Phase 4 0.15% 0.14% 0%
Phase 5 0.19% 0.17% 0%
Phase 6 30.03% 49.85% 89.05%
Phase 7 10.14% 5.88% 0.06%
Phase 8 1.89% 1.22% 2.71%
Phase 9 19.87% 15.06% 0.03%

Phase 10 1.47% 0.43% 0.73%
Phase 11 25.31% 13.89% 0.02%

Table 4.4: Percentage of randomly sampled points belonging to each gapped phase.
For each column the force constants are constrained to decay faster than
the indicated decay ratio, which compares the mean absolute values of
non-zero force constants for onsite, first and second neighbors. The mean
value of third nearest neighbor constants is constrained to be smaller than
that of second neighbors.

this does not exclude the possibility of metamaterial realizations. Moreover, it
shows that as we approach realistic decay ratios (third column), the volume
occupied by the trivial phase 6 increases. This is is consistent with the fact
that all the materials considered in this paper happen to be in phase 6.

We close this analysis by noting that the phases that are most suppressed for
fast decay ratios (column three in Table 4.4) are precisely the ones with higher
WL windings in table 4.3. This correlation admits a simple heuristic explana-
tion. The dynamical matrixDij(k) is periodic in reciprocal space and therefore
admits a Fourier series representation, with force constants between far away
neighbors contributing to higher harmonics. On the other hand, WL windings
measure the extend to which the eigenvectors of the dynamical matrix twist
around as we move across de BZ, and this twisting is obviously related to the
harmonics in the in Dij(k). Thus, high WL windings are favored by strong
force constants between far away neighbors.

4.5 conclusions

We have predicted all the possible topological phases for phonons on the
buckled honeycomb lattice. To this end we have used TQC group theory tech-
niques and discussed how they may be applied to phonons. Eleven gapped
phases where found with nine of them being topological. This result, together
with the ones for the planar honeycomb lattice [20], suggests that a huge ar-
ray of topological phases exist for distinct structures. This has been confirmed
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in the recently launched catalogue of 3D materials with topological phonons
[19].

Finally, we have constructed the most general dynamical matrix for the
buckled honeycomb lattice including all couplings compatible with the sym-
metries up to third nearest neighbors. The model has been used to fully char-
acterize the topology of the possible phases using Wilson loops and to ana-
lyze the complete phase space under conditions resembling real materials. We
have studied the possibility of having topological phononic phases in Si, Ge, P,
As, and Sb in the buckled honeycomb structure and explained why inducing
topological phases in these systems is difficult.
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T O P O L O G Y A N D A N H A R M O N I C I T Y O F T H E
C H A R G E - D E N S I T Y WAV E I N M O N O L AY E R S n P

This chapter discusses the possibility of a topological phase transition mediated by a
charge-density wave (CDW) in a new 2D monolayer material, SnP. Following this
idea, we explore the behavior of three different CDWs in SnP, using both density
functional theory calculations and experimental synthesis to study its stability. The
layered structure of its bulk counterpart, Sn4P3, suggests that the structure can be
synthesized down to the monolayer by chemical means. However, despite the stability
of the bulk, the monolayer shows unstable phonons at Γ , K, and M points of the
Brillouin zone, which lead to three possible charge-density-wave phases. All three
CDWs lead to metastable insulating phases, with the one driven by the active phonon
in the K point being topologically non-trivial under strain. Strikingly, the ground-
state structure is only revealed due to the presence of strong anharmonic effects. This,
underscores the importance of studying CDWs beyond the conventional harmonic
picture, where the system’s ground state can be elucidated solely from the anharmonic
phonon spectra.

5.1 overview

Charge density waves are characterized by a ground state in which both the
charge density and ionic positions exhibit periodic modulation relative to a
high-symmetry phase [21]. As a result of their periodic modulation, CDWs
can lead to changes in electrical transport properties [27, 137, 138], the ther-
mal conductivity [139, 140], and the optical absorption [21, 141]. Particularly,
CDWs in two-dimensional (2D) materials have been a major focus of research
in condensed matter physics for several decades due to their potential for
quantum-based technologies. More recently, CDWs have been also proposed
to play a role in novel topological phenomena such as axion insulators [22],
where a CDW couples two Weyl fermions in a Weyl semimetal, driving it into
an insulating state [23–25]. In a more general fashion, CDWs can be also used
to engineer band structures as they can gap out trivial bands, leaving an ideal
Dirac or Weyl semimetal behind [142].

Interested in the relationship between charge-density waves and emerg-
ing topological features, we began this study by filtering a recently pub-
lished database of two-dimensional materials [143]. Our goal was to identify
semimetallic compounds with both phonon instabilities and relatively clean
Fermi surfaces, as we were particularly interested in metal-insulator transi-
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tions that could result in the emergence of topological phases. From the avail-
able materials, we narrowed our search to five promising candidates: AgTl,
Br2C3Si, MoS2, P2Sn2, and Sn.

The band structures and phonon spectra, as provided by the database, can
be found in Fig. 5.1. These materials exhibit both phonon instabilities and a
manageable number of bands crossing the Fermi level. For each of the five
candidates, we analyzed the structures resulting from the most prominent un-
stable modes: three for AgTl, two for P2Sn2, and one each for Ba2C3Si, MoS2,
and Sn. These results, detailed in Appendix B.2, indicate that only P2Sn2 ex-
hibited both insulating and stable low-symmetry phases. Further investiga-
tion into this compound revealed that its structure was derived from its bulk
counterpart, Sn4P3. Given that Sn4P3 is a bilayer compound, another mono-
layer could also be inferred from the same compound. Thus, Sn4P3 and its
monolayers presented to us as a promising family of compounds for study-
ing the interactions between topology and CDWs.

In this chapter, we focus on the study of this family of tin phosphide com-
pounds exhibiting a wide range of stable and metastable phases [144, 145].
This is largely due to their layered structure, which allows different layers
to be ordered and distorted in various way. Sn4P3, in particular, has been
reported to be a Dirac semimetal [13, 18, 76] . However, it still exists the possi-
bility that the Dirac fermions couple through a CDW, leading to the opening
of a gap in the single-particle energy spectrum that may give raise to the
emergence of a topological insulator [142]. Given the lack of stability analysis
in the literature and the intriguing implications of coupling Dirac fermions
by means of a CDW, we studied the bulk Sn4P3 and its possible monolayers
as possible platform for emergence of robust topological insulating phases
through CDW instabilities.

It is worth noting that the treatment of CDWs is delicate to say the least.
A CDW instability is usually predicted from theoretical first-principles cal-
culations by computing the harmonic phonon spectrum and searching for
unstable phonon modes. The active phonons are then tracked into the pos-
sible CDW phases. Even if the harmonic approximation may hint the order
of the CDW and its associated symmetry breaking, it inevitably fails in the
description of CDW physics, since, considering that phonons are tempera-
ture independent in this approximation, it can never explain when the CDW
melts forming the high-symmetry structure at high temperature. In fact, a
CDW transition can be detected experimentally by measuring the phonons
of the high temperature phase and determining which is the phonon mode
that collapses with decreasing temperature driving the CDW transition [146–
148]. Therefore, a first-principles understanding of CDW physics, including
the CDW order, requires non-perturbative anharmonic calculations [148–153].

The chapter is organized as follows. In Section 5.2 , by employing first-
principles calculations within density-functional theory (DFT) we analyze the
stability and layered structure of the bulk Sn4P3. In Section 5.3, we determine
that two distinct monolayers can be derived from bulk Sn4P3, SnP and Sn2P.
Of the two monolayers, SnP displays intriguing phonon instabilities at the K
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Figure 5.1: Band structures and phonon spactra of the five initial candidates. a,b.
Phonon and electronic spectra of AgTl. c,d. Phonon and electronic spectra
of Br2Ca3Si. e,f. Phonon and electronic spectra of MoS2. g,h. Phonon and
electronic spectra of P2Sn2. i,j. Phonon and electronic spectra of Sn.
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and M points, presenting opportunities for the engineering of new materials
with specific properties [142] by coupling and annihilating the band crossings
to achieve an insulating phase. Our analysis of these instabilities yielded two
distinct insulating phases, one of which could transition into a topological
phase under tensile strain. Finally, in Section 5.4, we performed a full anhar-
monic treatment of the phonon spectra revealing a further instability at the Γ
point. While the K and M phonons are stabilized by anharmonic corrections at
higher temperatures, the Γ mode remains unstable, indicating the true ground
state. These results emphasize the crucial role of anharmonic corrections, both
in their quantity and quality, in CDW systems.

5.2 bulk Sn4 P3

The bulk structure of the Sn4P3 metal (see Fig. 5.2) has a bilayered structure
(space group R3m) held together by strong intralayer and weak interlayer
forces. This weaker interlayer coupling, together with the fact that the struc-
ture holds an odd number of electrons, could favour a layer rearrangement
(a CDW) into an insulating phase at sufficiently low temperatures. To investi-
gate this possibility, we perform first-principles calculations starting from the
structure proposed by Olofsson [154].

First-principles density functional theory (DFT) calculations presented in
this chapter were carried out using Quantum ESPRESSO (QE) [120, 121], ul-
trasoft pseudopotentials and a kinetic energy cutoff of 70 Ry with the Perdew-
Burke-Ernzerhof parameterization (PBE) approximation for the exchange cor-
relation functional [48] and a 13× 13× 13 grid for the 1BZ integrals.

In order to confirm the bilayer structure, we first performed an structural
relaxations until pressure fell below 0.01 kBar, to subsequently compute the
electron localization function (ELF). The ELF was developed for the analysis
of electron localization in real space [155, 156]. In order to define it, it is useful
to first define the ratio χ as

χ =
tp

tHEG
, (5.1)

where tp is the Pauli kinetic energy density and tHEG is the homogeneous
electron gas kinetic energy density [157]. Then, the ELF can be defined as,

ELF =
1

1+ χ2
(5.2)

so that the ELF is mapped to run from 0 to a maximum value of 1. Values
close to 1 appear in places where the electrons are very localized (with very
low Pauli kinetic energy), while values of ELF = 0.5 are associated with the
distribution in a homogeneous electron gas of the same density as the point of
study. Thus, metals are often characterized by very flat ELF profiles of around
0.5. As shown in Fig. 5.2(a), the absence of electronic localization in the inter-
layer space indicates a weak bonding between the SnP and Sn2P monolayers.

To test the stability of the compound, we computed harmonic phonons us-
ing density functional perturbation theory within a 3× 3× 3 supercell in the
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Figure 5.2: Bulk Sn4P3. a. The figure displays the bi-layered structure of Sn4P3, along
with an Electron Localization Function (ELF) that reveals the weak Van
der Waals coupling between the layers. The two potential monolayers, SnP
and Sn2P, have been marked for clarity. b. The accompanying electronic
band structure displays a unique Dirac crossing at the L high-symmetry
point (blue/red colours have been used for valence/conduction bands
respectively). c. The stability of the system is further confirmed through
the harmonic phonon spectra, which shows no indications of a charge-
density wave.

Figure 5.3: Temperature-dependent resistivity of Sn4P3 single crystal, showing a
residual resistance ratio (RRR) value of 190.
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Figure 5.4: Experimental Result of Sn4P3. a, b. Optical microscope and scanning
electron microscope image of Sn4P3 crystals, showing the layered struc-
ture. c. Selected area electron diffraction pattern along [110] axis, suggest-
ing good crystalline quality. d, e. Elemental mapping showing homoge-
neous Sn and P distribution. f. Atomic-resolution HAADF-STEM image
viewed along [110] axis; the inset shows alternating SnP and Sn2P struc-
tures.

absence of SOC (in order to avoid unnecessary computational cost). The com-
puted phonon spectrum of the bulk in the harmonic approximation (see Fig.
5.2(c)) reveals that the single-band crossing between the valence and conduc-
tion bands at the L point (see Fig. 5.2(b)) remains stable and the bulk does not
seem to be prone to a CDW formation. It is worth noting, that while we skip
SOC for the phonon calculations, the effect of spin-orbit coupling is included
in electronic calculations.

In order to test the theoretical analysis outlined, our collaborators suc-
cessfully synthesized Sn4P3 crystals by heating a mixture of Sn and P in
sealed, evacuated quartz tube. Single-crystal x-ray diffraction indicates the
space group R3m (No. 166), which is consistent with the previously reported
results [154]. Moreover, the obtained structure by single crystal x-ray mea-
surements is in good agreement with the structure used for the theoretical
analysis (see Table B.1). As suggested by the theoretical results, temperature-
dependent resistivity measurements confirm that the R3m Sn4P3 phase is
metallic, showing no signs of a CDW from 1.8 to 400 K (Fig. 5.3). The layered
structure can be clearly visualized using both optical microscope (OP) and
scanning electron microscope (SEM) (Fig. 5.4 (a) and (b)). The high-quality
crystalline nature of Sn4P3 crystals is confirmed from the selected area elec-
tron diffraction (SAED) pattern obtained along the [110] axis using TEM, as
illustrated in Fig. 5.4 (c)). Furthermore, the homogeneous distribution of Sn
and P within the Sn4P3 material is confirmed through energy-dispersive spec-
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Figure 5.5: Thickness determination of Sn4P3 thin flake obtained using Scotch tape.
a AFM image of a typical Sn4P3 thin flake. b. Height profiles of selected
lines on image (a).

troscopy (EDS) mapping, as shown in Fig. 5.4 (d) and (e). Lastly, to confirm the
bilayered structure of Sn4P3, atomic-resolution high-angle annular dark-field
scanning transmission electron microscopy (HAADF-STEM) imaging was con-
ducted, as depicted in (Fig 5.4(f)). The zoom-in inset image reveals that Sn4P3
is composed of alternating SnP and Sn2P layers.

The bilayer structure of bulk Sn4P3 suggests that both SnP and Sn2P mono-
layers may be synthesized experimentally. Despite the attempt to exfoliate the
different monolayers using the scotch-tape technique, the exfoliated flakes
could not be thinner than ∼ 40 nm. (Fig. 5.5). This thickness corresponds to
about ∼ 30 bilayers and is therefore far from the monolayer limit. As shown
in Fig. 5.4(f), the separation between the layers is too small and, hence, might
prevent the bulk from delaminating into monolayers. This is reflected in the
relatively high exfoliation energy from the parent layered material (around
100 meV/Å2) computed with vdw-corrected functionals [143, 158]. However,
this does not exclude that these monolayers may be synthesizable by chemi-
cal means, as it occurs in for instance in monochalcogenides [159]. Another
route to explore might be chemical exfoliation, which can access 2D materials
that are unobtainable via the scotch tape method [160–162]. We thus further
investigate the dynamical stability of the SnP and Sn2P monolayers by first
principles.

5.3 Sn2 P and SnP-cdw within the harmonic approximation

The Sn2P monolayer (see Fig 5.6(a)) belongs to space group SG P3m1 (No. 164)
(see Appendix B.3 for its structural parameters). Our calculations, reveal that
the Sn2P monolayer exhibits a metallic band structure, as illustrated in Fig
5.6(b), while its harmonic phonon spectra (see Fig 5.6(c)) shows some insta-
bilities near Γ , corresponding to the out-of-plane acoustic phonon mode. This
result suggests that the Sn2P monolayer may be subject to a rippling insta-
bility [163]. Considering that the band structure of this monolayer is typical
of a metal, this rippling instabilities are not expected to yield any significant
change to the electronic structure, keeping the structure as metallic.
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The band structure of the SnP monolayer is, on the contrary, very inter-
esting. This monolayer belongs to space group SG P3m1 (No. 164) and con-
sists of tin and phosphorus atoms at 2d and 2c Wyckoff positions, respec-
tively. The structure can be described as a buckled honeycomb of tin atoms
sandwiched between two phosphorus triangular lattices, as illustrated in Fig
5.6(d). Its band structure exhibits an interesting single crossing point at the K
high-symmetry point, as shown in Fig 5.6(e). Considering that the harmonic
phonon spectrum in Fig 5.6(f) shows two instabilities at the K and M points,
these modes can act as active phonons through which the CDW could couple
the Dirac points at K, thereby leading to an insulating state.

The first-principles calculations for the monolayer materials were performed
in the same manner as those for the bulk. Initially, the structures were relaxed,
followed by computations of both the band structures and phonons. The pa-
rameters used for these calculations were also identical, with the sole differ-
ence being the k-grid, which in this case is 20× 20× 1, and the supercell for
the DFPT calculations is 6× 6× 1.

5.3.1 Electron-phonon linewidth and nesting function

To delve deeper into the origin of the phonon instabilities, we conducted
electron-phonon linewidth and nesting function calculations. The electron-
phonon matrix elements gµnk,mk+q for a phonon mode µ with momentum q
and two electronic states in bands n and m with electronic momenta k and
k + q are calculated withing DFPT as in equation (2.45). Then, the electron-
phonon contribution to the phonon half-widht-half-maximum (HWHMelph,µ)
linewidth for mode µ with momentum q can be calculated as given in (2.51).
Notice that HWHMelph,µ is independent from the frequency ωµ(q), since this
term cancels with the one from g

µ
nk,mk+q, which allows us to define it even for

negative frequencies. The HWHMelph,µ was computed using a 48× 48× 1

grid and a Gaussian smearing of 0.003 Ry for the Dirac deltas. The nesting
function ζ(q) (2.52) was computed using the same grid and Gaussian smear-
ing.

We conducted computations of the electron-phonon linewidth and nest-
ing function for the high-symmetry SnP phase. As shown in Fig. 5.7(b), the
electron-phonon linewidth displays notable peaks for the phonon branch re-
sponsible for the charge-density wave. However, these peaks do not corre-
spond to the most significant instabilities observed at the K point. Moreover,
neither the nesting function, depicted in Fig. 5.7(d), aligns with the trend of
the unstable branch. This discrepancy suggests that neither the nesting func-
tion nor the electron-phonon coupling serve as primary instigators of the ob-
served CDW. The contributions to the Born-Oppenheimer energy VBO(RRR) can
be decomposed into distinct components: Te +Vee +Ve−I(RRR) +VI−I(RRR), where
RRR are the ionic positions and the terms represent the electronic kinetic energy,
electron-electron interaction, electron-ion interaction and ion-ion interaction
respectively. While the electron-phonon coupling arises from the Ve−I(RRR) term;
in this instance, the minimization of the BO energy is predominantly domi-
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Figure 5.6: Sn2P, SnP, SnP-K, SnP-M and SnP-Γ monolayers. a, d, g, j, m. Represent
the atomic structures of the two original monolayers (Sn2P,SnP) and the
CDW phases (SnP-K, SnP-M, SnP-Γ ) from the side and top views. b, e, h, k,
n. Show the corresponding band structures of each of the monolayers. In h,
we demonstrate that by applying an isotropic tensile strain of 7% the band
gap closes, leading to an inversion of Γ9 and Γ8 irreps, and resulting in a
topological phase transition. c, f, i, l, o. Represent the harmonic phonon
spectra of each of the monolayers. As shown in f, the SnP monolayer
exhibits two active phonons at the M and K points, respectively.
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Figure 5.7: Electron-phonon linewidth, nesting function and Fermi surface of the
SnP high-symmetry phase. a. Phonon spectra of the SnP high-symmetry
phase. The continuous line represents the interpolation derived from the
6x6x1 grid, while the dots signify specific DFPT calculations at individual
k points. b. Shown here are the electron-phonon linewidths for the two
most unstable modes highlighted in blue/red in caption a. Additionally,
the nesting function is represented along the ΓMKΓ path. c. The Fermi
surface of the SnP high-symmetry phase exhibits a single Fermi pocket
at the K point. d. Constant energy cut at an energy level of −150 meV.
Besides the pocket at K, a new quasi-hexagonal pocket emerges, centered
at Γ . This pocket harbors a high density of states due to the band flatness
near Γ (Fig. 5.6(e)), and it is responsible for the “saddle-like” points in the
nesting function (b) along the ΓM and ΓK lines.
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nated by the ion-ion interaction VI−I(RRR), leading to large structural changes
between the different phases. Consequently, it is not unexpected that both the
nesting function and electron-phonon linewidth peak at different points than
those of maximum instabilities.

5.3.2 The low symmetry structures

In order to elucidate the low-symmetry structures, we performed a distortion
of the SnP monolayer based on the active phonons at the K and M points
and relaxed the structure into the minimum of the Born-Oppenheimer energy
surface consistent with the symmetry breaking. The resulting structures be-
longed to space groups P31m and P2/c, respectively, in line with the group
theory restrictions for phonons transforming under irreducible representa-
tions K1 and M−

1 [66], which are the irreducible representations of the active
modes. Then, we computed the band structure and phonon spectra in both
cases, which in turn allows us to analyze both the stability and topology. Sub-
sequently, we will refer to the resulting structures from the condensation of
the K and M modes as SnP-K (P31m) and SnP-M (P2/c) (see Fig 5.6 (g and j)).

Both low-symmetry structures turned out to be insulating phases (see Fig
5.6(h,k)), as well as dynamically stable according to the computed harmonic
phonon spectra (see Fig 5.6(i,l)). This means that these two structures can be
a priori stabilized experimentally, showing a large polymorphism of the SnP
monolayer.

A topological analysis based on symmetry indicators using topological
quantum chemistry (TQC) [13, 18, 76] classified both SnP-K and SnP-M as
topologically trivial phases. Nonetheless, it is worth noting that this analy-
sis only verifies for sufficient conditions for topology and not necessary ones.
This analysis was done using the IrRep code [164] together with tools pro-
vided by the Bilbao Crystallographic Server (BCS) [68–70]. Despite the triv-
iality of the bands of the distorted phases, the insulating gap of SnP-K is
remarkably small. This places this monolayer close to a topological transition:
a band inversion that interchanges the Γ8 and Γ9 irreducible representations
at the Γ point would lead to a topological phase.

To check this possibility, we perform a more accurate characterization of the
gap by carrying out a band structure calculation using an hybrid functional.
The bandstructures computed using hybrid functionals were done with VASP
[133, 134] in a 9× 9× 1 grid under the Heyd–Scuseria–Ernzerhof (HSE) ap-
proximation with the HSE06 parametrization [165]. As a result, we found that
under an isotropic tensile strain of 7% (see Fig 5.6(h)), the SnP-K monolayer
transitions into a topological insulating phase with the topological indices
Z2w,3 = 1 and Z4 = 2. Similar strain ranges have previously been realized
in different monolayer materials such as graphene [166] and MoS2 [167]. Con-
versely, the SnP-M phase is further away from a topological transition, and
strain is not expected to give rise to electronically relevant phases.
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Figure 5.8: Anharmonic phonon spectra of SnP-K and SnP-Γ monolayers. a and b
show the anharmonic (the free energy Hessians) and harmonic phonon
spectrums of SnP-K and SnP-Γ respectively. In both cases the SSCHA cal-
culation has been done at T = 0 and the plotted spectra corresponds to the
3x3x1 grid.

5.4 the impact of anharmonic effects

All our analysis so far relies on the harmonic approximation, which is ques-
tionable in the vicinity of CDWs. In order to further analyze the stability of
the predicted distorted phases, we perform anharmonic first-principles calcu-
lations of the phonon spectra of both SnP (high-symmetry phase) and SnP-K
(low-symmetry phase) at different temperatures. The anharmonic phonon cal-
culations were done under the Stockastic Self-Consistent Harmonic Approx-
imation (SSCHA) [62, 63, 168] as implemented in the SSCHA code [64]. In
order to capture all the relevant high-symmetry points, the free energy Hes-
sians (SSCHA anharmonic phonons) were done in both 2× 2× 1 and 3× 3× 1
supercells in all cases and with the inclusion of the fourth order terms. As
shown in Fig 5.8, the anharmonic results support the idea of the SnP-K phase
being stable after the CDW. On the other hand, the anharmonic phonons for
the SnP monolayer at different temperatures can be seen in Fig 5.9(a) and
present some unexpected outcomes: both the K and M active phonons stabi-
lize with temperature, with the latter stabilizing within the 0 to 200 K range.
However, although this seems to support the initial idea of the K phonon lead-
ing the CDW, the Γ point, in fact, shows a new negative degenerate phonon
frequency transforming under irreducible representation Γ+3 . This Γ -point in-
stability increases with temperature, contrary to the evolution of K and M
modes.
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5.4.1 Calculation of the Born-Oppenheimer energy surface.

To further understand this behavior and the nature of this purely anharmonic
active mode, we explore the Born-Oppenheimer energy surface of the SnP
monolayer as we distort the structure according to different active modes.

In order to compute the Born-Oppenheimer (BO) energy surface, we calcu-
late the energy by displacing the ions according to the corresponding active
phonons. In the harmonic approximation, the displacement u of atom i in the
unit cell T can be expressed as

ui(T) = Re{
∑
sk

qs(k)
ϵϵϵsi(k)√
Mi

eik·T}. (5.3)

Here, s labels the mode, Mi represents the ionic mass of atom i, ϵϵϵsi(k) is
the polarization vector, and qs(k) is the order parameter associated with the s
mode at wave number k. By plotting the energy against the order parameter
q, we obtain the BO energy surface along that specific direction in the order
parameter space.

In Fig. 5.9(b) we show the energy dependence as we displace the ions ac-
cording to the K active phonon. The energy surface displays a double-well
shape, which explains both the instability of the phonon within the harmonic
approximation as well as the anharmonic hardening of the phonon frequency.
Essentially, by increasing the temperature and hence the broadening of the
ionic wave function, the potential starts to feel less unstable and more confin-
ing. However, this is not the case for the degenerate phonon that develops an
instability at Γ within the SSCHA.

As the active phonon is degenerate, this results in a two-dimensional space
of deformations that are energetically equivalent just in the harmonic limit.
In order to analyze this bidimensional order parameter space (q1,q2), we
perform calculations in six different directions within this space. To sample
this region thoroughly, we evaluate the order parameter along the directions
(cos (α)q1, sin (α)q2), where α takes values of 0, π

18 , π
9 , π

6 , 2π
9 , and 5π

18 . This
sampling strategy effectively covers 120 degrees of the order parameter space.
Then, by taking advantage of the system’s three-fold symmetry, we can ob-
tain a complete sampling of the (q1,q2) space and compute the energies (Fig
5.9(b)). Then, the whole energy surface can be interpolated as seen in Fig
5.9(c). On this occasion, instead of a double-well, the energy surface resem-
bles, rather, a triple saddle point with a small potential well in the middle.
This small well explains why this unstable phonon is invisible in the har-
monic approximation. However, the quantum nature of the ions, even at zero
temperature, is enough to escape the potential well, thus leading to a purely
anharmonic CDW. Consequently, the increase of temperature only renders the
structure more unstable.
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Figure 5.9: Anharmonic phonons of SnP monolayer and Born-Oppenheimer energy
surfaces. a. The inset shows the anharmonic phonon (free energy Hes-
sians) behavior at various temperatures. The data reveals that the active
phonons located at M and K points exhibit greater stability with rising
temperatures, while a new purely anharmonic active phonon emerges at
Γ , which becomes increasingly unstable as the temperature increases. b.
Born-Oppenheimer energy surface as the system is displaced according
to the K and Γ active phonons. In the case of the degenerate Γ mode, a
bidimensional space of deformations is explored through different cuts.
The K phonon displays a characteristic “Mexican hat” shape, which be-
comes more stable as temperature increases, along with quantum fluctu-
ations. Conversely, the Γ mode appears as a saddle point with a small
potential well. c. The complete energy surface of the Γ active phonon is
shown in this inset. The triple saddle point shape with a small minimum
at the center explains why the harmonic approximation fails to capture
such instability and why the instability increases with temperature.
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5.4.2 The ground state SnP-Γ

Unlike the active phonons at K and M, the unstable phonon at Γ can not be
stabilized with temperature, and thus yields to another possible CDW in the
SnP monolayer, showing the polymorphism of this 2D material. We solved the
structure arising from the condensation of this degenerate mode by relaxing
the lowest energy structure found in the energy surface (Fig 5.9(c)). The irre-
ducible representation Γ+3 leads to a structure with space group C2/m, which
after, relaxes back to space group P3m1. Despite having the same space group,
in the case of SnP-Γ , tin and phosphorus atoms exchange Wyckoff positions
in order to minimize the energy of the system (see Fig 5.6(m)), which again
leads to an insulating phase (Fig 5.6(n)) classified as trivial according to the
TQC analysis. The harmonic phonons shown in Fig 5.6(o) confirm the stabil-
ity of this SnP-Γ phase (which was also confirmed with anharmonic phonons
shown in Fig. 5.8(b)).

Moreover, the energy difference per SnP pair relative to the high-symmetry
phase is lowest for SnP-Γ , with ∆(SnP−Γ) = −296 meV. In comparison, the
energy differences for both SnP − K and SnP − M are ∆(SnP − K) = −77 meV
and ∆(SnP − M) = −37 meV, respectively. This indicates that SnP-Γ repre-
sents the true ground state of the SnP monolayer, while SnP-K and SnP-M are
metastable phases.

5.5 conclusions

In summary, we have studied the stability and properties of Sn4P3 and its
monolayers in relation to CDW formations. The stability of bulk Sn4P3 is con-
firmed through both density functional theory calculations and experimental
synthesis. The two possible monolayers that this bulk material can yield, SnP
and Sn2P, show phonon instabilities that may lead to metal-insulator tran-
sitions. The Sn2P monolayer is not expected to change its electronic prop-
erties, as it is only subject to rippling instabilities. However, the SnP mono-
layer shows a large polymorphism with the formation of different stable and
metastable insulating CDW phases, all of which couple the Dirac points of the
parent structure. Remarkably, one of the described phases can be turned into
a topological insulator by strain, and the true ground state of the SnP mono-
layer only is identified thanks to anharmonic effects. Despite, the predicted
polymorphism of SnP could not be identified by exfoliating the bulk, chemi-
cal methods in the few-layers limit may be able to synthesize the anticipated
different phases.
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6
C H A R G E - D E N S I T Y WAV E I N T H E C s V 3 S b 5 K A G O M E
M E TA L

This chapter is dedicated to the study of lattice effects beyond the harmonic approx-
imation in the charge-density wave state of the recently discovered AV3Sb5 family
of kagome metals. By employing a non-perturbative treatment of anharmonicity from
first-principles calculations, we reveal that the charge-density transition in CsV3Sb5

is driven by the large electron-phonon coupling of the material and that the melting of
the CDW state is attributed to ionic entropy and lattice anharmonicity. The calculated
transition temperature is in very good agreement with experiments, implying that soft
mode physics are at the core of the charge-density wave transition. Contrary to the
standard assumption associated with a pure kagome lattice, the CDW is essentially
three-dimensional as it is triggered by an unstable phonon at the L point. The absence
of involvement of phonons at the M point enables us to constrain the resulting sym-
metries to six possible space groups. The unusually large electron-phonon linewidth
of the soft mode explains why inelastic scattering experiments did not observe any
softened phonon. We foresee that large anharmonic effects are ubiquitous and could
be fundamental to understand the observed phenomena also in other kagome families.

6.1 overview

The kagome lattice, composed of three triangular lattices rotated 120 degrees
with respect to each other, stands as one of the most thoroughly investigated
hexagonal lattices, offering a wealth of intriguing electronic properties linked
to its distinct geometry [169]. Its multilattice nature allows for the emergence
of flat bands [170–173], which, in turn, lead to high electronic correlation ef-
fects provided they fall into the vicinity of the Fermi energy [174–177], while
its triangular arrangement provides a natural platform for magnetically frus-
trated systems [171, 178]. The presence of Dirac cones in the band structure
leads also to non-trivial topological effects [174, 179]. Consequently, the re-
cently discovered family of Kagome materials, AV3Sb5 with A = Cs, K, Rb [26],
has garnered significant attention, as it provides a platform for exploring the
interplay between electronic correlations, frustrated geometry, charge-density
waves (CDWs), topology, and even superconductivity.

All compounds within the AV3Sb5 family exhibit a CDW at a temperature
of approximately 90 K [26]. The CDW holds a crucial significance because
below TCDW a plethora of novel and intriguing physical phenomena have
been reported. These include switchable chiral transport [27, 28], specular
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optical rotation [29], or the presence of a chiral flux phase [30–32] accompa-
nied by loop currents. This unconventional nature is also manifested in the
superconducting order observed below 2.5 K for CsV3Sb5 [180], with reports,
for instance, of unconventional superconductivity [181–184], multi-charge flux
quantization [185], and chiral superconductivity [186].

The true nature of the CDW and the resulting atomic structure remain open
questions. Moreover, it is not clear what the intricate relation between the
CDW order and all observed unconventional phenomena is. In fact, the ab-
sence of consensus regarding the CDW structure hinders the understanding
of the emerging properties, mainly because they might be constrained by sym-
metry. Just below TCDW ∼ 94 K, the prevailing experimental evidence supports
a three-dimensional 2× 2× 2 structure for the CDW [33, 187–189], but with-
out a consensus on whether the CDW breaks six-fold symmetry [176, 187,
190–192]. Some works report a second CDW around TCDW2

∼ 60 K [30, 176,
187, 188, 191, 193, 194], in which a 2× 2× 4 CDW [195, 196], a mixture of
2× 2× 2 with 2× 2× 4 orders [197], or a transition between both types of
ordering [194] have been reported. The emergence of the second CDW seems
to coincide with the onset of unconventional phenomena, including the chiral
flux phase [30], activated chiral transport [27], and the disruption of C6 sym-
metry [176, 191]. It is important to note that there are also reports which do
not observe this second CDW [189]. In fact, it is not clear whether this exotic
phenomena is intrinsic to the material or whether it is imposed by external
perturbations [177]. Doubts also persist on the conservation of time-reversal
symmetry, with contradictory results from muon spin spectroscopy [30, 198,
199] and magneto-optical Kerr effect [29, 190, 200].

The origin and character of the CDW also remains a subject of debate. At
first glance, the nesting mechanism [181, 188, 201–206] appears natural, align-
ing perfectly with the fermiology of the pure kagome lattice and resulting in
the widely experimentally confirmed 2× 2 modulation within the plane [30,
33, 176, 187–189, 191, 207]. This nesting paradigm has also been employed to
account for the reported unconventional character of the CDW [202, 203, 208,
209]. On the other hand, there are also multiple reports suggesting an electron-
phonon driven mechanism [189, 207, 210]. With regard to the CDW character,
reports concur on the absence of observed softening in the phonon spectrum
in Raman [187, 189] and inelastic x-ray scattering [33] experiments, suggest-
ing a first-order transition to the CDW. Despite a discontinuity observed in
the lattice parameters at TCDW supports this picture [211], the discontinuity
is so minute that a soft phonon mode driven CDW should not be excluded,
which would be consistent with the general mechanism in other CDW mate-
rials like transition-metal dichalcogenides [147, 148, 150]. Theoretical calcula-
tions performed thus far do not clarify these issues as they are mostly limited
to phenomenological models [201, 203–206, 212] or to ab initio calculations
within the standard harmonic approximation for the phonons [181, 187, 213],
which is known to break down in CDW systems [148, 150, 151, 214].

With such an enigmatic CDW, and having that in CDW systems anharmonic
effects are expected to play a significant role, the AV3Sb5 family of Kagome
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Figure 6.1: Harmonic phonons and Fermi suface in the high-symmetry phase of
CsV3Sb5. a. Calculated harmonic phonon dispersion of CsV3Sb5 in the
P6/mmm phase. The harmonic spectrum exhibits two main instabilities
at the M and L high-symmetry points. b. Unit cell for CsV3Sb5. The vana-
dium atoms (pink) form a perfect kagome lattice. c. Fermi surface within
the first Brillouin zone with labeled high-symmetry points. d. While most
of the Fermi surface exhibits low dispersion in the z direction, there
are closed Fermi surface pockets containing Van Hove singularities sit-
uated near the M and L points, indicating the three-dimensional nature of
CsV3Sb5.

metals stands as an excelent platform to study the implications of lattice ef-
fects beyond the harmonic approximation. By incorporating anharmonic ef-
fects, it becomes possible to accurately predict phonon softening [148, 150–
152], predict the CDW temperature. While in the other hand, it could be that
these effects stabilize the high-symmetry structure above TCDW [215]. Thus, in
this chapter we make use of first-principles density-functional theory (DFT)
calculations including a non-perturbative treatment for lattice anharmonicity
to study the CDW in CsV3Sb5.

The structure of this chapter is as follows. In Section 6.2, we demonstrate
that the CDW melts due to lattice anharmonicity and that soft mode physics
play a dominant role in the CDW transition. Moreover, our prediction for the
CDW temperature TCDW is in very good agreement with experiments. Con-
versely, in Section 6.3, we address the opposite question of what triggers the
CDW state. We conclude that the softening of the L phonon triggering the
CDW, is a consequence of its extraordinary large electron-phonon coupling,
discarding pure electronic nesting as the main destabilizing force. This is con-
sistent with a second-order phase transition as well as with a weak first-order
character. Then, in Section 6.4 we explain that the phonon softening is not ob-
served experimentally [33] due to its huge broadening, a consequence of the
large electron-phonon and anharmonic interactions of the soft mode. To con-
clude, in Section 6.5, we assume a second-order phase transition alongside the
observed absence of condensation in the M mode. This assumption enables
the application of Landau formalism, effectively narrowing down the poten-
tial space groups that may emerge. To complement this analysis, we present
the Raman and infrared spectra for each possible structure.
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6.2 the melting of the charge-density wave

In order to study the charge-density wave, we conducted first-principles den-
sity functional theory (DFT) calculations using the Quantum Espresso pack-
age [120, 121]. We used the generalized gradient approximation with the
Perdew-Burke-Ernzerhof parameterization [48] together with projector-augmented
wave pseudopotentials [216] generated by Dal Corso [217] and considering
9/5/13 valence electrons for cesium/antimony/vanadium. In all cases, we
used a energy cutoffs of 60/600 Ry for the wavefunctions/density with a
Methfessel-Paxton smearing [135] of 0.002 Ry. The structure was first relaxed
using a 16× 16× 10 grid, without accounting for spin-orbit coupling (SOC)
and was stopped when pressures were below 0.01 kBar. Subsequently, har-
monic phonons were computed using a 6× 6× 4 phonon grid. Then, SOC was
included to compute the electronic band structures. To generate the Fermi sur-
face plots, we employed the Wannierization procedure implemented in Wan-
nier90 [218], along with WannierTools [219]. First, we obtained a tight-binding
model with a Wannierization considering d and p orbitals in vanadium and
antimony sites. Then, we calculated the Fermi surface as implemented in Wan-
nierTools for a 200× 200× 100 grid.

The DFT harmonic spectrum of the CsV3Sb5 high-symmetry phase exhibits
a significant number of lattice instabilities (Fig. 6.1(a)), in agreement with pre-
vious works [181, 213]. Two primary instabilities can be observed near the M
and L points, coinciding with the nesting vectors of the van Hove Fermi pock-
ets (Fig. 6.1(d)). The most prominent instability occurs at a specific point along
the AL line, which we will refer to as the AL mode. However, the instabilities
in the phonon spectra of CsV3Sb5 are highly sensitive to the electronic tem-
perature used in the DFT calculations to perform integrals over the Brillouin
zone [201]. It is important to note that the electronic temperature commonly
referred to in ab initio calculations is merely a means to smear out the density
of states for faster convergence [135], maintaining a relation with the elec-
tronic temperature, but without a one-to-one mapping. A more meticulous
analysis of the comparison between the L and AL instabilities is presented in
Fig. 6.2(a), where we studied the Born-Oppenheimer energy landscape by dis-
torting the structure according to both L and AL modulations independently.

In order to compute the Born-Oppenheimer (BO) energy surface, we calcu-
late the energy by displacing the ions according to the corresponding active
phonons. In the harmonic approximation, the displacement u of an atom s in
the unit cell T can be expressed as

uαs (T) = Re{
∑
µk

qµ(k)
›αµs(k)√
Ms

eik·T}. (6.1)

Here, α is a Cartesian coordinate, µ labels the mode, Ms represents the ionic
mass of atom s, ϵαµs(k) is the polarization vector, and qµ(k) is the order pa-
rameter associated with the µ mode at wave number k. Then, by plotting the
energy against the order parameter q, we obtain the BO energy surface along
that specific direction in the order parameter space.
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Figure 6.2: Smearing dependence of L and AL modes. a. Born-Oppenheimer energy
surfaces as the crystal is distorted according to either the L2− or the AL3
mode. As shown, the L mode leads to a lower energy state. b. Frequency
dependence of both L−2 and AL3 modes as a function of a Methfessel-
Paxton smearing.

As shown in Fig. 6.2(a), both profiles exhibit a highly anharmonic “Mexican-
hat” shape, with the L phonon leading to a lower-energy state. Additionally,
Fig. 6.2(b) shows the strong dependence on smearing for both instabilities,
indicating that depending on the smearing value, either one could appear as
the leading parameter for the charge-density wave. However, it is observed
that the L mode stabilizes at higher temperatures, aligning with the findings
in existing literature [181, 210, 213].

Considering that when increasing the electronic temperature in the calcula-
tions, the L mode stabilizes after the AL one, we can now say that the main
instabilities of the system are most likely the soft modes at theM and L points
(transforming under L−2 and M+

1 irreducible representations), in line with
previous findings [181, 210, 213]. Considering that each of these points con-
tributes with three equivalent vectors within the star, we expect the CDW to be
described by a six-dimensional order parameter Q = (M1,M2,M3,L1,L2,L3).

In order to continue with our calculations, we must however select a partic-
ular value for the smearing. The beauty of the Methfessel-Paxton (MP) smear-
ing is that while for example, integrals using different Gaussian smearings
will converge to different values in general, different MP smearings of order
N are supposed to converge to the same result, as long as the integrand is
a polynomial of order less than 2N in the width of the smearing. However,
when this does not hold, as in this case, there is no a particular reason for
choosing one smearing value over the other. To this end, we switch from a
MP smearing [135] to a Fermi-Dirac smearing, which has a clear mapping
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Figure 6.3: Fermi-Dirac smearing and k-mesh dependence ofMmode. a. Frequency
dependence of the M+

1 phonon with respect to Fermi-Dirac smearing (or
temperature) for different k-grids. b. Frequency dependence of the M+

1

phonon with respect to the k − grid for different Fermi-Dirac smearings
(or temperatures).

with the physical temperature as it is given by the Fermi-Dirac distribution.
In Fig. 6.3 we show the frequency dependence of theM+

1 phonon with respect
to both, k-grid and Fermi-Dirac smearing. As shown in pane (b), we managed
to converge all smearings up to just 15 K, while pane (a) shows how as we
decrease the temperature the less dense k-grids deviate from our converged
results.

In contrast, in Fig. 6.4 we show the equivalent analysis for a MP smearing,
notice that here we are not relating the smearing values to temperatures, since
the philosophy of MP smearing is not to represent temperature. As shown
in pane (b), we successfully converged with small smearings down to 0.002

Ry. However, the fact that even the densest k-grids do not plateau in pane
(a) suggests that there is no compelling reason to favor one MP smearing over
another. Nevertheless, since our smallest smearing of 0.002 Ry provides results
close to the Fermi-Dirac smearing at 15 K in Fig. 6.3, while being converged
with a less dense k-grid, we choose a Methfessel-Paxton smearing of 0.002 Ry
with a 16× 16× 10 grid for the remainder of the study.

The high sensitivity of both the L−2 and M+
1 modes to the electronic temper-

ature has been argued in support of an electron-driven CDW via a nesting
mechanism [201]. This concept hinges on the idea that the van Hove sin-
gularities at M and L (Fig. 6.1(d)) are coupled by the previously described
six-dimensional order parameter Q. As temperature increases, it leads to a
reduction in the occupied states associated with these van Hove singularities,
subsequently diminishing the instability. To test the hypothesis of electronic
entropy as a stabilizing factor for the high-symmetry phase, we compute in
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Figure 6.4: Methfessel-Paxton smearing and k-mesh dependence ofMmode. a. Fre-
quency dependence of the M+

1 phonon with respect to Methfessel-Paxton
smearing (or temperature) for different k-grids. b. Frequency dependence
of the M+

1 phonon with respect to the k − grid for different Methfessel-
Paxton smearings (or temperatures).

the harmonic approximation the frequency of the L−2 andM+
1 modes as a func-

tion of the real electronic temperature described by Fermi-Dirac statistics. In
this case, and since Fermi-Dirac smearings are harder to converge, we used a
denser grid of 18× 18× 12, which is sufficient for convergence (see Fig. 6.4(a)).
As shown in Fig. 6.5(d), while the modes do eventually stabilize, the predicted
transition temperature of approximately 760 K for the CDW is far from the
experimental observations. This, in conjunction with the highly anharmonic
Born-Oppenheimer energy landscape illustrated in Fig. 6.5(c), suggests that it
is not the electronic entropy, but the ionic entropy that is responsible for the
melting of the CDW, as it is the case in transition-metal dichalcogenides [150].

To explore this idea, we compute the static phonon spectra as a function
of temperature in the high-symmetry phase of CsV3Sb5, taking into account
anharmonic effects within the stochastic self-consistent harmonic approxima-
tion (SSCHA) [62–64, 168]. In order to capture all the relevant high-symmetry
points, the free energy Hessians (SSCHA anharmonic phonons) were done
with the inclusion of fourth order force constants in a 2 × 2 × 2 supercell,
which naturally captures the Γ , A, M and L points. The Brillouin zone inte-
grals for the supercell calculations were performed with a 7 × 7 × 4 k-grid
(equivalent to a 14× 14× 8 grid in the primitive cell).

As seen in Fig. 6.5(a), the anharmonic corrections strongly renormalise the
phonon spectrum to the point where it is fully stabilized above TCDW ∼ 80 K,
which is in very good agreement with the experimental value of 94 K. This
good agreement demonstrates that it is ionic entropy, which is largely affected
by anharmonicity, what melts the CDW and that electronic entropy does not
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Figure 6.5: Anharmonic phonon spectrum of CsV3Sb5. a. Calculated anharmonic
phonon spectrum for the P6/mmm phase at different temperatures above
and below TCDW ∼ 94 K. At 80 K the system is entirely stabilized by an-
harmonic effects, considering that the remaining imaginary frequencies
are artifacts of the Fourier interpolation. b. Zoomed view of the LM path,
showcasing the softening of the L mode. Meanwhile, the M phonon re-
mains fully stabilized across the entire temperature range due to anhar-
monic effects. c. Computed Born-Oppenheimer energies as the structure
distorts according to the L−2 phonon responsible for the CDW. d. Effects of
electronic and ionic entropy on the stability of the CsV3Sb5 high-symmetry
phase. The black line shows the squared frequency of the L−2 and M+

1

modes with respect to electronic temperature, suggesting that the high-
symmetry structure is projected to stabilize at around ∼ 760 K. Conversely,
the red line considers only the ionic entropy for the L−2 mode. Our cal-
culations predict that ionic entropy stabilizes the system at ∼ 77 K, in
agreement with the TCDW ∼ 94 K experimental value.
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Figure 6.6: Nesting and electron-phonon linewidth calculations. a. Harmonic
phonon frequencies along the AL high-symmetry line for both the α
phonon branch (which contains the L−2 instability) and the subsequent
most unstable branch, β. b. The nesting function along the AL high-
symmetry line exhibits a peak at A rather than at L, which contradicts
expectations for a nesting-driven mechanism. This emphasis on the A
point aligns with the highly two-dimensional Fermi surface (Fig. 6.1(c)).
c. The electron-phonon linewidth of the α and β branches along the AL
line shows a large peak at the L point for the α mode.

play any role. Interestingly, the M+
1 soft mode is no longer almost degener-

ate with the L−2 phonon, as it remains stable even at 50 K. This is in agree-
ment with thermal diffuse scattering experiments that do not see any signal
at M, only at L [33]. CsV3Sb5 deviates thus from the ideal two-dimensional
kagome instability picture and indicates that the coupling between kagome
layers is strong enough to break the degeneracy between the phonons at M
and L. This result is in line with quantum oscillation and magnetotransport
experiments underscoring the significance of interlayer coupling [220]. Conse-
quently, a three-dimensional CDW with modulation along the c-axis emerges.
This, greatly simplifies the analysis of the CDW from a six-dimensional to a
three-dimensional order parameter that now is solely related to the L−2 insta-
bilities. The clear softening observed at the L point in this static calculation
shows that soft phonon physics are triggering the CDW transition and that it
has to be of second-order or weak first-order character.

One important conclusion from our results is that the CDW mechanism is
independent of the novel physics that emerge below TCDW . In other words, the
exotic physics observed are not necessary to explain the CDW. The study of
the low-temperature physics of CsV3Sb5 becomes, then, more feasible. Instead
of dealing with the CDW and the new phenomena in one single problem, one
may first solve the CDW structure and then take advantage of the correct
symmetries in the next step. Our results suggest as well that anharmonicity
cannot be neglected in any model or calculation trying to describe the free
energies of the candidate low-symmetry phases, specially given that the Born-
Oppenheimer energies of the competing phases are only few meV per formula
unit apart [187].
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Figure 6.7: Calculations of the spectral function at the M and L points. a, b. Fully
anharmonic spectral function for the M and L points at various tempera-
tures. While no evident softening is observed at the M point, the L point
exhibits a noticeable softening of a peak at approximately 40 cm−1. Due
to the large anharmonic effects, this peak splits into a double-peak as
the temperature lowers. c, d. Employing a no-mixing approximation by
discarding the off-diagonal elements of the self-energy allows for the in-
dependent tracking of different modes, as indicated by different colors.
The complete anharmonic spectral functions from insets a and b are also
overlaid. e, f.Here, we fit a Lorentzian function to each of the individual
modes in c,d and add the corresponding electron-phonon linewidth to
each of the modes.
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6.3 the trigger of the charge-density wave

Despite addressing anharmonicity as the primary factor in the CDW melting
process, the mechanism responsible for the formation of the CDW in CsV3Sb5

remains unclear. In order to unveil this issue, we compute both the nesting
function (2.52) and the phonon linewidth given by the electron-phonon (2.51)
interaction along the AL high-symmetry line (HSL), which exhibits the most
unstable phonons. As shown in Chapter 5, these two magnitudes are very
similar, with the difference that the latter includes the electron-phonon ma-
trix elements but not the former. The electron-phonon linewidth HWHMelph,µ
and nesting ζ(q) were computed using a 24× 24× 15 grid and a Gaussian
smearing of 0.005 Ry for approximating the Dirac deltas.

In Fig. 6.6(a) we compare these two magnitudes for two modes: the mode
responsible for driving the instability (labeled as α) and the next most unsta-
ble mode (labeled as β). The nesting function displays a prominent peak at
the A point, reflecting the highly two-dimensional Fermi surface of CsV3Sb5

(Fig. 6.1(b)), along with a smaller peak around 3
4 AL, corresponding to the

nesting vector of the van Hove pockets at kz = 0.5 (Fig. 6.1(d)). Conversely,
the electron-phonon linewidth exhibits a significant increase from nearly zero
at the A point to a huge value of approximately 2 meV at the L point for the
α mode, while remaining relatively constant for the β mode. These findings
further support the idea that the CDW is primarily mediated by the electron-
phonon coupling rather than a nesting mechanism, underscoring once again
the critical role of lattice effects in this system.

6.4 experimentally measuring the cdw

Our results indicate either a second-order or a weak first-order character for
the phase transition, with the continuous nature imprinted in the softening of
the L−2 phonon (Fig. 6.5(b)). However, multiple instances in the literature point
to a first-order nature of the CDW [187, 197], and neither inelastic x-ray scat-
tering [33] or Raman spectroscopy experiments [189, 193] have observed such
softening. To understand this apparent contradiction, we compute the spectral
function for both the M and L phonons fully accounting for anharmonicity
with the methods described in Chapter 2. The calculation was done within
the so-called bubble approximation for the self-energy considering phonon-
phonon scattering on a 2× 2× 2 grid and a 0.1 cm−1 Gaussian smearing to
approximate the Dirac deltas. In order to assign a particular Lorentzian to
each mode we used the no-mixing approximation, consisting on discarding
the off-diagonal elements in the computation of the self-energy. Then, the cor-
responding spectral functions of each of the modes were fitted by a Lorentzian
function. Finally, by using the polarization vectors we were able to match the
different modes and corresponding linewidths within different temperatures
and with the electron-phonon linewidths calculations.

The spectral function, as shown in Fig. 6.7(a,b), not only confirms the ab-
sence of phonon collapse at the M point, but also underscores the profoundly
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Figure 6.8: All possible space groups compatible with the order parameter Q =

(L1,L2,L3). Different colors distinguish between different bond lengths
within the distorted kagome lattices of vanadium atoms. The most sym-
metric configuration, depicted in inset c, corresponds to what is usually
referred in the litterature as an stack of star-of-david and tri-hexagonal
(inverse-star-of-david) configurations. The remaining distortions either
represent distorted versions of c (a,b) or an stack of star-of-david con-
figurations, but with the stars being deformed in some form (d,f).

anharmonic nature of the L−2 phonon that drives the instability. As depicted
in Fig. 6.7(b), the unstable L−2 mode becomes broader and splits into a dou-
ble peak as the temperature approaches TCDW . Thus, we expect this mode to
be exceedingly challenging to observe experimentally. This difficulty arises
not only from its double-peak and broadened nature but also because the
spectral function is typically fitted using a set of Lorentzians representing
different modes experimentally. In order to carry such Lorentzian fitting, we
first need to compute the spectral function with a no-mixing approximation
by excluding the off-diagonal elements of the anharmonic phonon self-energy.
This allows for the independent tracking of different modes, as indicated by
different colors in Fig. 6.7(c,d). Nonetheless, for illustrative purposes, the full
anharmonic spectral functions are overlaid to demonstrate the impact of this
approximation. This approximation works effectively for the M point, except
for the softest mode at 50 K, and reveals the softening of a highly anharmonic
mode (colored in blue). In the case of L, off-diagonal terms seem to exert a
more significant influence overall. Still, we are able to capture the softening of
a highly anharmonic mode (colored in blue), which develops a double dome.
In Fig. 6.7(e,f) we fit a Lorentzian function to each of the individual modes
and add the corresponding electron-phonon linewidth in order to obtain a
spectral function that captures both anharmonic and electron-phonon inter-
actions. Both at M and L, the phonon highlighted in blue experiences such
a substantial broadening that it becomes imperceptible to the eye. This sug-
gests that the electron-phonon linewidth renders this mode experimentally
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Figure 6.9: Order parameter space for Q = (L1,L2,L3). Each direction in the three-
dimensional order parameter space corresponds to a distinct instance of
the distorted crystal, characterized by a specific space group and specific
set of Wyckoff positions described in Table 6.1. Here the different direc-
tions corresponding to each of the space groups are depicted.

inaccessible, implying that the softening goes unnoticed, reconciling our the-
oretical results with the experiments [33, 189, 193]. The remaining modes at L
are well-described by Lorentzian curves, exhibiting a slight broadening as the
temperature increases, consistent with the expected impact of anharmonicity.

6.5 symmetry analysis of the charge-density wave

Based on our previous findings, we expect that the CDW transition manifests
as either a second-order Landau-type phase transition or a subtle first-order
transition. This, together with the observation that the M+

1 mode is stabilized
by anharmonic effects, provides an opportunity to explore the potential phase
transitions permitted by group theory [66]. In order to deduce the possible low
symmetry structures we explore the possible space groups that span from
the three-dimensional order parameter Q = (L1,L2,L3). We found that six
possible space-groups arise for different kinds of linear combinations of the
order parameter as depicted in Fig. 6.9. Each of these distortions imprints a
characteristic pattern between two adjacent kagome lattices as shown in Fig.
6.8.

6.5.1 Raman and infrared activities of low-symmetry phases

The resulting space groups are also expected to exhibit characteristic Raman
and infrared spectra, featuring varying numbers of peaks that transform un-
der distinct symmetries. In order to obtain the Raman and infrared activities
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Space Group Order parameter Cesium Antimony Vanadium

P6/mmm (No. 191) (0, 0, 0) 1a 1b+ 4h 3g

P6/mmm (No. 191) (a,±a,±a) 2e+ 6i 3f+ 3g+ 1a+ 1b+ 2× (12o+ 4h) 6l+ 6j+ 6m+ 6k

Immm (No. 71) (a, 0, 0) 4i 2a+ 2c+ 2× 8l 2b+ 2d+ 8n

Fmmm (No. 69) (a,±a, 0) 8f+ 8h 4a+ 8d+ 32p+ 4b+ 2× 16m 8i+ 8g+ 2× 16n

Cmmm (No. 65) (a,±a,b) 4k+ 4l+ 8m
2a+ 2b+ 2d+ 2c+ 4e+ 4f+

+4× 8n+ 2× 16r 4g+ 4h+ 4i+ 4j+ 2× (8p+ 8q)

C2/m (No. 12) (a,b, 0) 4g+ 4h 2a+ 2b+ 2c+ 2d+ 4× 8j 6× 4i

P2/m (No. 10) (a,b, c) 2i+ 2k+ 2j+ 2l
1a+ 1b+ 1c+ 1d+ 1e+ 1f+

+1g+ 1h+ 8× 4o 6× (2m+ 2n)

Table 6.1: Wyckoff positions for all possible subgroups resulting from the conden-
sation of the L−2 modes. The first column indicates the resulting space
group corresponding to the order parameter Q = (L1,L2,L3) in the second
column. The third fourth and fifth columns specify the Wyckoff possitions
for cesium antimony and vanadium atoms in each of the space groups.

of each of this phases we distort the structure according to each of the order
parameters and solve the Wyckoff positions of the resulting structures in Ta-
ble 6.1. Then, one can build the corresponding mechanical representation and
decompose it into irreducible representations in the Γ point.

The vibrational modes will be infrared or Raman active depending on
whether the corresponding irreducible representations are contained in the
vector representation V or its symmetrized square [V]2 respectively (see Table
6.2). Given that the majority of modes do not undergo any softening during
the CDW and that the active modes come from either Γ , A, M or L points, a
more detailed classification of the resulting frequencies for each Raman and
infrared mode could be performed. Moreover, the phonon responsible for
the symmetry breaking is always expected to transform under the trivial rep-
resentation Ag of the low-symmetry group. This is because the symmetries
that leave this phonon invariant are precisely the ones preserved in the low-
symmetry phase. Given that the identity or trivial representation is always
contained in [V]2 (the symmetrized square of the vector representation), the
mode responsible for the symmetry breaking will always be Raman active in
the low symmetry phase and the softening could be observed. However, as al-
ready discussed, its observation may be hindered because of its large phonon
broadening.

These distinctions in Raman and infrared activities may offer a robust method
for discerning the low-symmetry structure. This stands in contrast to ener-
getic arguments, which can be notably unreliable due to the minute energy
differences between phases and the neglect of certain contributions, such as
anharmonicity.

6.6 conclusions

In summary, our calculations show that the CDW transition in CsV3Sb5 is pri-
marily driven by the large electron-phonon coupling within the system, while
the melting of the CDW can be attributed to the robust anharmonic effects of
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Space Group Order parameter Num. modes Raman active Infrared active

P6/mmm (No. 191) (0, 0, 0) 27 A1g + E2g + E1g 4A2u + 5E1u

P6/mmm (No. 191) (a,±a,±a) 216 12A1g + 17E2g + 15E1g 16A2u + 25E1u

Immm (No. 71) (a, 0, 0) 54 7Ag + 4B1g + 4B2g + 6B3g 10B1u + 11B2u + 9B3u

Fmmm (No. 69) (a,±a, 0) 108 14Ag + 10B1g + 12B2g + 12B3g 19B1u + 16B2u + 17B3u

Cmmm (No. 65) (a,±a,b) 216 29Ag + 23B1g + 20B2g + 24B3g 31B1u + 38B2u + 34B3u

C2/m (No. 12) (a,b, 0) 108 26Ag + 22Bg 24Au + 36Bu

P2/m (No. 10) (a,b, c) 216 52Ag + 44Bg 48Au + 72Bu

Table 6.2: Raman and infrared active modes for all possible subgroups resulting
from the condensation of the L−2 modes. The first column indicates the re-
sulting space group corresponding to the order parameter Q = (L1,L2,L3)
in the second column. The third column denotes the total number of modes
in Γ , while the fourth and fifth columns provide the counts of Raman and
infrared active modes along with their respective irreducible representa-
tions.

the lattice. The CDW is exclusively triggered by the unstable phonons at the
L point, with the M phonons not assuming a pivotal role. Despite the phase
transition being of second order or weak first-order character, an examination
of the spectral function at the L point suggests that observing this softening
experimentally is impossible [33]. All in all, in contrast to the pure Kagome
CDW, which is prototypically nesting driven and strictly two-dimensional,
the CsV3Sb5 CDW exhibits notable deviations being purely three-dimensional
and driven by the electron-phonon coupling. The remarkable agreement be-
tween our results and experimental data suggests that the CDW mechanism
can be studied independently from the phenomena emerging in the CDW
phase and that lattice quantum anharmonic effects may also wield a crucial
influence on the novel physics in the CDW state. We anticipate a similar im-
pact of the electron-phonon coupling and anharmonicity on other kagome
families [221–224], as well as the presence of anomalous phonon spectral func-
tions. For instance, the discrepancy observed in 166 compounds between the
phonon collapse and the CDW order [221] might be attributed to the phonon
responsible for the CDW order going unnoticed because of its large linewidth.
On the other hand, the absence of a CDW in titanium-based CsTi3Bi5 kagome
compounds [222] likely results from a distinct balance between the stabilizing
role of anharmonicity and electron-phonon destabilizing forces.
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While Landau theory has been remarkably successful in elucidating the rela-
tionship between lattice effects and traditional phases of matter, the advent
of topological matter has revealed a significant insight: symmetries alone are
insufficient for classifying phases. This paradigm shift introduces a rich land-
scape for research, with extensive implications for the future of quantum tech-
nologies. Recognizing this, the primary objective of this thesis, as reflected in
its title, was to explore the interplay between three specific areas: lattice ef-
fects, phase transitions, and topological phases of matter. Each of these fields
is already exceedingly vast, encompassing a wide array of projects and ideas
at their intersections. From the various projects and collaborations undertaken
throughout this thesis, we have selected three particular projects that we be-
lieve best illustrate three distinct and specific overlaps between these fields.

In Chapter 4, we combined group theory with topological quantum chem-
istry to thoroughly characterize the topology of the 2D buckled honeycomb
lattice phonon spectra, thereby directly addressing the topology of lattice ef-
fects. Utilizing only the pure crystal structure as input, we demonstrated that
this system could exhibit eleven distinct phases, nine of which are topological.
Furthermore, through a combination of first-principle calculations and analyt-
ical modeling, we explained why, despite the potential for various topological
phases, real materials adhering to this structure predominantly occupy one of
the trivial phases.

A significant open question regarding phonon topology is why it appears
to be a rarity, in contrast to electronic topology. Our limited intuition from
this single case study suggests a possible relation between long-range interac-
tions and the accessibility of topological phases. This idea can be intuited by
analyzing the relationship between force constants and dynamical matrices
described by equation (2.17). Longer-range interactions imply higher harmon-
ics in the Fourier expansion of the dynamical matrix D(k), which, in turn,
should lead to greater windings of the eigenvectors around a closed loop in
the Brillouin zone. However, this is merely a hypothesis that warrants further
in-depth study and comparison with the electronic counterpart.

In our pursuit to investigate the interplay between charge-density wave
systems and topological order, Chapter 5 delves into the properties of a novel
2D layered material, SnP. Here, we explored the potential of CDWs to induce
a metal-insulator transition by coupling two Dirac fermions, giving rise to
an emergent topological phase. We investigated three possible CDWs, which
resulted in metastable insulating phases, with one proving to be topologically
non-trivial under strain.

Strikingly, one of the main outcomes of the study, despite not being the
primary intention, was that the ground-state structure only manifested due
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to the influence of large anharmonic effects. This underscores the importance
of examining CDWs beyond the conventional harmonic framework, as even
something as fundamental as the system’s ground state would have remained
unnoticed under the harmonic approximation. Unfortunately, despite the pre-
dicted polymorphism of SnP, the monolayer could not be obtained by exfoli-
ating the bulk. However, chemical methods may succeed in synthesizing the
anticipated different phases.

While the potential of CDWs as a tool for manipulating the topology of ma-
terials is promising, determining a priori the topology of the resulting phase
remains a nontrivial challenge. An interesting future direction would be to es-
tablish a systematic framework connecting order parameters and topological
classifications. Given that the topology of phases can be classified based on
the symmetries of the system’s quasiparticles (electrons, phonons, etc.), and
these symmetries are delineated by the group theory of phase transitions, it
is conceivable to devise an algorithm for scrutinizing the potential topolog-
ical phases emerging from a phase transition governed by a specific order
parameter. This approach would parallel how Landau theory discerns poten-
tial phases under a particular symmetry of the order parameter, while also
extending the characterization of topology based on symmetry information.

Finally, the AV3Sb5 family of kagome metals, studied in Chapter 6, provided
an ideal platform for exploring lattice effects beyond the harmonic approxi-
mation, such as electron-phonon coupling and anharmonic effects, which are
expected to be strong in charge-density wave systems. The CDW mechanism
and resulting structure of CsV3Sb5 have presented an intriguing challenge
since their discovery four years ago. However, prior theoretical attempts to
dissect the CDW have overlooked the crucial role of anharmonic effects.

Through a non-perturbative approach, we conducted a comprehensive ex-
ploration of the mechanisms governing the formation and eventual dissolu-
tion of the CDW state in CsV3Sb5, addressing some of the primary open
questions surrounding this phenomenon. Contrary to previous propositions
of a nesting-mediated mechanism, we showed that the electron-phonon cou-
pling drives the CDW, with anharmonicity being responsible for the CDW
phase’s melting at higher temperatures. Furthermore, our research unveiled
that the phonon driving the phase transition operates in a mode distinct
from the previous belief within the community. Additionally, we elucidated
why spectroscopy measurements fail to capture the softening of the condens-
ing phonon, attributing this to the large electron-phonon and anharmonic
linewidths. Lastly, by employing group theory, we listed all space groups com-
patible with the three-dimensional order parameter instigating the transition.
Complementary to these space groups, we put forth spectral properties that
may distinguish between different space groups for the low symmetry phase
and suggest corresponding spectral measurements as a pathway to resolving
the long-sought-after low-symmetry structure.

While this study has answered several questions regarding the CDW, many
others remain open. These include determining the actual symmetry of the
low-symmetry phase, investigating the first-order character of the phase tran-
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sition, or exploring the effects of pressure on the CDW. In principle, many
of these questions could be addressed using the same methods described in
Chapter 6. However, these inquiries demand more computationally intensive
calculations, which are currently beyond our capabilities. One way to tackle
this issue is to use machine learning potentials to address the computational
challenge of approaching anharmonic effects in a non-perturbative limit. This
approach is currently being pursued by other members of our research group
with promising results. They have initially reproduced our current results and
are now beginning to answer some of the proposed questions.

Altogether, this thesis conveys the vast array of research avenues that the
interplay between lattice effects, phase transitions, and topological phases of
matter can open. This is especially pertinent given that topology remains a rel-
atively young field, particularly concerning non-electronic systems, and that
lattice effects beyond the harmonic approximation are frequently overlooked.
I am particularly excited and interested in systems where these two factors
play pivotal roles, such as the potential applications of charge-density waves
as triggers for topological phases. This interest is further fueled by experi-
mental evidence showing that charge-density wave states can be melted using
lasers to stabilize the unstable phonons driving the phase transition, thereby
paving the way for technological applications.
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T H E O R E T I C A L F R A M E W O R K

a.1 variational principle and basic functional derivatives

Theorem 7 (Variational theorem): Looking for states where the energy is sta-
tionary (δ [ψ] = 0) is equivalent to finding eigenstates of Ĥ with eigenvalue
E [ψ].

Given a Hamiltonian Ĥ, the energy for a particular wavefunction |ψ⟩ is
given by

⟨Ĥ⟩ψ =
⟨ψ|Ĥ|ψ⟩
⟨ψ|ψ⟩

= E [ψ] , (A.1)

we can now compute δE [ψ] as

δE[ψ] = E[ψ+ δψ] − E[ψ] =
⟨ψ+ δψ|Ĥ|ψ+ δψ⟩
⟨ψ+ δψ|ψ+ δψ⟩

−
⟨ψ|Ĥ|ψ⟩
⟨ψ|ψ⟩

=

=
⟨ψ|Ĥ|ψ⟩+ ⟨ψ|Ĥ|δψ⟩+ ⟨δψ|Ĥ|ψ⟩
⟨ψ|ψ⟩+ ⟨ψ|δψ⟩+ ⟨δψ|ψ⟩

−
⟨ψ|Ĥ|ψ⟩
⟨ψ|ψ⟩

=

=
⟨ψ|ψ⟩

[
�����⟨ψ|Ĥ|ψ⟩+ ⟨ψ|Ĥ|δψ⟩+ ⟨δψ|Ĥ|ψ⟩

]
− ⟨ψ|Ĥ|ψ⟩

[
����⟨ψ|ψ⟩+ ⟨ψ|δψ⟩+ ⟨δψ|ψ⟩

]
⟨ψ|ψ⟩

[
⟨ψ|ψ⟩+ ⟨ψ|δψ⟩+ ⟨δψ|ψ⟩

] .

(A.2)

Where we have get rid of the second order terms in δψ. Taking into account
that δψ can be as small as we want, we keep only the higher order terms in
both numerator and denominator:

δE[ψ] =
⟨ψ|ψ⟩

[
⟨ψ|Ĥ|δψ⟩+ ⟨δψ|Ĥ|ψ⟩

]
− ⟨ψ|Ĥ|ψ⟩

[
⟨ψ|δψ⟩+ ⟨δψ|ψ⟩

]
⟨ψ|ψ⟩2

=

=
⟨ψ|Ĥ|δψ⟩+ ⟨δψ|Ĥ|ψ⟩

⟨ψ|ψ⟩
−
⟨ψ|Ĥ|ψ⟩
⟨ψ|ψ⟩2

[
⟨ψ|δψ⟩+ ⟨δψ|ψ⟩

]
=

=
⟨ψ|Ĥ|δψ⟩+ ⟨δψ|Ĥ|ψ⟩− E[ψ]

[
⟨ψ|δψ⟩+ ⟨δψ|ψ⟩

]
⟨ψ|ψ⟩

=

=
⟨δψ|Ĥ− E[ψ]|ψ⟩+ {⟨δψ|Ĥ− E[ψ]|ψ⟩}∗

⟨ψ|ψ⟩
.

(A.3)

If we now assume the stationary condition for the energy (δE [ψ] = 0), since
this must hold for all δψ in necessarily means that (Ĥ− E[ψ]) |ψ⟩ = 0. Thus,

δE[ψ] = 0 =⇒ Ĥ |ψ⟩ = E[ψ] |ψ⟩ , (A.4)

which is precisely the statement of the variational principle.
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a.1.1 Basic functional derivatives

In layman terms, a functional F can be seen as a mapping between a function
f (vector space) into the field scalar numbers. Or in other words, a function
that assings an scalar to another function. For example the energy E [ψ] in
equation (A.1) can be thought as a functional that assings a real number (the
energy) to any function |ψ⟩. Then, a functional derivative is an evaluation of
how such functional varies as we vary the argument:

δF

δf
=
F [f+ δf] − F [f]

δf
, (A.5)

δf(r1, r2, . . . ) ≡ ϵ η(r1, r2, . . . ) , (A.6)

where ϵ is an infinitesimal number and η is an arbitrary function. We can then
Taylor expand F [f+ ϵη] as

F[f+ ϵη] = F[f] +
dF[f+ ϵη]

dϵ

∣∣∣
ϵ=0
ϵ+

1

2

d2F[f+ ϵη]

dϵ2

∣∣∣
ϵ=0
ϵ2 + . . . . (A.7)

At the same time, we want for the functional derivatives δ/δf to allow for
an equivalent definition:

δF =

∫
δF[f]

δf(x)
δf(x) dx+

1

2

∫
δ2F[f]

δf(x1)δf(x2)
δf(x1)δf(x2) dx1dx2 + . . . . (A.8)

Thus, by relating expresions (A.7) and (A.8) one can see the definitions the
functional derivatibes must hold:

dF[f+ ϵη]

dϵ

∣∣∣
ϵ=0

=

∫
δF

δf
(x) η(x) dx (A.9)

d2F[f+ ϵη]

d2ϵ

∣∣∣
ϵ=0

=

∫
δ2F[f]

δf(x1)δf(x2)
η(x1)η(x2) dx1dx2. (A.10)

a.1.2 Important functional derivatives in density functional theory

When dealing with condensed matter systems or density functional theory the
energies may only depend explicetly on the position operator r, a function of
the form ρ(r) that only depends on the position operator, and its derivatives
∇ρ(r). Let us then define the explicit formula for systems in which the func-
tional F [ρ] is defined as:

F [ρ] =

∫
f(r, ρ(r),∇ρ(r))dr (A.11)

From the definition of the functional derivative (A.9):∫
δF

δρ
η dr ≡ d

dε

[ ∫
f(r, ρ+ εη,∇ρ+ ε∇η) dr

]
ε=0

=

=
[ ∫ ∂f

∂(ρ+ εη)

∂(ρ+ εη)

∂ε
+

∂f

∂(∇ρ+ ε∇η)
∂(∇ρ+ ε∇η)

∂ε
dr
]
ε=0

=

=
[ ∫ ∂f
∂ρ
η+

∂f

∂∇ρ
∇η dr

]
ε=0

=

∫ (∂f
∂ρ
η+

∂f

∂∇ρ
∇η
)
dr .

(A.12)
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Now, using the identity:

∇ ·
( ∂f

∂∇ρ
η
)
=

∂f

∂∇ρ
∇η+ η∇ · ∂f

∂∇ρ
=⇒ ∂f

∂∇ρ
∇η = ∇ ·

( ∂f

∂∇ρ
η
)
− η∇ · ∂f

∂∇ρ
(A.13)

we can replace the second term in equation (A.12) as:∫
δF

δρ
η dr ≡

∫ (∂f
∂ρ
η+

∂f

∂∇ρ
∇η
)
dr =

∫ (∂f
∂ρ
η+∇ ·

( ∂f

∂∇ρ
η
)
− η∇ · ∂f

∂∇ρ

)
dr

=

∫
η
(∂f
∂ρ

−∇ · ∂f
∂∇ρ

)
+∇ ·

( ∂f

∂∇ρ
η
)
dr =

∫
η
(∂f
∂ρ

−∇ · ∂f
∂∇ρ

)
dr ,

(A.14)

where in the last step we have assumed that both ρ(r) and η(r) vanish when
r → ∞ in order to apply the divergence theorem in the second term. This
assumption often holds since ρ(r) will represent either a density or a wave-
function, which in both cases need to vanish in order to have a fixed number
of particles. All and all we can now just remove the η(r) function and get
the explicity formula for the functional derivative for a functional of the form
(A.11):

δF

δρ(r)
=
∂f

∂ρ
−∇ · ∂f

∂∇ρ
(A.15)

a.2 independent particle approximation

In general a many-body Hamiltonian for N particles is of the form:

Ĥ(x1, x2, · · ·, xN, t) =
N∑
i=1

p̂ 2i
2mi

+ V̂(x1, x2, · · ·, xN, t) . (A.16)

If the particles don not interact with each other the potential term in can be
separated as:

V̂(x1, x2, . . . , xN, t) =
N∑
i=1

V̂(xi, t) , (A.17)

and as a consequence, the Hamiltonian (A.16) also seprates as

Ĥ(x1, x2, · · ·, xN, t) =
N∑
i=1

Ĥi(xi, t) . (A.18)

Since the particles are non-interacting we expect their instantaneous positions
to be completely uncorrelated. Which implies that the wavefunction Ψ can be
written as a product of N independent single-particle wavefunctions:

Ψ(x1, x2, · · · , xN, t) = ψ1(x1, t)ψ2(x2, t) · ·ψN(xN, t) (A.19)

Each of this single-particle wavefunctions evolves as

ψi(xi, t) = ψEi(xi) exp(−iEi t/ h) (A.20)
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, and thus:

Ψ(x1, x2, · · · , xN, t) = ΨE(x1, x2, · · · , xN)e(−i
Et
 h ) (A.21)

where
E =

∑
i=1,N

Ei . (A.22)

a.3 hohenberg-kohn theorems demonstrations

a.3.1 Theorem I

Suppose that we have two different external potentials (V̂
(1)
ext, V̂

(2)
ext) that lead to

the same ground-state density n0(r). However since V̂(1)
ext ̸= V̂

(2)
ext, then Ĥ(1) ̸=

Ĥ(2) =⇒ ψ
(1)
0 (r) ̸= ψ(2)

0 (r) (they have different ground states). Thus, as ψ(2)
0 (r)

is not ground state of Ĥ1 then:

E(1) ≡ ⟨ψ(1)|Ĥ(1)|ψ(1)⟩ < ⟨ψ(2)|Ĥ(1)|ψ(2)⟩ , (A.23)

while in the other hand:

⟨Ψ(2)|Ĥ(1)|Ψ(2)⟩ = ⟨Ψ(2)|Ĥ(2)|Ψ(2)⟩+ ⟨Ψ(2)|Ĥ(1) − Ĥ(2)|Ψ(2)⟩ =

= E(2) +

∫ {
v
(1)
ext − v

(2)
ext

}
n0(r)dr .

(A.24)

Thus, we have that

E(1) < E(2) +

∫ {
v
(1)
ext − v

(2)
ext

}
n0(r)dr , (A.25)

but we could have started the other way around and end up with

E(2) < E(1) +

∫ {
v
(2)
ext − v

(1)
ext

}
n0(r)dr . (A.26)

Then, by adding both we relations (A.25) and (A.26) we get:

E(1) + E(2) < E(2) + E(1) ←− Contradiction (A.27)

Thus, the initial supposition of the two external potentials leading to the same
density n0(r) is false, and the external potential (V̂ext, v̂ext) is determined by
the density n0(r) as stated by the first Hohenberg-Kohn theorem (see 1.2.1).

a.3.2 Theorem II

This demonstration is restricted to densities n0(r) that are V-representable
densities (see 1.2.1.1). Since n0(r) defines vext, which in turn defines Ĥ, all
properties can be determined by n0(r). Then all properties can be viewed as a
functional of n(r), including E [n].

E(e) [n] = Te [n] + Ve−e [n]︸ ︷︷ ︸
F[n]

+

∫
vext(r)n(r)dr
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where F [n] must be universal for all electronic systems in case that Te and
Ve−e are functionals that only depend on the density n(r).

Now consider the specific n0(r) corresponding to that specific vext, then
E
(e)
0 ≡ E

(e) [n0]. However, lets consider another density n1(r), from theorem I,
we know that ψ(1) associated with n1(r) cannot be the ground state of Ĥ. This,
has the direct implication that E(e)0 ≡ E

(e) [n0] < E
(e) [n1] for any n1(r). Thus,

knowing the functional E(e) [n] we can:

E(e) [n] −→ minimize −→ Ground state (n0(r),E
(e)
0 )

Which, is exactly what the second theorem states (1.2.1), a functional for the
total energy can be defined in terms of n(r), and such functional is minimized
by the the ground state density n0(r).

a.4 schroginger’s equation in a periodic lattice

The Schrodinger’s equation for a periodic potential reads as

Ĥ(r)Ψ(r, t) =
[
−

 h2

2m

∂2

∂x2
+ V(r)

]
Ψ(r, t) = i h

∂

∂t
Ψ(r, t), (A.28)

and holds
ĤΨi = EiΨi (A.29)

for the eigenfunctions.
In a solid (or any other condensed matter system) it is also convenient to

require to the states to obey Born-von Karman boundary conditions|periodic
boundary conditions [225] over a large volume Ω. Then, eigenstates can be
rewritten as

ψi(r) =
∑

q
ci,q

≡|q⟩︷ ︸︸ ︷
1√
Ω
eiq·r ≡

∑
q
ci,q |q⟩ , (A.30)

by using the fact that any periodic function can be transformed into Fourier
components exp(iq · r)/

√
Ω. The set of plane waves {|q⟩} form an orthonormal

basis satisfying

⟨q′|q⟩ ≡ 1

Ω

∫
Ω
ei(q−q′)·r dr = δq,q′ . (A.31)

Inserting (A.30) into the Hamiltonian eigenvector equation (A.29) (changing
Ei → εi) and projecting over ⟨q′| leads to:∑

q
ci,q ⟨q′|Ĥ|q⟩ = εi

∑
q
ci,q ⟨q′|q⟩ = εici,q′ . (A.32)

The kinetic term in Ĥ is easy to evaluate:

⟨q′|−
 h2

2m
∇2|q⟩ → ⟨q′|− 1

2
∇2|q⟩ = 1

2
|q|2 δq,q′ , (A.33)
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where we have changed to Hartree atomic units. Now, if the potential is peri-
odic such that V(r+T) = V(r) we can write it as a sum of Fourier components
proportional to {|Gm⟩}, being Gm the reciprocal lattice vectors.

V(r) =
∑
m

V(Gm) e
iGm·r, (A.34)

which can be seen directly from imposing the periodicity constraint over V(r).
Then, the V(Gm) components are given by:

V(Gm) ≡
1

Ω

∫
Ω
V(r)e−iGm·r dr

=
1

Ωcell

∫
Ωcell

V(r)e−iGm·r dr
(A.35)

since the integrand in the first form has the same periodicity as the lattice.
The potential term can be then written as

⟨q′|V(r)|q⟩ =
∑
m

V(Gm) ⟨q′|eiGm·r|q⟩

=
∑
m

V(Gm) ⟨q′|q + Gm⟩

=
∑
m

V(Gm)δq′−q,Gm
.

(A.36)

Thus, the potential terms are only non-zero if q and q′ differ by some re-
ciprocal lattice vector Gm. It is useful then to define any q ≡ k + G, so that k
belongs to the first Brillouin zone. Then the Schrodinger equation (A.32) takes
the form: ∑

q
ci,q

[
1

2
|q|2 δq,q′ +

∑
m

V(Gm)δq′−q,Gm

]
= εici,q′ , (A.37)

where if we now change q→ k + Gn and
∑

q →
∑

k,n we get

∑
k,n

ci,n(k)

[
1

2
|k + Gn|

2 δn,n′δk,k′ +
∑
m

V(Gm)δk,k′δn′−n,m

]
= εici,n′(k′).

(A.38)
Summing over m and k as well as switching the n↔ n′:∑

n′

ci,n′(k)

[
1

2
|k + Gn′ |

2 δn,n′ +
∑
m

V(Gn − Gn′)

]
= εici,n(k), (A.39)

which we can now finally rewrite as
∑
m′

Hm,m′(k)ci,m′(k) = εi(k)ci,m(k),

Hm,m′(k) ≡ ⟨k + Gm|Ĥ|k + Gm′⟩ = 1

2
|k + Gm|

2 δm,m′ + V(Gm − Gm′),
(A.40)

where we have relabeled the eigenvalues of each particular matrix H(k) as
εi(k).
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a.5 properties of the second order force constants

The second order force constants defining the harmonic Hamiltonian in secion
2.1 satisfy the following relations:

1. Φαβst = Φβαts since
∂2V

∂riα∂rtβ
=

∂2V

∂rtβ∂rsα
(A.41)

2.
∑
tΦ

αβ
st = 0 since a uniform translation of the lattice uiα = dα should

give zero energy difference from V0.

V − V0 =
1

2
Φ
αβ
st usαutβ =

1

2

∑
stαβ

Φ
αβ
st dαdβ =

1

2

∑
αβ

dαdβ
∑
st

Φ
αβ
st =

=
1

2

∑
αβ

dαdβ
∑
s

(∑
t

Φ
αβ
st

)
= 0

(A.42)
independently of d, which leads to the so called acoustic sum rule.

3. Since every Bravais lattice has inversion symmetry (which maps T →
−T, u⃗→ −u⃗): Φαβst = Φαβts witch together with (2) implies Φαβst = Φβαst .

a.6 classical harmonic hamiltonian with translational sym-
metry

a.6.0.1 Harmonic lattice dynamics

In order to solve the classic equations of motion of an harmonic crystal pre-
sented in equation (2.10) we assume a solution which is periodic in space and
time of the form:

uiγ(T) =
ϵiγ(k)√
Mi

e−iωtei(k·T), (A.43)

where now i to the index of the atom within the primitive cell and T is the
cell of the atom. Notice how, in accordance with Bloch’s theorem (1.4) solution
takes form of a periodic function in T times a phase factor eik·T.

Then, substituting (A.43) into (2.10) we get

−Miω
2ϵiγ(k)√

Mi
e−iωt = −

∑
sα

∑
T

Φ
γα
is (T)usα(T) = −

∑
sα,T

Φ
γα
is (T)

ϵsα(k)√
Ms

e−iωtei(k·T)

(A.44)w�
ω2ϵiγ(k) =

∑
sα,T

Φ
γα
is,T√
MiMs

eik·Tϵsα(k) =
∑
sα

(∑
T

Φ
γα
is (T)√
MiMs

eik·T

)
︸ ︷︷ ︸

Dyn matrix

ϵsα(k) (A.45)
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Now we can define the Fourier transform of Φ (the Dynamical matrix) as:

D
αβ
ij (k) =

∑
T

Φ
αβ
ij (T)√
MiMj

eik·T, (A.46)

So that we have:
ω(k)2ϵiγ(k) =

∑
sα

D
γα
is (k)ϵsα(k), (A.47)

In general ω will be a function of k so that ω(k). Thus, the solutions will be
labeled by a mode index µ and a k-vector k, leading to (ϵµiαk,ωµk).

a.6.0.2 Harmonic total energy

After solving the problem of the lattice vibrations, we can write any set of
displacements ui(T) as a sum of solutions to the eigenvalue problem (A.47). In
this basis is easy to compute the total kinetic and potential harmonic energies
equivalent to the expressions (2.20) and (2.21) in the main text.

uiγ(T) =
∑
µk

qµk
ϵ
µ
iγk√
Mi
e−iωµktei(k·T)

Tharm =
1

2

∑
T,iα

Mi|u̇iα(T)|2,

Uharm =
1

2

∑
Ts,Tt

Φ
αβ
st (Ts − Tt)usα(Ts)utβ(Tt).

(A.48)

where each solution of the equations of motion is labeld by (µ, k) . Thus, the
kinetik energy is given by

Tharm =
1

2

∑
T,iα

Mi

∑
µk

(−iωµ,k)qµk
ϵ
µ
iαk√
Mi
e−iωµktei(k·T)


×

∑
µ′k′

(iωµ′k′)q†µ′k′
ϵ
µ′†
iαk′√
Mi
eiωµ′k′te−i(k

′·T)



=
1

2

∑
iαµµ′kk′

ωµkωµ′k′qµkq
†
µ′k′ϵ

µ
iαkϵ

µ′†
iαk′ exp

[
i(ωµ′,k′ −ωµk)t

] Ncellδkk′︷ ︸︸ ︷∑
T

ei(k−k′)·T

=
Ncell

2

∑
µµ′k

ωµkωµ′kqµkq
†
µ′k exp

[
i(ωµ′,k −ωµk)t

] δµµ′︷ ︸︸ ︷∑
iα

ϵ
µ
iαkϵ

µ′†
iαk

=
Ncell

2

∑
µk

∣∣qµk
∣∣2ω2µk,

(A.49)
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while the potential energy is given by

Uharm =
1

2

∑
TsTt,sα,tβ,µµ′,kk′

Φ
αβ
st (Ts − Tt)eik·Tse−ik

′·Tt

×

 1√
MsMt

qµkq
†
µ′k′ϵ

µ
sαkϵ

†µ′
tβk′e

−i(ωµk−ωµ′k′)t︸ ︷︷ ︸
A

=


= {T ≡ Ts − Tt; Ts ≡ T + Tt} =

1

2

∑
TTt,sα,tβ,µµ′,kk′

Φ
αβ
st (T)e

ik·Te−i(k
′−k)·Tt

1√
MsMt

A

=
1

2

∑
Tt,sα,tβ,µµ′,kk′

(∑
T

Φ
αβ
st (T)√
MsMt

eik·T

)
︸ ︷︷ ︸

D
αβ
st (k)

e−i(k
′−k)·TtA =

=
1

2

∑
Tt,sα,tβ,µµ′,kk′

D
αβ
st (k)e

−i(k′−k)·Tt qµkq
†
µ′k′ϵ

µ
sαkϵ

†µ′
tβk′e

−i(ωµk−ωµ′k′)t︸ ︷︷ ︸
A

=

=
1

2

∑
tβ,µµ′,kk′

(∑
sα

D
αβ
st (k)ϵ

µ
sαk

)
︸ ︷︷ ︸

ω
µ
k
2
ϵ
µ
tβk

∑
Tt

e−i(k
′−k)·Tt


︸ ︷︷ ︸

Ncellδkk′

qµkq
†
µ′k′ϵ

†µ′
tβk′e

−i(ωµk−ωµ′k′)t =

=
1

2

∑
tβ,µµ′,k

(∑
k′

ω
µ
k
2
ϵ
µ
tβkNcellδkk′qµkq

†
µ′k′ϵ

†µ′
tβk′e

−i(ωµk−ωµ′k′)t

)
=

=
1

2

∑
µ,k


∑
µ′

ω
µ
k
2
∑
tβ

ϵ
µ
tβk ϵ

†µ′
tβk︸ ︷︷ ︸

δµµ′

Ncellqµkq
†
µ′ke

−i(ωµk−ωµ′k)t


=
1

2
Ncell

∑
µk

∣∣qµk
∣∣2ω2µk.

(A.50)
Thus, both the kinetik and potential parts contribute equally to the total en-
ergy, being the potential energy per cell given by

uharm =
Uh

Ncell
=
1

2

∑
µk

|qµk|2ω2µk. (A.51)

Notice how for a single supercell (neglecting the translational symmetries),
the sum only goes over µ since Nk = Ncell = 1, reducing the equation (A.51)
to (2.21).

a.6.0.3 Acoustic modes

The condition for having acoustic modes (or zero energy fixed translational
modes), can be easily seen in this formalism. We impose that all translations
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are the same in uiα = dα (A.43), which implies that ϵiα =
√
Midα as well as

k = 0. If we now substitute this in the eigenvalue problem (A.47) we have that

ω2
√
Midγ = Dγαij (k = 0)

√
Mjdα =

∑
jT

Φ
γα
ij (T)√
MiMj

√
Mjdα (A.52)w�

ω2dγ =

∑
jT

Φ
γα
ij (T)

dα =
Must be zero freq

0 (A.53)

Which is the same as the property (2) in Appendix A.5. This is an illustration
of Goldstone’s theorem, which states that such gapless mode must occur in a
translationally invariant Hamiltonian.

a.7 canonical quantization of the harmonic crystal

We already show that within the Harmonic approximation, which describes a
set of coupled harmonic oscillators, the Hamiltonian can be written as

Ĥharm = T̂harm + Ûharm(RRR)

=

NI∑
s=1

3∑
α=1

∑
T

P̂sα(T)2

2Ms
+

∑
T,T′,αβst

1

2
Φ
αβ
st (T − T′)ûsα(T)ûtβ(T′)

(A.54)

If we then Fourier transform ûsα and P̂sα as

ûsα(k) ≡
1√
Nk

∑
T

eik·Tûsα(T),

P̂sα(k) ≡
1√
Nk

∑
T

eik·TP̂sα(T),
(A.55)

which implies the inverse transforms:

ûsα(T) ≡
1√
Nk

∑
k

e−ik·Tûsα(k),

P̂sα(T) ≡
1√
Nk

∑
k

e−ik·TP̂sα(k),
(A.56)

then, the kinetic energy can be rewritten as

T̂harm =
1

Nk

∑
Tsα

1

2Ms

(∑
k′

e−ik
′·TP̂sα(k′)

)(∑
k

e−ik·TP̂sα(k)

)

=
1

Nk

∑
sα,kk′

1

2Ms
P̂sα(k′)P̂sα(k)

Nkδk,−k′︷ ︸︸ ︷∑
T

e−i(k+k′)·R =
∑
sα,k

1

2Ms
P̂sα(−k)P̂sα(k).

(A.57)
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On the other hand, the potential energy

Ûharm =
∑

T,T′,αβst

1

2N
Φ
αβ
st (T − T′)

(∑
k

e−ik·Tûsα(k)

)(∑
k′

e−ik
′·T′
ûtβ(k′)

)

=
∑

T,t,αβst,k,k′

1

2N
Φ
αβ
st (t)ûsα(k)ûtβ(k

′)e−ik·Te−ik
′(T−t)

=
∑

t,αβst,k,k′

1

2N
Φ
αβ
st (t)ûsα(k)ûtβ(k

′)eik
′t

Nδk,−k′︷ ︸︸ ︷∑
T

e−i(k+k′)·T

=
1

2

∑
αβst,k


≡Φαβ

st (k)︷ ︸︸ ︷∑
t

Φ
αβ
st (t)e

−ikt

 ûsα(k)ûtβ(−k)

=
1

2

∑
αβst,k

Φ
αβ
st (k)ûsα(k)ûtβ(−k),

(A.58)

where we relabeled T − T′ = t, so that T′ = T − t, and Φ(k) is the Fourier
transform of the force constant matrix (not to be confused with the dynamical
matrix). All together, implies that the Hamiltonian (A.54) in reciprocal space
can be written in the simpler form

Ĥharm =
∑
sα,k

1

2Ms
P̂sα(−k)P̂sα(k) +

1

2

∑
αβst,k

Φ
αβ
st (k)ûsα(k)ûtβ(−k), (A.59)

which comes as result of the Bloch theorem. This, can be subsequently diago-
nalized by selecting the appropriate leather operators

ûsα(k) =
∑
ν

1√
2Msων(k)

ϵνsα(k)
(
b̂ν(k) + b̂†ν(−k)

)
, (A.60)

P̂sα(k) = −
∑
ν

√
Msων(k)

2
ϵνsα(k)

(
b̂ν(k) − b̂†ν(−k)

)
, (A.61)

with the usual commutation relations

[b̂νq, b̂†ν′q′] = δνν′δqq′ , [b̂νq, b̂ν′q′] = 0, [b̂†νq, b̂†ν′q′] = 0. (A.62)

Then by plugging this relations into Ĥharm one gets

Ĥharm = Û0 +
∑
νk

ων(k)
(
1

2
+ b̂†νkb̂νk

)
= Û0 +

∑
νk

ων(k)
(
1

2
+ n̂νk

)
, (A.63)

given that equation (A.47) holds for the dynamical matrix Dαβst (k) defined as

D
αβ
st (k) ≡

Φ
αβ
st (k)√
MsMt

. (A.64)

[ June 12, 2024 at 15:59 – classicthesis version 4.2 ]



B
A D D I T I O N A L R E S U LT S

b.1 wilson loops for the 11 buckled honeycomb phases

The eleven possible phases for the BHL in Table 4.2 were realized within the
analytical model by giving appropriate values to the 14 independent coupling
constants (a1,b1,h1, e1,a2,b2, e2,g2,d2,h2,a3,b3, e3,h3) defined in Appendix
4.3.2 . This enables obtaining a numerical result for the phonon spectra at any
point without the need for interpolation. The resulting phonon bands were
checked for stability (absence of imaginary frequencies) and the existence of
gaps separating the isolated subsets over the whole Brillouin zone, not just
along the represented path Γ − K −M − Γ . The phonon bands and Wilson
loops are given in Figs. B.1-B.11, while the windings of the different subsets
have been summarized in TABLE 4.3.

Figure B.1: Phase 1 with Winding 1 in the green subset.
a1 = −1; e1 = −0.6; b1 = 0.3; h1 = 0.8; a2 = −0.06;
b2 = 0.02; e2 = −0.06; g2 = 0.06; d2 = 0.04; h2 = 0.04;
a3 = −0.1; b3 = 0.1; e3 = −0.1; h3 = 0.1.
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Figure B.2: Phase 2 with Winding 2 in the green subset.
a1 = −1; e1 = −0.5; b1 = 0.2; h1 = 0.2; a2 = 0.06.;
b2 = 0.06; e2 = −0.3; g2 = 0.2; d2 = 0.2; h2 = −0.3;
a3 = −1.4; b3 = 0.3; e3 = −0.8; h3 = 0.4.

Figure B.3: Phase 3 with Winding 1 in the red subset.
a1 = −1; e1 = −2; b1 = 1.12; h1 = 0.4; a2 = −0.2;
b2 = −0.48; e2 = 0; g2 = 0; d2 = −0.4; h2 = −0.12;
a3 = −0.4; b3 = 0; e3 = 0; h3 = 0.04.
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Figure B.4: Phase 4 with Winding 2 in red and blue subsets.
a1 = −1; e1 = −1.6; b1 = 0.4; h1 = 1.6; a2 = −0.12;
b2 = 0.2; e2 = 0.2; g2 = −0.4; d2 = −0.2; h2 = −0.6;
a3 = −1.6; b3 = 2; e3 = −2.8; h3 = −0.4.

Figure B.5: Phase 5 with Winding 2 in the red subset.
a1 = −1; e1 = −1; b1 = 0.2; h1 = 0.6; a2 = 0;
b2 = 0.06; e2 = −0.36; g2 = 0.4; d2 = 0.2; h2 = −0.3;
a3 = −1.4; b3 = 0.5; e3 = −1; h3 = 0.5.
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Figure B.6: Phase 6 without any winding.
a1 = −1; e1 = −0.6; b1 = 0.4; h1 = 0.3; a2 = −0.2;
b2 = 0.04; e2 = 0.04; g2 = 0.04; d2 = 0.04; h2 = 0.04;
a3 = 0.; b3 = 0.04; e3 = −0.04; h3 = 0.04.

Figure B.7: Phase 7 without any winding.
a1 = −1; e1 = −2; b1 = 1.12; h1 = 0.2; a2 = −0.4;
b2 = −0.48; e2 = 0; g2 = −0.4; d2 = −0.4; h2 = −0.12;
a3 = −0.4; b3 = −0.4; e3 = 0; h3 = 0.08.
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Figure B.8: Phase 8 with Winding 1 in the red subset.
a1 = −1; e1 = −0.9; b1 = −0.04; h1 = 0.6; a2 = 0.02;
b2 = 0.02; e2 = 0.02; g2 = 0.02; d2 = 0.02; h2 = 0.02;
a3 = 0.02; b3 = 0.02; e3 = 0.02; h3 = 0.02.

Figure B.9: Phase 9 with Winding 2 in the red subset.
a1 = −1; e1 = −0.5; b1 = 0.2; h1 = 0.8; a2 = 0.06;
b2 = 0.1; e2 = −0.3; g2 = 0; d2 = −0.1; h2 = −0.3;
a3 = −1; b3 = −0.3; e3 = −0.8; h3 = 0.4.

[ June 12, 2024 at 15:59 – classicthesis version 4.2 ]



B.2 results for AgTl, Br2 C3 Si, MoS2 , P2 Sn2 and Sn low symmetry phases 154

Figure B.10: Phase 10 with Winding 1 in the red subset.
a1 = −1; e1 = −0.8; b1 = −0.04; h1 = 0.6; a2 = 0.02;
b2 = 0.02; e2 = −0.02; g2 = −0.02; d2 = −0.2; h2 = 0.02;
a3 = −0.02; b3 = −0.02; e3 = −0.02; h3 = −0.1.

Figure B.11: Phase 11 with Winding 2 in red and blue subsets.
a1 = −1; e1 = −0.5; b1 = 0.2; h1 = −0.2; a2 = 0.06;
b2 = 0.1; e2 = −0.3; g2 = 0; d2 = −0.6; h2 = −0.3;
a3 = −1; b3 = 0; e3 = −0.6; h3 = 0.04.

b.2 results for AgTl, Br2 C3 Si, MoS2 , P2 Sn2 and Sn low symmetry

phases

In Chapter 5, we started by studying five possible candidates for two-dimensional
materials with a CDW that could lead to a topologically non-trivial metal-
insulator phase transition. For all the candidates, we first relaxed the struc-
tures according the most unstable modes in the harmonic phonon spectra
provided by the database [143] (see Fig. 5.1). Then, we performed a band struc-
ture calculation and analyzed the stability by computing the phonon spectra
of the low symmetry phase. The possible low-symmetry structures for AgTl,
Br2C3Si, MoS2, P2Sn2 and Sn are analyzed in figures B.12, B.13, B.14, B.15 and
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B.16 respectively. In all cases, each of the phonon and electronic spectra are
titled with the k-point and irreducible representation of the phonon mode
driving the phase transition, as well as the resulting space group.

Figure B.12: Band structures and phonon spectra of AgTl low symmetry phases.
a,b,c. Represent the band structures of the three possible low symmetry
phases AgTl. d,e,f. Show the corresponding phonon spectra, all of them
presenting instabilities.

Figure B.13: Band structures and phonon spectra of Br2C3Si low symmetry phases.
a,b. Show the electronic and phonon spectra respectively. The phonon
spectra is still unstable with an instability at the M point.
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Figure B.14: Band structures and phonon spectra of MoS2 low symmetry phases.
a,b. Show the electronic and phonon spectra respectively. The phonon
spectra is still highly unstable across the hole Brillouin zone.

Figure B.15: Band structures and phonon spectra of P2Sn2 low symmetry phases.
a,b. The electronic and phonon spectra of the structure resulting from
the condensation of the M mode. c,d. The electronic and phonon spectra
of the structure resulting from the condensation of the K mode. In both
cases, the phonon spectra point to the stability of both low-symmetry
phases.
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Figure B.16: Band structures and phonon spectra of Sn low symmetry phases. a,b.
Show the electronic and phonon spectra respectively. While the phonon
spectra points to the stability of the low-symmetry phase, the electronic
spectrum shows that we did not achieve the desired metal-insulator tran-
sition.

b.3 crystal structures for Sn4 P3 , SnP and Sn2 P

Table B.1 presents the Sn4P3 structure obtained from x-ray measurements,
alongside the corresponding theoretical prediction. On the other hand, Ta-
ble B.2 provides the theoretical predictions for the structural parameters of
the individual layers comprising Sn4P3, namely SnP and Sn2P. Additionally,
the table also includes the CDW structures SnP-(K/M/Γ ) resulting from the
SnP monolayer.

Sn4P3 SG R3m (No. 166)

Lattice parameter (Å) theory experiment

a = b 4.003 3.971
c 35.798 35.397

atom Wyckoff pos. ϵ theory ϵ experiment

P
3a

(0, 0, 0)

P
6c

(0, 0,±ϵ)
0.42873 0.42915

Sn
6c

(0, 0,±ϵ)
0.13339 0.13406

Sn
6c

(0, 0,±ϵ)
0.28966 0.28943

Table B.1: Experimental x-ray measurements and theoretical prediction of the Sn4P3

crystal structure.
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SnP Monolayer SG P3m1 (No. 164)

a = b = 3.905 Å c = 13.941 Å

atom Wyckoff pos. x y z

P 2c 0 0 0.18102
Sn 2d 1/3 2/3 0.09356

SnP-K Monolayer SG P31m (No. 162)

a = b = 6.779 Å c = 25.157 Å

atom Wyckoff pos. x y z

P 2e 0 0 0.08316
P 4h 1/3 2/3 0.10945

Sn 6k 0.3700138 0 0.05352

SnP-M Monolayer SG P2/m (No. 13)

β = 0 a = 25.157 Å b = 3.914 Å c = 6.779 Å

atom Wyckoff pos. x y z

P 4g 0.10091 0.18215 0.28476
Sn 4g 0.05363 0.67507 0.45998

SnP-Γ Monolayer SG P3m1 (No. 164)

a = b = 3.960 Å c = 25.157 Å

atom Wyckoff pos. x y z

P 2d 1/3 2/3 0.10334
Sn 2c 0 0 0.05726

Sn2P Monolayer SG P3m1 (No. 164)

a = b = 3.684 Å c = 16.000 Å

atom Wyckoff pos. x y z

P 1a 0 0 0

Sn 2d 1/3 2/3 0.10903

Table B.2: Calculated lattice parameters and atomic coordinates of all the studied
monolayers. SnP and Sn2P are the two monolayers that originally form
Sn4P3. SnP-(K/M/Γ ) are the resulting CDW structures after the condensa-
tion of the (K/M/Γ ) unstable phonons of the SnP monolayer.
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