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11 ABSTRACT 

12 Concerning the building environment HVAC facilities, even if a great effort has been made 

13 in developing components and systems with high nominal efficiencies, less attention has 

14 been paid to the problem of system maintenance.

15 The main objective of the thermoeconomic diagnosis is to detect possible anomalies and 

16 their location inside a component of the energy system. The second objective, and indeed 

17 the one to be achieved in this paper, is indicated as inverse problem. It is associated with 

18 the quantification of the effects of anomalies in terms of thermoeconomic quantities. Its 

19 rigorous application in building thermal installations has some difficulties relating to the 

20 strong interrelation between the different components and the fact that energy supply 

21 facilities are continuously changing with time.

22 The way to deal with dynamic circumstances is thoroughly explored in this article.

23 Likewise, this paper’s main goal is to demonstrate an application of two thermoeconomic 

24 diagnosis methodologies in the building sector, one based on the malfunction and 

25 dysfunction analysis and the other one based on the characteristic curves of the 

26 components. The results obtained allow us to point out the advantages and limitations of 

27 both methodologies as well as to combine them and then develop a more reliable 

28 diagnosis.
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32 Highlights: ♦ Detailed dynamic thermoeconomic diagnosis in buildings energy supply 

33 system is made ♦ A new way for fault detection and their effects quantification is 

34 developed ♦ Two thermoeconomic diagnosis methods are applied ♦ Characteristic curves 

35 and MF and DF methods are shown to be complementary ♦ Diagnosis of a multi-fault 

36 heating and DHW facility is performed.

37 1. INTRODUCCTION

38 In recent years, the construction sector has been in the spotlight of policies focusing on the 

39 reduction of primary energy consumption and also oriented in the downsizing of  𝐶𝑂2

40 emissions. It is estimated that heating, ventilation and air conditioning (HVAC) systems 

41 consume about 50% of the total energy used in buildings worldwide. Then by properly 

42 operating the HVAC systems, considerable energy savings can be achieved [1].

43 However, it is not only a matter of designing and sizing the higher performance thermal 

44 systems, optimizing its costs and trying to design them for the minimum environmental 

45 impact, since  its maintenance should also be taken into consideration. 

46 Systems are often poorly maintained and experience dramatic degradation of performance 

47 due to aging and the presence of malfunctions or faults [2]. Those anomalies do not cause 

48 the unit to stop functioning, but they do produce degradation in plant performance that 

49 could be the beginning of undesirable induced effects which can seriously damage the 

50 nominal operational condition of the facility. 

51 Thermoeconomic diagnosis is focused on discovering reductions in system efficiency, the 

52 detection of possible anomalies, the identification of the components where these 

53 anomalies have occurred and their quantification [3]. This paper compares two 

54 thermoeconomic methodologies in the diagnosis of a heating and DHW supply system, one 
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55 based on the malfunction and dysfunction method [4] and the other one based on the 

56 characteristic curves [5] of the components. 

57 The paper is organized in 6 different sections as follows: after the introductory first 

58 section, Section 2 presents the main ideas and sums up the malfunction and dysfunction 

59 diagnosis formulas based on the productive structure of the system. In addition, 

60 drawbacks of this method are also exposed. Another diagnosis perspective, driven by 

61 characteristic curves, is introduced in Section 3 along with the generic formulas. The case 

62 study where both diagnosis methodologies are implemented is defined in Section 4. The 

63 application of both methods of diagnosis and the numerical results obtained are covered 

64 in Section 5. Finally, the main contributions of the paper and the discussions on the results 

65 are summarized in Section 6.

MATRICIAL NOMENCLATURE

      Generic  vector of X variable𝐗                (nx1)
      Diagonal matrix of X vector  𝐗𝐃             (nxn)
      Reference condition of generic X vector 𝐗𝟎             (nx1)
       Variation of generic X vector between two conditions∆𝐗           (nx1)  
       Transposed of generic X vector 𝐭𝐗           (1xn)
   Unitary vector𝐮                  (nx1)  

  generic value of X for the 1st and 2nd diagnosis calculation 𝑋1𝑠𝑡
,𝑋2𝑛𝑑

     (1x1)

MF & DF ANALISYS

       Component Product vector  𝐏                (nx1) 
   (nx1) Final product vector𝐏𝐒                   
    (nx1) Unit exergy consumption vector 𝚱                   
     Vector of the marginal exergy consumptions related to the external resources   𝛋𝟎                 (nx1)
     Matrix of the marginal exergy consumptions , 〈𝐊𝐏〉            (nxn) κij
 atrix irreversibility extended operator  | �𝐈⟩�                   (nxn) M
         esource consumption in real and reference operating conditions FT,F0

T     (1x1) R
 Malfunction vector𝐌𝐅                  (nx1) 
  Dysfunction vector 𝐃𝐅                   (nx1)
  Components of the Dysfunction matrix 𝐷𝐹𝑖𝑗                 ( ‒ )

CHARACTERISTIC CURVES

                  Generic term for characteristic curves representation𝜋       (1x1)
                 ubset of generic independent variables 𝜉       (1x1) S
                  Specific term for characteristic curves applicationκ       (1x1)
                  Subset of specific thermal independent variables 𝜏       (1x1) 
            Induced unit exergy consumption of the component𝜅 0

𝑖,𝑖𝑛𝑑       (1x1) 𝑖𝑡ℎ

         Induced malfunction of the  component MFi,ind      (1x1) 𝑖𝑡ℎ

         Intrinsic malfunction of the component MFi,int      (1x1) 𝑖𝑡ℎ

          Fuel impact saving between two diagnosis stages Δ𝐹𝑠𝑎𝑣𝑒      (1x1)
Figure 1: Nomenclature and brief description of symbols grouped according to their purpose
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66 2. THERMOECONOMIC DIAGNOSIS. MF & DF ANALYSIS

67 General Characteristics

68 Thermoeconomics relates the thermodynamic parameters with the economic ones based 

69 on the idea that exergy is the unique parameter which rationally determines the cost of 

70 the fluxes; this is due to the fact that exergy takes into account the quality of energy and 

71 the irreversible nature of energy conversions [6]. 

72 Beyond that, thermoeconomic analysis is based on the productive structure [7] of the 

73 plant where the interactions between components are identified according to their 

74 functional relationships. The exergy flows related to the component resources are labelled 

75 as Fuel, F, whereas those associated with the desired output are known as Product, P, 

76 which meanwhile, can be fuel from other components and sometimes from wastes or 

77 residues. Components are described by their specific exergy consumptions which refer to 

78 the amount of resources needed to produce a unit of product, and this parameter being 

79 one of the key variables for diagnosis purposes.

80 Thermoeconomic diagnosis is difficult to apply in building HVAC systems, precisely 

81 because:  

82  It should be noted that exergy is always evaluated with respect to a reference 

83 environment, dead state. Exergy methods applied in buildings might seem 

84 cumbersome or complex to some people, since not only is a dead state difficult to 

85 define but it also changes dynamically over time, and the results might seem 

86 difficult to interpret and understand [8].

87  The definition of productive structure may well lead to controversy [9] due to the 

88 dynamic behaviour of thermal installations in buildings. The same system can have 

89 more than one productive structure depending upon the switching on and 

90 switching off of the components. Likewise, the performance of any component, in 

91 fact, is heavily influenced by all other components because of the system 
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92 balancing; then, the effects of any anomaly will propagate to the whole plant, due 

93 to the complex relationships.

94  The most challenging enforcement of thermoeconomic diagnosis is to resolve the 

95 direct problem, which consists of detecting a possible anomaly and its location. It 

96 is a difficult task and the reliability of its results has not yet been proven [10]. For 

97 the moment, only the inverse problem of diagnosis has been solved, i.e., under the 

98 knowledge of specific anomalies in different components, the procedure involves 

99 quantifying the effects of those anomalies in terms of thermoeconomic quantities, 

100 such as fuel impact and malfunctions.

101

102 Nevertheless, several thermoeconomic diagnoses have been published during the last 

103 years, although most of them are applied to industry. Verda and his co-workers applied a 

104 zooming strategy in a combined cycle in order to first locate the macro-component where 

105 the anomaly occurs [9], [11]. Besides that, this same author also developed a methodology 

106 in which the effects of the control system are filtered [12]. Mendes et al [13] analysed the 

107 influence of two different mono-fault cases implemented in a vapour compression 

108 refrigeration system, whereas Shi et al [14] discussed the fuel impact that results from  

109 malfunctions that occur when two LP heaters are out of service in a 1000 MW supercritical 

110 power plant. Piacentino and Talamo [15] proposed an improved thermoeconomic 

111 diagnosis method and applied it in a 120 kW air conditioning system and these same 

112 authors [16] made a critical analysis on the capabilities and the limits of thermoeconomic 

113 diagnosis in a multiple simultaneous faults air-cooled air conditioning system. Finally, it is 

114 worth highlighting the study where the effects produced by a mono-fault located on the 

115 radiators system of a DHW and heating demand facility is addressed [10].

116  Malfunction and Dysfunction Analysis

117 As a brief summary, the diagnosis method is based on the comparison between the real 

118 (malfunctioning) and reference (without anomalies) operating conditions. Different 
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119 indicators can be used to quantify the effects of malfunctions [17]. The additional fuel 

120 consumption , or fuel impact [18], is the difference between the resource consumption ∆𝐹𝑇

121 of the plant in operation and in the reference condition:

122                                                                          1)∆𝐹𝑇 = 𝐹𝑇 ‒ 𝐹0
𝑇

123 From that representation, the fuel impact formula can be extended and related to every 

124 component as the sum of malfunctions , dysfunctions  and the final product 𝑀𝐹𝑖 𝐷𝐹𝑖

125 variation :𝛥𝑃𝑠𝑖

126                                                  2)  𝛥𝐹𝑇 = 𝐭𝐮·[𝐌𝐅 + 𝐃𝐅 + 𝚫𝐏𝐒]
127
128 Malfunction in  component, , occurs due to an increase of the unit exergy 𝑖𝑡ℎ 𝑀𝐹𝑖

129 consumption  in the component itself; and  is the variation of the component 𝛥ĸ𝑖 𝐷𝐹𝑖 𝑖𝑡ℎ 

130 production induced by intrinsic malfunctions in other components. So dysfunctions are 

131 not related to a variation of the component efficiency, i.e. they can occur in components 

132 whose exergy efficiencies have maintained constant. They are defined as follows [10]:

133                                                                        3)𝐌𝐅 = 𝚫𝚱𝐃·𝐏𝟎

134                                                               4)𝐃𝐅 = (𝚱𝐃 ‒ 𝐔𝐃)·𝚫𝐏

135 As it will be explained later on, eq(3) and eq(4) can be estimated independently at the 

136 component level; this is to say, without considering the relationships between the 

137 elements inside the system. 

138 Nevertheless, in addition to this representation, as the distribution of the resources 

139 throughout the plant and the interconnections among subsystems are defined by the 

140 productive structure, MF and DF analysis can be  understood as follows [10]:

141                                                    5)𝐭𝐌𝐅 = 𝐭𝚫𝛋𝟎·𝐏𝟎
𝐃 + 𝐭𝐮·(𝚫〈𝐊𝐏〉·𝐏𝟎

𝐃)
142                                                      6)𝐃𝐅 = | �𝐈⟩�·𝚫𝐏𝐬 + (| �𝐈⟩�·𝚫〈𝐊𝐏〉·𝐏𝟎

𝐃)·𝐮

143 were  contains the variation of the marginal exergy consumption associated with the 𝛥𝜅0

144 external resources; and   refers to the variation of the marginal exergy consumption 𝛥〈𝐾𝑃〉 

145 of each component (i.e.  accounts the portion of j total resources coming from i product ∆𝜅𝑖𝑗
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146 for the obtainment of a unit of j product), whereas  refers to the irreversibility extended | �𝐈⟩�

147 matrix operator [19]. 

148 In this way, by interpreting the dysfunction matrix , the induced dysfunction can be 𝐃𝐅

149 related to the malfunction that generates it and to that fostered by . That is to say,  𝚫𝐏𝐬 𝐷𝐹𝑖𝑗

150 picks out the dysfunction part of i caused by a malfunction in j and  reflects the 𝐷𝐹𝑖0

151 induced consumption variation boosted by the final product variation. 

152 If the reader wants to delve more deeply into diagnosis roots and its mathematical 

153 development, the paper [19] together with [10] illustrate the direct way to achieve that 

154 aim. 

155 Shortcomings of this method

156 Although this formula seems very attractive, the contributions given by the malfunction 

157 terms should not be confused with the effects due to the intrinsic malfunctions, since the 

158 variations of unit exergy consumption can be caused by induced perturbations as well; or 

159 similarly stated, the term  does not only represent the consumption variation Δ𝜅𝑖 = ∑𝑗Δ𝜅𝑖𝑗

160 due to an intrinsic anomaly in the  component but it is also owed to the effects 𝑖𝑡ℎ

161 prompted by other components anomalies. Consequently, the contributions given by the 

162 terms DF represent only a part of the overall induced effects [17].

163 Henceforth, induced effects must be detected for a proper study. These effects take place 

164 when a component without anomalies works at a non-reference operating condition.

165 According to [20], malfunctions can be categorized as either internal or external and then 

166 distributed in some subcategories. In Figure 2 each type is labelled and shortly explained. 

External

Internal
◾ Ambient Conditions

◾ Fuel Quality

◾ Control System

◾ Induced

◾Intrinsic

Variation of the ambient conditions (T, P, humidity) 

Variation of fuel quality (LHV, HHV, composition)

Control system intervention (deviations in intensive and extensive properties)

Anomalies generated by the dependence of the comp. behaviour on 
the behaviour of other comp.

Presence of anomalies

Figure 2: Malfunction Classification
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167 Because different malfunctions take place during a faulty operating condition, and in order 

168 to make a reliable diagnosis, the influence of induced effects should be distinguished from 

169 the intrinsic ones: 

170  External effects are easily avoided by imposing the same ambient conditions and 

171 same fuel quality in both the faulty and reference operating condition.

172  Control system intervention imposes some barriers to the malfunction 

173 propagation which can also be prevented. The effect of an anomaly in a component 

174 generally induces a variation in the thermodynamic properties of the downstream 

175 flows, but the control system, commanded by some restrictions, acts with the aim 

176 of adapting to the new circumstances [12]. This control effect should be filtered to 

177 properly compare reference and real faulty operating conditions so that both cases 

178 have an equivalent behaviour. An artificial condition is obtained by restoring the 

179 same reference regulation condition in the faulty one, known as free condition, 

180 which should be virtually determined, as is described in [10].

181  The main difficulty of this task is the presence of induced malfunctions, which 

182 appear because unit exergy consumptions are not true independent variables. 

183 Some components may present a reduced efficiency, although they are not sources 

184 of operating anomalies, due to non-flat efficiency curves. In Lazzaretto and co-

185 workers opinion [17], a rigorous mathematical approach based on the true 

186 independent variables of the system is therefore required.

187 As the malfunction and dysfunction analysis does not discriminate between intrinsic and 

188 induced malfunctions, it cannot be considered a fully reliable approach. This methodology 

189 is effective in the evaluation of the malfunction effects but not in identifying the sources of 

190 anomalies. 
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191 3. THERMOECONOMIC DIAGNOSIS. CHARACTERISTIC 
192 CURVES

193 General Characteristics 

194 Regarding the objective of searching a rigorous mathematical approach to distinguish 

195 induced effects from intrinsic ones, some authors have developed different theories based 

196 directly on the thermodynamic description of the model. For instance, Uson and Valero 

197 [21] provide a systematic numerical decomposition of malfunctions and malfunction costs 

198 into intrinsic and induced effects relying on thermodynamic restrictions of the problem, 

199 but unfortunately, it is not a direct procedure. Xu and al. [22], however, based their study 

200 on a new indicator proposed by Toffolo and Lazzaretto [23] which accords to the 

201 availability of component characteristic curves in the reference operating conditions. 

202 The characteristic curves of a  component consist of a set of relationships expressing a 𝑖𝑡ℎ

203 thermodynamic quantity  that characterizes the component behaviour as a function of  𝜋𝑖

204 some variables  involved in the component operation. The generic characteristic curve 𝜉𝑖

205 associated with the reference operating condition takes the form of eq(7) and a specific 

206 working point (R)  inside that curve is represented by eq(8):

207                                                                            7)𝜋0
𝑖 = 𝑓0(𝜉0

𝑖) 
208                                                                          8)𝜋0,𝑅

𝑖 = 𝑓0(𝜉0,𝑅
𝑖 ) 

209 The selected thermodynamic parameter representing the component  can be different 𝜋𝑖

210 depending on the chosen criteria. Toffolo and Lazzaretto [23] recommend component 

211 irreversibility because then the indicator takes a strictly positive value in case there is a 

212 presence of anomalies. Nevertheless, in order to make a direct comparison with the 

213 previous diagnosis method, the dependent thermodynamic quantity  to express will be the  

214 component unit exergy consumption, .  The variables  chosen for these curves are the 𝜅𝑖 𝜉𝑖

215 mass flow rates, temperatures and pressures, designated as . Hence, the appearance of 𝜏𝑖
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216 the generic characteristic curve used for reference condition eq(9) and its specific working 

217 point (R), eq(10), are: 

218                                                                      9)𝜅0
𝑖 = 𝑓0(𝜏0

𝑖)
219                                                                10)𝜅0,𝑅

𝑖 = 𝑓0(𝜏0,𝑅
𝑖 )

220 Let us now assume that because the induced effects are transferred downstream, the  𝜏0,𝑅
𝑖

221 values change according to the physical constraints imposed by the component 

222 characteristic to . Therefore, the component will be working in a new operating 𝜏0,𝐴
𝑖

223 condition point, A, but still, the point will belong to the reference condition characteristic 

224 curve, :𝑓0

225                                                                    11)𝜅0,𝐴
𝑖 = 𝑓0(𝜏0,𝐴

𝑖 )

226 Moreover, let us consider a new situation where the component contains an anomaly, 

227 which means the presence of an intrinsic malfunction. In this case again, the component 

228 will be in a different working point, B, with different independent variable values, . But 𝜏𝐵
𝑖

229 nonetheless, since the  component contains a fault, the characteristic curve connected to 𝑖𝑡ℎ

230 faulty condition  would be different from the reference one, : 𝑓 𝑓0

231                                                                    12)𝜅𝐵
𝑖 = 𝑓(𝜏𝐵

𝑖 )
232

233 Characteristic Curves Application

234 This study needs to be individually implemented in each component. As said above, the 

235 generic  component would have two values for its unit exergy consumption, one 𝑖𝑡ℎ

236 associated with the reference condition , and the other one with the faulty operating ĸ0
𝑖

237 condition .ĸ𝑖

238
239 According to what was previously explained, even if the component does not contain any 

240 anomaly, the independent thermal variables in reference condition  would be different 𝜏0,𝑅
𝑖

241 from those on faulty operating condition , due to induced effects. If the  component 𝜏𝐵
𝑖 𝑖𝑡ℎ

242 contains a fault, the characteristic curve connected to faulty condition  would be different 𝑓
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243 from reference curve . In that case, a new unit exergy consumption value can be 𝑓0

244 calculated eq(13); this is mathematically obtained by inserting the values of the 

245 independent variables of faulty operating conditions in the reference characteristic curve. 

246                                                                   13)𝜅 0
𝑖,𝑖𝑛𝑑 = 𝑓0(𝜏𝑜,𝐴

𝑖 )

247 Figure 3 depicts the three cases.

248 As a result, the increase of the unit exergy consumption, , can be divided into induced 𝛥ĸ𝑖

249 and intrinsic unit exergy consumption variation, ,  , as follows:𝛥ĸ𝑖,𝑖𝑛𝑑 𝛥ĸ𝑖,𝑖𝑛𝑡

250                                                               14)𝛥ĸ𝑖,𝑖𝑛𝑑 = 𝜅0
𝑖,(𝜏𝐴

𝑖 ) ‒ 𝜅0
𝑖(𝜏𝑅

𝑖 )
251                                                               15)𝛥𝜅𝑖,𝑖𝑛𝑡 = 𝜅𝑖(𝜏𝐵

𝑖 ) ‒ 𝜅0
𝑖(𝜏𝐴

𝑖 )
252
253 Consequently, according to eq(3) the malfunction of each component can be expressed as 

254 the sum of intrinsic and induced malfunctions:

255                                 16)𝑀𝐹𝑖 = 𝑀𝐹𝑖,𝑖𝑛𝑡 + 𝑀𝐹𝑖,𝑖𝑛𝑑 = 𝛥ĸ𝑖,𝑖𝑛𝑡·𝑃
0
𝑖 + 𝛥ĸ𝑖,𝑖𝑛𝑑·𝑃0

𝑖

256 This formulation allows calculating individually the effects that anomalies produce in 

257 every component depending on the thermodynamic independent variables. 

258 A generic procedure is therefore established to locate the origin of system intrinsic and 

259 induced malfunctions from the analysis of the faulty operating conditions, where the only 

260 possible source of uncertainty is the inaccuracy in the reconstruction of component 

261 characteristic curves, due to the required amount of data.

𝝉𝒊

ĸ𝒊

𝜏𝐵
𝑖 ≡ 𝜏0,𝐴

𝑖𝜏0,𝑅
𝑖

ĸ 0,𝐴
𝑖,𝑖𝑛𝑑

ĸ𝐵
𝑖

ĸ0,𝑅
𝑖

∆ĸ𝑖

Figure 3: Unit exergy consumption in reference and operating

ĸ𝑖 = 𝑓(𝜏𝑖)

ĸ0
𝑖 = 𝑓0(𝜏0

𝑖)
∆ĸ𝑖,𝑖𝑛𝑡

∆ĸ𝑖,𝑖𝑛𝑑

𝑩

𝑨
𝑹
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262 Revision of both Methodologies

263 Both techniques of thermoeconomic diagnosis give different essential information:

264  Malfunction and dysfunction diagnosis procedure uses the Fuel-Product 

265 productive structure in order to relate each component inputs and outputs to the 

266 rest of the subsystems. It does not differentiate between intrinsic and induced 

267 malfunction but, the dysfunctions provoked by  belonging to a malfunction in  𝑗 𝑖

268 can be estimated, as well as those generated due to the final production variations. 

269 Likewise, the way that the whole plant efficiency changes when the efficiency of 

270 any component varies can also be easily calculated. Moreover, as the productive 

271 structure is also used for cost accounting, either the exergetic cost or the economic 

272 cost of every flow and of the overall system can be assessed as well [19], in 

273 addition to the cost impact generated by the anomalies [10].

274  Characteristic curves change the perspective and refer to the components 

275 individually. This method enables researchers to distinguish between the induced 

276 and intrinsic malfunctions in every component by considering the actual links 

277 among the thermodynamic variables (pressure, temperature mass flows and 

278 composition) and the exergy unitary consumptions.

279 Combination of both methodologies . Fault detection approach

280 Supposing that more than one intrinsic malfunction has taken place in the system, the MF 

281 and DF diagnosis is not able to furnish any information about the incidence of each one on 

282 the total fuel impact, since the irreversibility variation causes a different fuel impact 

283 depending on the position of the component where the fault has occurred. 

284 When various anomalies appear in the system, each anomaly would induce effects in the 

285  component with the anomaly itself, varying its  (intrinsic malfunction) and in the 𝑗𝑡ℎ ∆𝜅𝑗,𝑖𝑛𝑡

286 rest of  components varying both the unit exergy consumption,  (induced 𝑖𝑡ℎ ∆𝜅𝑖,𝑖𝑛𝑑

287 malfunctions), and the local production,  (dysfunctions). The objective is to distinguish Δ𝑃𝑖
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288 between the  and   produced by each anomaly so the extra consumption can be ∆𝜅𝑖,𝑖𝑛𝑑 Δ𝑃𝑖

289 attributed to the  malfunctioning component which has generated them. Thanks to the 𝑗𝑡ℎ

290 MF and DF diagnosis, this last extra consumption provoked by  related to the  𝑗 Δ𝑃𝑖

291 variation is accounted for through , but further information is needed for accounting 𝐷𝐹𝑖𝑗

292 the remaining induced malfunction effects. 

293 Consequently, if the information acquired by this diagnosis is complemented with the 

294 characteristic curves analysis, the subsystem with higher intrinsic malfunction can be 

295 recognized and identified as the faultiest component. However, even now, the extra 

296 consumption caused by  cannot be attributed to any component, nor can the one ∆𝜅𝑖,𝑖𝑛𝑑

297 belonging to the final production variation , because this analysis is individually Δ𝑃𝑠

298 performed and the induced effects could have been caused by more than one different 

299 component.

300 Notwithstanding these barriers, thanks to characteristic curves analysis, the component 

301 identified as the faultiest one (let’s say  component) can be virtually erased and a second 𝑗

302 diagnosis study can be executed. In this way, the decrease of the fuel impact accounted 

303 from the first study,  , to the next one , , would express the savings gained when ΔF1𝑠𝑡 
𝑇 ΔF2𝑛𝑑 

𝑇

304 the anomaly in  is repaired:𝑗

305                                                          17)Δ𝐹𝑠𝑎𝑣𝑒 = ΔF1𝑠𝑡 
𝑇 ‒ ΔF2𝑛𝑑 

𝑇

306 In the same way, that  would correspond to the sum of the intrinsic malfunctions inΔ𝐹𝑠𝑎𝑣𝑒

307   and its induced effects calculated in the first study  plus the  𝑗 (𝑀𝐹 1𝑠𝑡
𝑗,𝑖𝑛𝑡) (∑

𝑖𝐷𝐹1𝑠𝑡
𝑖𝑗 + ∑

𝑖𝑀𝐹 1𝑠𝑡
𝑖𝑗,𝑖𝑛𝑑)

308 final production variation  and the dysfunction it generates between both (∆Δ𝑃1𝑠𝑡,2nd
𝑠 )

309 situations :(Δ𝐷𝐹1𝑠𝑡,2nd
0 )

310          18)Δ𝐹𝑠𝑎𝑣𝑒 = [𝑀𝐹 1𝑠𝑡
𝑗,𝑖𝑛𝑡 + ∑

𝑖𝐷𝐹1𝑠𝑡
𝑖𝑗 + ∑

𝑖𝑀𝐹 1𝑠𝑡
𝑖𝑗,𝑖𝑛𝑑] + [(𝐷𝐹1𝑠𝑡

𝑜 ‒ 𝐷𝐹2𝑛𝑑
0 ) + (Δ𝑃1𝑠𝑡

𝑠 ‒ Δ𝑃2𝑛𝑑
𝑠 )]
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311 As ,  and ,  are calculated through one of the above 𝑀𝐹 1𝑠𝑡
𝑗,𝑖𝑛𝑡 ∑𝑖𝐷𝐹1𝑠𝑡

𝑖𝑗 𝐷𝐹1𝑠𝑡,2𝑛𝑑
0 ∆𝑃1𝑠𝑡,2𝑛𝑑

𝑠

312 methodologies,  can be easily obtained with a simple subtraction. ∑𝑖𝑀𝐹 1𝑠𝑡
𝑖𝑗,𝑖𝑛𝑑

313 If this is repeated as many times, or steps, as intrinsic malfunctions exist, the diagnosis 

314 inverse problem is solved. Figure 4 outlines the methodology routine.

315

316

317 4. DYNAMIC CASE STUDY

318 Preliminary work

319 The two diagnosis methods presented above will be applied in a heating and DHW plant in 

320 order to highlight its characteristics, compare both methodologies and complement them 

321 in a dynamic building environment. Let’s assume there is a multi-fault case where some 

322 anomalies are intentionally introduced.

𝒇𝒂𝒖𝒍𝒕 > 𝟏

 
 

𝐹 𝑡
𝑠𝑎𝑣𝑒

𝛥𝐹3𝑟𝑑 
𝑇

 

 ,𝑴𝑭 & 𝑫𝑭→𝐷𝐹1𝑠𝑡
𝑖𝑗 & 𝐷𝐹1𝑠𝑡

𝑜  ∆𝑃1𝑠𝑡
𝑠

Detection:    𝑪𝒉𝒂𝒓𝒂𝒄.𝑪→𝑗 𝑀𝐴𝑋
𝑓𝑎𝑢𝑙𝑡 𝑀𝐹 1𝑠𝑡

𝑗,𝑖𝑛𝑡

 

  𝟏𝒔𝒕 𝑺𝑻𝑬𝑷
Diagnosis

 erase 𝑗𝑓𝑎𝑢𝑙𝑡 

 
 𝛥𝐹1𝑠𝑡 

𝑇

𝐹 𝑗
𝑠𝑎𝑣𝑒

𝛥𝐹2𝑛𝑑 
𝑇

 
  ,𝑴𝑭 & 𝑫𝑭→𝐷𝐹2𝑛𝑑

𝑖𝑗 & 𝐷𝐹2𝑛𝑑
𝑜  ∆𝑃2𝑛𝑑

𝑠

Detection:    𝑪𝒉𝒂𝒓𝒂𝒄.𝑪→𝑡 𝑀𝐴𝑋
𝑓𝑎𝑢𝑙𝑡 𝑀𝐹2𝑛𝑑

𝑡,𝑖𝑛𝑡

  erase 𝑡𝑓𝑎𝑢𝑙𝑡 

 ,𝑴𝑭 & 𝑫𝑭→𝐷𝐹3𝑟𝑑
𝑖𝑗 & 𝐷𝐹3𝑟𝑑

𝑜  ∆𝑃3𝑟𝑑
𝑠

Detection:    𝑪𝒉𝒂𝒓𝒂𝒄.𝑪→𝑣 𝑀𝐴𝑋
𝑓𝑎𝑢𝑙𝑡 𝑀𝐹 3𝑟𝑑

𝑣,𝑖𝑛𝑡

 

  𝟐𝒏𝒅 𝑺𝑻𝑬𝑷
Diagnosis

𝒇𝒂𝒖𝒍𝒕 ‒ 𝒚 > 𝟏

  𝟑𝒓𝒅𝑺𝑻𝑬𝑷
Diagnosis

𝒇𝒂𝒖𝒍𝒕 ‒ 𝒚 ‒ 𝒕 > 𝟏

 

 … 

=0𝛥𝐹𝑛𝑡ℎ 
𝑇

 

 

… … 

No fault, 𝑂𝑃𝐸𝑅𝐴𝑇𝐼𝑂𝑁 ≡ 𝑅𝐸𝐹𝐸𝑅𝐸𝑁𝐶𝐸  𝒏𝒕𝒉 𝑺𝑻𝑬𝑷
Diagnosis

Figure 4: Diagnosis methodology through the combination of MF&DF study and characteristic curves
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323 First of all, it is recommended to highlight that research on building thermal facilities 

324 implies dynamic studies according to the changing behaviour of the variables such as 

325 climate, user demand and so on, which directly interferes in the start-up and shutdowns of 

326 the elements integrated in the installation. On the other hand, as diagnosis involves the 

327 comparison between two operating conditions, dynamic simulation of the faulty (with 

328 anomalies) and the reference conditions needs to be done, while in both the heating and 

329 the DHW demand should be kept the same.

330 As previously stated, the ambient conditions during the heating season coincide in both 

331 simulations, as well as the fuel quality and composition; the control system intervention 

332 effect is avoided through the free condition obtainment which is fully explained in [10]. 

333 Because of the free condition achievement and due to the arguments displayed in [10], a 

334 DHW production output variation would inevitably exist , being indeed ∆∆𝑃𝑠𝐷𝐻𝑊
≠ 0

335 .𝑃𝑠𝐷𝐻𝑊
< 0

336 The simulation is done with a 30s time-step and the reference operating condition data 

337 and free condition data (named as faulty condition) is extracted every hour during the 

338 heating season. So the dynamic study is represented as a set of hourly quasi-static states 

339 joined by one after the other. 

340 General description of the facility

341 The reference generic facility coincides with the one used in [10], where a full explanation 

342 of all components can be found; additionally, in this case, the pumps are considered in the 

343 study. The system covers the heating and DHW demand of a 16 householder multi-family 

344 flat located in Bilbao (Spain), through a typical heating installation in the Basque Country 

345 [24]. 

346 As a general explanation, the energy supply system consists of a 28 kW natural gas boiler. 

347 Other components are a 35 litter hydraulic compensator, three way valves, a heat 

348 exchanger and a 1000 litter DHW storage tank, see Figure 5; the heating demand is 
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349 represented through the heat dissipation of a radiator system and a 3-way valve. The DHW 

350 is given by a DHW tank and a 3-way valve that ensures hot water at a constant 

351 temperature.

352 As extensively explained in [26], before any calculation a decision must be made with 

353 respect to whether the analysis of the components should be conducted using total exergy 

354 or separate forms of it (i.e. thermal, mechanical and chemical exergies). Even if splitting 

355 the exergy refines the accuracy, the computational efforts are much higher than the 

356 obtained improvements; the corrections are often marginal and they are not necessary for 

357 extracting the main conclusions from the exergoeconomic diagnosis evaluation. For that 

358 reason, the total exergy will be considered in the research.

359
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360 Overall a total of 13 components were listed and described in Table 1, and 28 flows were 

361 considered for the study, as seen in Figure 5. Different inputs coming from three external 

362 sources are noted: (1) natural gas ( ), (2) the contribution given by the hydraulic 𝐸20

363 compensator (∆ ) and the tank (∆ ), which are the difference between the initial and 𝐸25 𝐸21

364 final exergy those components have in the considered period, and (3) three inputs coming 

365 from the electrical grid, one for powering each pump ( , ). Those are represented 𝐸26,𝐸27 𝐸28

366 by green arrows whereas yellow arrows indicate the final products leaving the system, 

367 such as DHW ( ) and heating demand ( ).𝐸23 𝐸19

368

369 The various components appearing in the case study are simulated using simplified 

370 models available from the Trnsys v17 library. The control that turns on and deactivates 

371 the devices of the plant is insightfully detailed in [10].

372 Thermoeconomic Diagnosis

373 As mentioned, the dynamic simulation will provide the hourly data required for the 

374 calculation of every exergy flow  eq(20). Then, a thermodynamic diagnosis will be 𝐸𝑖

𝐸23

𝐸22

13

𝐸
24

12

Figure 5: Physical Structure of the facility
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375 completed hourly by eq(5) and eq(6) and afterwards, the malfunctions and dysfunctions 

376 accumulated at the end of the studied period will be calculated. Consequently, the fuel 

377 impact according to the incorporation of those anomalies is also quantified. 

378 The first and probably the most sensitive step for this analysis is defining the productive 

379 structure for each time-step following the pattern given in [19]. As previously remarked, 

380 the system dynamic behaviour interferes in the start-up and shutdowns of the 

381 components, so that the productive structure varies depending on the components which 

382 are turned on in that precise moment. Figure 6 illustrates two of the possible cases: case 1 

383 depicts the situation where only DHW demand is requested; case 2 shows the situation 

384 where only heating demand is claimed. Both cases are associated with two different 

385 productive structures.

Figure 6: Different operation situations related to different productive structures 

 𝑛 𝑂𝑛
𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡 = 8

 𝑚 𝑂𝑛
𝑓𝑙𝑜𝑤𝑠 = 13

 𝑠 𝑂𝑛
𝑜𝑢𝑡𝑝𝑢𝑡 = 1

 𝑛 𝑂𝑛
𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡 = 5

 𝑚 𝑂𝑛
𝑓𝑙𝑜𝑤𝑠 = 8

 𝑠 𝑂𝑛
𝑜𝑢𝑡𝑝𝑢𝑡 = 1

 CASE 2

 CASE 1
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 Table 1:  F/P Table and exergy unitary consumption of each subsystem

n COMPONENT 𝑭𝒊 𝑷𝒊 𝜿𝒊

① Cond. Boiler + Gen. Pump CB 𝐸20 𝐸1 ‒ 𝐸2 𝐸20/(𝐸1 ‒ 𝐸2)
② Compensator + Dist. Pump HC (𝐸1 ‒ 𝐸2) + ∆𝐸25 𝐸3 ‒ 𝐸4 [(𝐸1 ‒ 𝐸2) + ∆𝐸25]/(𝐸3 ‒ 𝐸4)
③ Heating & DHW Diverter D1 𝐸3 𝐸5 + 𝐸6 𝐸3/(𝐸5 + 𝐸6)
④ DHW 3-way valve V1 𝐸5 𝐸7 + 𝐸8 𝐸5/(𝐸7 + 𝐸8)
⑤ DHW Mixer M1 𝐸7 + 𝐸9 𝐸10 (𝐸7 + 𝐸9)/𝐸10

⑥ Heat Exchanger HX 𝐸8 ‒ 𝐸9 𝐸15 ‒ 𝐸16 (𝐸8 ‒ 𝐸9)/(𝐸15 ‒ 𝐸16)
⑦ Heating 3-way valve V2 𝐸6 𝐸12 + 𝐸13 /𝐸6 (𝐸12 + 𝐸13)
⑧ Heating & DHW Mixer M2 𝐸10 + 𝐸11 𝐸8 (𝐸10 + 𝐸11)/𝐸8

⑨ Heating Mixer M3 𝐸12 + 𝐸14 𝐸11 (𝐸12 + 𝐸14)/𝐸8

⑩ Radiators System RS 𝐸13 ‒ 𝐸14 𝐸19 (𝐸13 ‒ 𝐸14)/𝐸19

⑪ DHW Tank + Storg. Pump T (𝐸15 ‒ 𝐸16) + ∆𝐸21 𝐸18 ‒ 𝐸17 [(𝐸15 ‒ 𝐸16) + ∆𝐸21]/(𝐸18 ‒ 𝐸17)

⑫ DHW 3-way valve V3 𝐸18 + 𝐸24 𝐸23 (𝐸18 + 𝐸24)/𝐸23

⑬ DHW Diverter D2 𝐸22 𝐸17 + 𝐸24 𝐸22/(𝐸17 + 𝐸24)

386

387 Although all the components do not have to be simultaneously switched on, Table 1 

388 specifies F, P and κ for every component according to the nomenclature in Figure 5.

389

390 Characteristic curves Diagnosis

391 As previously pointed out, building facilities are strictly linked to dynamic fluctuations. At 

392 every time-step the thermodynamic variables τ change so the unit exergy consumption κ 

393 of every component also varies. This means that, in the same way as for the earlier 

394 method, the study should be repeated for each component individually for every hour 

395 during the whole heating season. Afterwards, as in the previous diagnosis, the cumulative 

396 values of malfunctions and dysfunctions drawn through this representation will be 

397 accounted for using eq(3) and eq(4).

398 As there are 13 components, at least 13 characteristic curves must be defined. The main 

399 goal is to define a curve which recreates the same component behaviour as the one in the 

400 previous diagnosis, which is based on the Trnsys v17 algorithm. For that purpose, the 

401 Trnsys component mathematical reference guidebook [25] together with its Fortran 
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402 programming have been analysed. In such way, the independent variables  and physical 𝜏𝑖

403 specific characteristics of every component have been considered. As an example,  here 

404 there is an explanation as to how   to calculate the heat exchanger characteristic curve:

405 One needs to bear in mind the definition of its unit exergy consumption, which is written 

406 in Table 1:

407                                                                     19)𝜅6 =
𝐸8 ‒ 𝐸9

𝐸15 ‒ 𝐸16

408 The formula for the generic physical  water exergy flow is expressed as follows:𝑖

409                                             20)𝐸𝑖 = 𝑐𝑃·𝑚·𝑇𝑖 ‒ 𝑇0 ‒ 𝑇0·𝑙𝑛(𝑇𝑖

𝑇0)
410 were  is the fluid specific heat,  is the mass flow rate and  refers to the ambient 𝑐𝑝 𝑚 𝑇0

411 temperature.

412 The independent variables  and physical characteristics chosen for the heat exchanger 𝜏6

413 are the primary and secondary inlet temperatures ( ) (which are likewise outputs of 𝑇8,𝑇16

414 V1 and T), the mass flow rates ( ), the ambient temperature ( ) and the overall 𝑚𝑝𝑟𝑖𝑚,𝑚𝑠𝑒𝑐 𝑇0

415 heat transfer coefficient . So that ( ) output temperatures depend on those 𝑈𝐴 𝑇9,𝑇15

416 variables.

417 In order to calculate them, the Trnsys heat exchanger algorithm relies on the effectiveness 

418 approach: the model starts determining whether the primary or the secondary side is the 

419 minimum capacitance side: 

420                                                             21)𝐶𝑝𝑟𝑖𝑚 = 𝑐𝑃·𝑚𝑝𝑟𝑖𝑚
421                                                               22)𝐶𝑠𝑒𝑐 = 𝑐𝑃·𝑚𝑠𝑒𝑐
422                                                      23)𝐶𝑚𝑎𝑥 = max (𝐶𝑝𝑟𝑖𝑚,𝐶𝑠𝑒𝑐)
423                                                       24)𝐶𝑚𝑖𝑛 = min (𝐶𝑝𝑟𝑖𝑚,𝐶𝑠𝑒𝑐)

424 After that, it calculates the effectiveness based upon the specified flow configuration and 

425 on :𝑈𝐴

426                                                       25)𝜀 =
1 ‒ 𝑒

( ‒
𝑈𝐴

𝐶𝑚𝑖𝑛
·(1 ‒

𝐶𝑚𝑖𝑛
𝐶𝑚𝑎𝑥))

1 ‒
𝐶𝑚𝑖𝑛

𝐶𝑚𝑎𝑥
·𝑒

( ‒
𝑈𝐴

𝐶𝑚𝑖𝑛
·(1 ‒

𝐶𝑚𝑖𝑛
𝐶𝑚𝑎𝑥))
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427 Following this trajectory, the heat exchanger outlet temperatures are computed, which 

428 would be at the same time the input parameters of M1 and T.

429                                                       26)𝑇9 = 𝑇8 ‒ 𝜀·( 𝐶𝑚𝑖𝑛

𝐶𝑝𝑟𝑖𝑚)·(𝑇8 ‒ 𝑇16)

430                                                     27)𝑇15 = 𝑇16 + 𝜀·(𝐶𝑚𝑖𝑛

𝐶𝑠𝑒𝑐)·(𝑇8 ‒ 𝑇16)
431
432 In this way  can be calculated and plotted. Figure 7 depicts the behaviour of  when one ĸ6 ĸ6

433 of its independent variables changes its value while the others remain constant.  

434 5. NUMERICAL EXAMPLE

435 The DHW and space heating energy demand are calculated in the same way as in [9] both 

436 accounting for the whole heating season comprising from the 1st of November until the 

437 30th of April. 

438 Multi-Faults

439 As any component can be chosen for containing the fault and the effects that it would 

440 produce depending on the location of that component, two faults are deliberately 

441 incorporated on the radiator system and heat exchanger by degrading some of their 

442 physical characteristics. An anomaly is set through a 10% reduction in the RS energy 

443 performance; and in HX the overall heat transfer coefficient is diminished 35%. The 

444 reference and operation condition simulation are independently undertaken. 

𝑇16[°𝐶] 𝑇0[°𝐶]

ĸ6 ĸ6ĸ6

𝑇8[°𝐶]

Figure 7: Heat exchanger characteristic curves related to the fluctuation of one independent variable

  ;      ;      ;     ;   𝑈𝐴 = 133888
𝑘𝐽

ℎ·𝐾 𝑚𝑝𝑟𝑖𝑚 =  1920
𝑘𝑔
ℎ 𝑚𝑠𝑒𝑐 = 1860

𝑘𝑔
ℎ 𝑇16 = 35°𝐶   ;  𝑇0 = 15°𝐶 𝑇8 = 75°𝐶
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445 Figure 8 depicts the reference and faulty operation characteristic curves of those 

446 components when one of their independent variables changes its value while the rest 

447 remain constant.

448 Simulation and a calculation of the exergy flows are performed hourly. For their 

449 calculation, hourly ambient conditions are taken as dead state so, dynamic values are 

450 regarded. Table 2 is afterwards built, where the accumulated exergy of every flow at the 

451 end of the simulation period for reference and faulty operating conditions can be seen. 

452 Thermoeconomic Diagnosis

453 At first, an hourly MF and DF diagnosis with two faults is carried out and the values 

454 obtained are accumulated later on, see Table 3. The first column identifies each 

455 component with its corresponding number. The second column contains the malfunction, 

456 , of every component, eq(5). The expanded dysfunction matrix comes next where the 𝑀𝐹𝑖

457 dysfunction according to the exergy consumption variation associated with the external 

[𝑮𝑱] 𝑬𝟏 𝑬𝟐 𝑬𝟑 𝑬𝟒 𝑬𝟓 𝑬𝟔 𝑬𝟕 𝑬𝟖 𝑬𝟗 𝑬𝟏𝟎 𝑬𝟏𝟏 𝑬𝟏𝟐 𝑬𝟏𝟑 𝑬𝟏𝟒

𝑹𝒆𝒇. 122.9 100.1 372.3 351.8 192.0 180.3 153.3 38.9 29.8 182.9 169.2 57.6 122.7 111.6
𝑭𝒂𝒖𝒍𝒕 122.9 99.2 369.8 348.4 190.7 179.1 151.9 38.8 29.8 181.7 166.7 57.7 121.4 109.2

Table 2: Accumulated exergy values for reference and faulty operating condition   [𝑮𝑱𝒆𝒙]

𝑬𝟏𝟓 𝑬𝟏𝟔 𝑬𝟏𝟕 𝑬𝟏𝟖 𝑬𝟏𝟗 𝑬𝟐𝟎 𝜟𝑬𝟐𝟏 𝑬𝟐𝟐 𝑬𝟐𝟑 𝑬𝟐𝟒 𝜟𝑬𝟐𝟓 𝑬𝟐𝟔 𝑬𝟐𝟕 𝑬𝟐𝟖

37.2 28.3 0.2 6.5 2.3 149.1 0.04 0.2 5.8 0.03 0.0 1.7 5.9 0.5
36.2 27.5 0.2 6.4 2.3 155.3 0.05 0.2 5.6 0.03 0.0 1.7 5.9 0.5

𝑇16[º𝐶]

ĸ6 ĸ10

𝑇13[º𝐶]

Figure 8: Characteristic curves of reference and faulty components
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𝐌𝐅 & 𝐷𝐹 𝟏𝒔𝒕 𝐃𝐈𝐀𝐆𝐍𝐎𝐒𝐈𝐒

𝐌𝐅𝟏𝒔𝒕
𝐃𝐅𝟏𝒔𝒕

𝟎 [𝐃𝐅𝟏𝒔𝒕] ∆𝐏𝟏𝒔𝒕
𝒔

① -1214 -1396 - 557 -24 - - 1255 - -486 - 6617 -34 -21 - -
② -450 -9 - - -80 - - -48 - 52 - 480 104 - - -
③ - - - - - - - - - - - - - - - -
④ - - - - - - - - - - - - - - - -
⑤ - - - - - - - - - - - - - - - -
⑥ 206 -12 - - - - - - - - - - -10 - - -
⑦ - - - - - - - - - - - - - - - -
⑧ -136 -14 - - 87 - - 32 - -23 - -15 -25 - - -
⑨ - - - - - - - - - - - - - - - -
⑩ 1093 - - - - - - - - - - - - - - -
⑪ -40 -6 - - - - - - - - - - - - - -
⑫ -1 -15 - - - - - - - - - - - - - -129
⑬ - - - - - - - - - - - - - - - -

⓪ ① ② ③ ④ ⑤ ⑥ ⑦ ⑧ ⑨ ⑩ ⑪ ⑫ ⑬

Table 3: MF and DF tables extracted from diagnosis accumulation   [𝑴𝑱]

458 resources, , and the other components, , are reflected, eq(6). The last column 𝐷𝐹0 𝐷𝐹𝑖𝑗

459 corresponds to the final product variation, according to eq(2). 

460

461  As was predicted, the components with higher malfunctions are those containing 

462 the anomalies (components HX, and RS;  and  𝑀𝐹1𝑠𝑡
6 = 206 𝑀𝐽 𝑀𝐹1𝑠𝑡

10 = 1093 𝑀𝐽

463 repectively). However, these values are related to both intrinsic and induced 

464 malfunctions so no immediate conclusions can be extracted. 

465  This is also the reason why the other components exhibit non null values for the 

466 malfunctions ( ; ; ;  𝑀𝐹1𝑠𝑡
1 =‒ 1214 𝑀𝐽 𝑀𝐹1𝑠𝑡

2 =‒ 450 𝑀𝐽 𝑀𝐹1𝑠𝑡
8 =‒ 136 𝑀𝐽  𝑀𝐹1𝑠𝑡

11 =‒ 40 𝑀𝐽

467 and ) due to the propagation of induced effects throughout the  𝑀𝐹1𝑠𝑡
12 =‒ 1 𝑀𝐽

468 system which generates a . ∆ĸ𝑖 < 0

469  As justified in [10], since the free condition is imposed, the faults produce less final 

470 product variation,  . This fact influences each component’s performance ∆𝑃1𝑠𝑡
𝑠 < 0

471 inducing a negative  .∑𝑖𝐷𝐹1𝑠𝑡
𝑖,0 =‒ 1452 𝑀𝐽

472  Mostly all malfunctions generate a local output variation; therefore, a dysfunction 

473 is created. The  matrix element exhibits the dysfunction part of ?? caused by a 𝐷𝐹1𝑠𝑡
𝑖,𝑗
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𝐂𝐇𝐀𝐑𝐀𝐂𝐓𝐄𝐑𝐈𝐒𝐓𝐈𝐂 𝐂𝐔𝐑𝐕𝐄𝐒

𝐌𝐅𝟏𝒔𝒕
𝐢𝐧𝐭 𝐌𝐅𝟏𝒔𝒕

𝐢𝐧𝐝 𝐃𝐅𝟏𝒔𝒕

① CB - -1214 6467
② HC - -450 500
③ D1 - - -
④ V1 - - -
⑤ M1 - - -
⑥ HX 323 -117 -22
⑦ V2 - - -
⑧ M2 - -136 42
⑨ M3 - - -
⑩ RS 1212 -119 -
⑪ T - -40 -6
⑫ V3 - -1 -15
⑬ D2 - - -

Table 4: MF and DF first analysis step through characteristic curves

474 malfunction in ??. The effects are commonly suffered by the components located 

475 upstream of the anomalies. Consequently, CB is the one undergoing the highest 

476 dysfunctions (sum of the 1st line): 𝐷𝐹1𝑠𝑡
1 = 𝐷𝐹1𝑠𝑡

1,2 + 𝐷𝐹1𝑠𝑡
1,3 + 𝐷𝐹1𝑠𝑡

1,6 + 𝐷𝐹 1𝑠𝑡
1,10 + 𝐷𝐹 1𝑠𝑡

1,11 +

477 . 𝐷𝐹 1𝑠𝑡
1,12 = 7864 𝑀𝐽

478  Conversely, RS is the component inducing the greatest dysfunction (sum of the 10th 

479 column): .𝐷𝐹 1𝑠𝑡
1,10 + 𝐷𝐹 1𝑠𝑡

2,10 + 𝐷𝐹 1𝑠𝑡
6,10 + 𝐷𝐹 1𝑠𝑡

8,10 = 7082 𝑀𝐽

480  The dysfunctions generated by HX  are also noticeable, but do  (∑
𝑖𝐷𝐹1𝑠𝑡

𝑖,6 = 1239 𝑀𝐽)
481 not cause as much impact because they are located ahead in the supply chain. 

482  The existence of   is reflected in the last column.∆𝑃 1𝑠𝑡
𝑠𝐷𝐻𝑊

< 0

483  The sum of all components, according to eq(2), reflects the fuel impact related to 

484 the first diagnosis with three anomalies: .∆𝐹1𝑠𝑡
𝑇 = 6296 𝑀𝐽

485 Characteristic curves Diagnosis

486 Alternative analysis has been done considering the characteristic curves diagnosis 

487 methodology and has been applied hourly in every component. Subsequently, the values 

488 achieved as a result of the first analysis step are accumulated and depicted in Table 4. The 

489 column entitled as  contains the intrinsic malfunctions derived from anomalies, MF1𝑠𝑡
int

490 eq(16); the column  , alternatively , displays the induced malfunction due to the non-MF1𝑠𝑡
ind
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𝐂𝐇𝐀𝐑𝐀𝐂𝐓𝐄𝐑𝐈𝐒𝐓𝐈𝐂
 𝐂𝐔𝐑𝐕𝐄𝐒

𝐌𝐅 & 𝐷𝐹 
𝐃𝐈𝐀𝐆𝐍𝐎𝐒𝐈𝐒

𝐌𝐅𝟐𝒏𝒅
𝐢𝐧𝐭 𝐌𝐅𝟐𝒏𝒅

𝐢𝐧𝐝 𝐃𝐅𝟐𝒏𝒅
𝟎 𝐃𝐅𝟐𝒏𝒅

∆𝐏𝟐𝒏𝒅
𝒔

① CB - -2048 -754 2197 -
② HC - -143 1 82 -
③ D1 - - - - -
④ V1 - - - - -
⑤ M1 - - - - -
⑥ HX 317 -118 -6 -9 -
⑦ V2 - - - - -
⑧ M2 - -45 -11 59 -
⑨ M3 - - - - -
⑩ RS - 18 - - -
⑪ T - -33 -12 - -
⑫ V3 - -1 -10 - -76
⑬ D2 - - - - -

Table 5: MF, DF and ΔPs analysis in the second analysis step

491 flat efficiency curves, eq(15). The sum of both columns indicates the total malfunction for 

492 each component. The last column remarks the dysfunction values obtained by eq(5).

493  This procedure allows dividing and quantifying the induced malfunctions from the 

494 intrinsic ones. Henceforth, the results show clearly that the components with 

495 intrinsic malfunctions are  and ; therefore the (𝑀𝐹 1𝑠𝑡
6,𝑖𝑛𝑡 = 323 𝑀𝐽) (𝑀𝐹 1𝑠𝑡

10,𝑖𝑛𝑡 = 1212 𝑀𝐽)
496 components  are HX and RS respectively. 

497  Nevertheless, this methodology does not permit one to identify the source of every 

498 component dysfunction, but only to calculate the total dysfunction value. 𝐷𝐹1𝑠𝑡
𝑖

499 Combination of both methods 

500 As more than one intrinsic malfunction has taken place in the system, the subsystem with 

501 higher intrinsic malfunction can be recognized and identified as the faultiest component, 

502 in this case the RS. After erasing that anomaly, that is, restoring its reference energy 

503 performance, another simulation has been conducted in order to quantify the decrease of 

504 fuel impact accounted from the first study to the second one. In order to save space, the 

505  results of characteristic curves of the second analysis step are shown in Table 5, MF



26

506 together with the ,  and the final product vector taken from the other diagnosis DF DF0

507 analysis.

508  In this 2nd case, as the anomaly in RS is corrected, only HX has intrinsic 

509 malfunctions, where  outstands among all. Its value is slightly (𝑀𝐹 2𝑛𝑑
6,𝑖𝑛𝑡 = 317 𝑀𝐽)

510 different to the one in the first study, owing to the reparation of the faultiest 

511 component that varies the faulty thermodynamic operation conditions.

512    is again very remarkable. Indeed, as the fault is on the HX, the DHW final 𝐷𝐹2𝑛𝑑
𝑖,0

513 production is still lower than in the reference condition and that has an influence 

514 on the consumption reduction .(∑
𝑖𝐷𝐹2𝑛𝑑

𝑖,0 =‒ 792 𝑀𝐽)

515  In this case, as fewer anomalies are taken into account,  is closer to zero. ∆𝑃 2𝑛𝑑
𝑠𝐷𝐻𝑊

516  The fuel impact related to the second diagnosis with one anomaly is: ∆𝐹2𝑛𝑑
𝑇

517 .=‒ 590 𝑀𝐽

518 Therefore, it is in accordance with eq(17): .Δ𝐹𝑠𝑎𝑣𝑒 = 6886 𝑀𝐽

519 So that, regarding eq(18), the induced malfunction generated by the anomaly in RS is 

520 equal to: .∑
10𝑀𝐹 1𝑠𝑡

10𝑗,𝑖𝑛𝑑 =‒ 695 𝑀𝐽

521 General results are summarized in Table 6 where each column corresponds to one of the 

522 anomalies deliberately inserted in the study and the rows ,  and  MFint ∑MFind ∑DF

523 correspond to the intrinsic, induced malfunctions and dysfunctions the faulty components 

524 have in every study; the row +  indicates the effect the anomaly produces in the DF0 ∆Ps

525 final production variation and its consequences. Finally, the  outlines the fuel ∆Fanomaly

526 impact of each anomaly.

𝐃𝐅𝟎 𝐑𝐒'𝒂𝒏𝒐𝒎𝒂𝒍𝒚 𝐇𝐗'𝒂𝒏𝒐𝒎𝒂𝒍𝒚
𝐌𝐅𝐢𝐧𝐭 1212 317

∑𝐌𝐅𝐢𝐧𝐝 -695 -1270

∑𝐃𝐅     7082 1230

𝐃𝐅𝟎 + ∆𝐏𝐬 -714 -867

∆𝐅𝐚𝐧𝐨𝐦𝐚𝐥𝐲 6886 -590

Table 6: Diagnosis general results [MJ]
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527 In this way the weight of fuel impact on each anomalous component can be attributed:

528  The fault in RS generates an extra consumption of  where  are due 6886 𝑀𝐽 7599 𝑀𝐽

529 to the fault itself and the remaining  are owed to the final production ‒ 714 𝑀𝐽

530 decrease.

531  The fault in HX generates an extra consumption of  where  are due ‒ 590 𝑀𝐽 277 𝑀𝐽

532 to the fault itself and the remaining  are owed to the final production ‒ 867 𝑀𝐽

533 decrease.

534 6. CONCLUSIONS AND DISCUSSION

535 The principle goal of the thermodynamic diagnosis of a system is the detection of the 

536 arising anomalies, the identification of the causes and the quantification of the effects. 

537 Although diagnosis allows foreseeing possible breakdowns or preventing energy and 

538 economical extra charges, it has seldom been applied in building thermal facilities.

539 The main challenge of applying diagnoses to building thermal facilities is due to the need 

540 of the dynamic representation of the system. To do such type of analysis, hourly quasi-

541 static states are joined together in order to typify the variable behaviour. 

542 Henceforth, the productive structure of the system varies according to the component 

543 activation and deactivation. Besides the structure modifications, the independent 

544 variables of every component also change, so  varies in each time-step as well. Therefore, ĸ𝑖

545 the diagnosis methodologies should be calculated hourly and then the values obtained 

546 must be gathered until the end of the study period.

547 The malfunction and dysfunction method has been proved to be effective in evaluating 

548 malfunction effects, but appears to be ineffective in associating the extra consumption of 

549 the components with anomalies. In the case analysed in this paper, we conclude that it is 

550 not possible to signal the component where the intrinsic anomaly is present without a 

551 mathematical approach that separates it between intrinsic and malfunction analysis.
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552 Conversely characteristic curves diagnosis methodology allows one to account for each 

553 component’s intrinsic and induced malfunction on an individual basis. 

554 While conventional diagnosis is achieved through the whole system productive structure, 

555 characteristic curves analysis is performed in each component individually. 

556 The key finding is that neither of the methodologies is better than the other but they are 

557 complementary for a proper diagnosis. By means of the malfunction and dysfunction 

558 method, the fuel impact due to each malfunction can be accounted for and the one owing 

559 to the final production variation can be identified. Nonetheless, the method does not allow 

560 distinguishing between intrinsic and induced effects. On the contrary, the individual 

561 characteristic curves methodology allows us to differentiate them. By combining both 

562 theories, the fuel impact associated with each anomaly can be calculated through a 

563 reiterative diagnosis study.

564 Hence, the methodology allows studying components in a local way and learning how they 

565 affect globally. Hence, not only the efficiency degradation of the abnormal components are 

566 detected but also is accounted the extra fuel charge generated by each fault.

567 This theory is applied in a DHW and heating facility with two faults where RS is identified 

568 as the faultiest component. It provokes an overall extra consumption of  during the 6886 𝑀𝐽

569 heating period because of the incited effects on the others ( ), the effects prompted 6387 𝑀𝐽

570 in the component itself ( ) and that are generated by changing the final production 1212 𝑀𝐽

571 ( ). ‒ 714 𝑀𝐽
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11 ABSTRACT 

12 Concerning the building environment HVAC facilities, even if a great effort has been made 

13 in developing components and systems with high nominal efficiencies, less attention has 

14 been paid to the problem of system maintenance.

15 The main objective of the thermoeconomic diagnosis is to detect possible anomalies and 

16 their location inside a component of the energy system. The second objective, and indeed 

17 the one to be achieved in this paper, is indicated as inverse problem. It is associated with 

18 the quantification of the effects of anomalies in terms of thermoeconomic quantities. Its 

19 rigorous application in building thermal installations has some difficulties relating to the 

20 strong interrelation between the different components and the fact that energy supply 

21 facilities are continuously changing with time.

22 The way to deal with dynamic circumstances is thoroughly explored in this article.

23 Likewise, this paper’s main goal is to demonstrate an application of two thermoeconomic 

24 diagnosis methodologies in the building sector, one based on the malfunction and 

25 dysfunction analysis and the other one based on the characteristic curves of the 

26 components. The results obtained allow us to point out the advantages and limitations of 

27 both methodologies as well as to combine them and then develop a more reliable 

28 diagnosis.

29
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30 Keywords: Thermoeconomic diagnosis; Dynamic behaviour; Malfunction and Dysfunction; 

31 Characteristic curves; Multi-fault. 

32 Highlights: ♦ Detailed dynamic thermoeconomic diagnosis in buildings energy supply 

33 system is made ♦ A new way for fault detection and their effects quantification is 

34 developed ♦ Two thermoeconomic diagnosis methods are applied ♦ Characteristic curves 

35 and MF and DF methods are shown to be complementary ♦ Diagnosis of a multi-fault 

36 heating and DHW facility is performed.

37 1. INTRODUCCTION

38 In recent years, the construction sector has been in the spotlight of policies focusing on the 

39 reduction of primary energy consumption and also oriented in the downsizing of  𝐶𝑂2

40 emissions. It is estimated that heating, ventilation and air conditioning (HVAC) systems 

41 consume about 50% of the total energy used in buildings worldwide. Then by properly 

42 operating the HVAC systems, considerable energy savings can be achieved [1].

43 However, it is not only a matter of designing and sizing the higher performance thermal 

44 systems, optimizing its costs and trying to design them for the minimum environmental 

45 impact, since  its maintenance should also be taken into consideration. 

46 Systems are often poorly maintained and experience dramatic degradation of performance 

47 due to aging and the presence of malfunctions or faults [2]. Those anomalies do not cause 

48 the unit to stop functioning, but they do produce degradation in plant performance that 

49 could be the beginning of undesirable induced effects which can seriously damage the 

50 nominal operational condition of the facility. 

51 Thermoeconomic diagnosis is focused on discovering reductions in system efficiency, the 

52 detection of possible anomalies, the identification of the components where these 

53 anomalies have occurred and their quantification [3]. This paper compares two 

54 thermoeconomic methodologies in the diagnosis of a heating and DHW supply system, one 
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55 based on the malfunction and dysfunction method [4] and the other one based on the 

56 characteristic curves [5] of the components. 

57 The paper is organized in 6 different sections as follows: after the introductory first 

58 section, Section 2 presents the main ideas and sums up the malfunction and dysfunction 

59 diagnosis formulas based on the productive structure of the system. In addition, 

60 drawbacks of this method are also exposed. Another diagnosis perspective, driven by 

61 characteristic curves, is introduced in Section 3 along with the generic formulas. The case 

62 study where both diagnosis methodologies are implemented is defined in Section 4. The 

63 application of both methods of diagnosis and the numerical results obtained are covered 

64 in Section 5. Finally, the main contributions of the paper and the discussions on the results 

65 are summarized in Section 6.

MATRICIAL NOMENCLATURE

      Generic  vector of X variable𝐗                (nx1)
      Diagonal matrix of X vector  𝐗𝐃             (nxn)
      Reference condition of generic X vector 𝐗𝟎             (nx1)
       Variation of generic X vector between two conditions∆𝐗           (nx1)  
       Transposed of generic X vector 𝐭𝐗           (1xn)
   Unitary vector𝐮                  (nx1)  

  generic value of X for the 1st and 2nd diagnosis calculation 𝑋1𝑠𝑡
,𝑋2𝑛𝑑

     (1x1)

MF & DF ANALISYS

       Component Product vector  𝐏                (nx1) 
   (nx1) Final product vector𝐏𝐒                   
    (nx1) Unit exergy consumption vector 𝚱                   
     Vector of the marginal exergy consumptions related to the external resources   𝛋𝟎                 (nx1)
     Matrix of the marginal exergy consumptions , 〈𝐊𝐏〉            (nxn) κij
 atrix irreversibility extended operator  | �𝐈⟩�                   (nxn) M
         esource consumption in real and reference operating conditions FT,F0

T     (1x1) R
 Malfunction vector𝐌𝐅                  (nx1) 
  Dysfunction vector 𝐃𝐅                   (nx1)
  Components of the Dysfunction matrix 𝐷𝐹𝑖𝑗                 ( ‒ )

CHARACTERISTIC CURVES

                  Generic term for characteristic curves representation𝜋       (1x1)
                 ubset of generic independent variables 𝜉       (1x1) S
                  Specific term for characteristic curves applicationκ       (1x1)
                  Subset of specific thermal independent variables 𝜏       (1x1) 
            Induced unit exergy consumption of the component𝜅 0

𝑖,𝑖𝑛𝑑       (1x1) 𝑖𝑡ℎ

         Induced malfunction of the  component MFi,ind      (1x1) 𝑖𝑡ℎ

         Intrinsic malfunction of the component MFi,int      (1x1) 𝑖𝑡ℎ

          Fuel impact saving between two diagnosis stages Δ𝐹𝑠𝑎𝑣𝑒      (1x1)
Figure 1: Nomenclature and brief description of symbols grouped according to their purpose
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66 2. THERMOECONOMIC DIAGNOSIS. MF & DF ANALYSIS

67 General Characteristics

68 Thermoeconomics relates the thermodynamic parameters with the economic ones based 

69 on the idea that exergy is the unique parameter which rationally determines the cost of 

70 the fluxes; this is due to the fact that exergy takes into account the quality of energy and 

71 the irreversible nature of energy conversions [6]. 

72 Beyond that, thermoeconomic analysis is based on the productive structure [7] of the 

73 plant where the interactions between components are identified according to their 

74 functional relationships. The exergy flows related to the component resources are labelled 

75 as Fuel, F, whereas those associated with the desired output are known as Product, P, 

76 which meanwhile, can be fuel from other components and sometimes from wastes or 

77 residues. Components are described by their specific exergy consumptions which refer to 

78 the amount of resources needed to produce a unit of product, and this parameter being 

79 one of the key variables for diagnosis purposes.

80 Thermoeconomic diagnosis is difficult to apply in building HVAC systems, precisely 

81 because:  

82  It should be noted that exergy is always evaluated with respect to a reference 

83 environment, dead state. Exergy methods applied in buildings might seem 

84 cumbersome or complex to some people, since not only is a dead state difficult to 

85 define but it also changes dynamically over time, and the results might seem 

86 difficult to interpret and understand [8].

87  The definition of productive structure may well lead to controversy [9] due to the 

88 dynamic behaviour of thermal installations in buildings. The same system can have 

89 more than one productive structure depending upon the switching on and 

90 switching off of the components. Likewise, the performance of any component, in 

91 fact, is heavily influenced by all other components because of the system 
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92 balancing; then, the effects of any anomaly will propagate to the whole plant, due 

93 to the complex relationships.

94  The most challenging enforcement of thermoeconomic diagnosis is to resolve the 

95 direct problem, which consists of detecting a possible anomaly and its location. It 

96 is a difficult task and the reliability of its results has not yet been proven [10]. For 

97 the moment, only the inverse problem of diagnosis has been solved, i.e., under the 

98 knowledge of specific anomalies in different components, the procedure involves 

99 quantifying the effects of those anomalies in terms of thermoeconomic quantities, 

100 such as fuel impact and malfunctions.

101

102 Nevertheless, several thermoeconomic diagnoses have been published during the last 

103 years, although most of them are applied to industry. Verda and his co-workers applied a 

104 zooming strategy in a combined cycle in order to first locate the macro-component where 

105 the anomaly occurs [9], [11]. Besides that, this same author also developed a methodology 

106 in which the effects of the control system are filtered [12]. Mendes et al [13] analysed the 

107 influence of two different mono-fault cases implemented in a vapour compression 

108 refrigeration system, whereas Shi et al [14] discussed the fuel impact that results from  

109 malfunctions that occur when two LP heaters are out of service in a 1000 MW supercritical 

110 power plant. Piacentino and Talamo [15] proposed an improved thermoeconomic 

111 diagnosis method and applied it in a 120 kW air conditioning system and these same 

112 authors [16] made a critical analysis on the capabilities and the limits of thermoeconomic 

113 diagnosis in a multiple simultaneous faults air-cooled air conditioning system. Finally, it is 

114 worth highlighting the study where the effects produced by a mono-fault located on the 

115 radiators system of a DHW and heating demand facility is addressed [10].

116  Malfunction and Dysfunction Analysis

117 As a brief summary, the diagnosis method is based on the comparison between the real 

118 (malfunctioning) and reference (without anomalies) operating conditions. Different 
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119 indicators can be used to quantify the effects of malfunctions [17]. The additional fuel 

120 consumption , or fuel impact [18], is the difference between the resource consumption ∆𝐹𝑇

121 of the plant in operation and in the reference condition:

122                                                                          1)∆𝐹𝑇 = 𝐹𝑇 ‒ 𝐹0
𝑇

123 From that representation, the fuel impact formula can be extended and related to every 

124 component as the sum of malfunctions , dysfunctions  and the final product 𝑀𝐹𝑖 𝐷𝐹𝑖

125 variation :𝛥𝑃𝑠𝑖

126                                                  2)  𝛥𝐹𝑇 = 𝐭𝐮·[𝐌𝐅 + 𝐃𝐅 + 𝚫𝐏𝐒]
127
128 Malfunction in  component, , occurs due to an increase of the unit exergy 𝑖𝑡ℎ 𝑀𝐹𝑖

129 consumption  in the component itself; and  is the variation of the component 𝛥ĸ𝑖 𝐷𝐹𝑖 𝑖𝑡ℎ 

130 production induced by intrinsic malfunctions in other components. So dysfunctions are 

131 not related to a variation of the component efficiency, i.e. they can occur in components 

132 whose exergy efficiencies have maintained constant. They are defined as follows [10]:

133                                                                        3)𝐌𝐅 = 𝚫𝚱𝐃·𝐏𝟎

134                                                               4)𝐃𝐅 = (𝚱𝐃 ‒ 𝐔𝐃)·𝚫𝐏

135 As it will be explained later on, eq(3) and eq(4) can be estimated independently at the 

136 component level; this is to say, without considering the relationships between the 

137 elements inside the system. 

138 Nevertheless, in addition to this representation, as the distribution of the resources 

139 throughout the plant and the interconnections among subsystems are defined by the 

140 productive structure, MF and DF analysis can be  understood as follows [10]:

141                                                    5)𝐭𝐌𝐅 = 𝐭𝚫𝛋𝟎·𝐏𝟎
𝐃 + 𝐭𝐮·(𝚫〈𝐊𝐏〉·𝐏𝟎

𝐃)
142                                                      6)𝐃𝐅 = | �𝐈⟩�·𝚫𝐏𝐬 + (| �𝐈⟩�·𝚫〈𝐊𝐏〉·𝐏𝟎

𝐃)·𝐮

143 were  contains the variation of the marginal exergy consumption associated with the 𝛥𝜅0

144 external resources; and   refers to the variation of the marginal exergy consumption 𝛥〈𝐾𝑃〉 

145 of each component (i.e.  accounts the portion of j total resources coming from i product ∆𝜅𝑖𝑗
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146 for the obtainment of a unit of j product), whereas  refers to the irreversibility extended | �𝐈⟩�

147 matrix operator [19]. 

148 In this way, by interpreting the dysfunction matrix , the induced dysfunction can be 𝐃𝐅

149 related to the malfunction that generates it and to that fostered by . That is to say,  𝚫𝐏𝐬 𝐷𝐹𝑖𝑗

150 picks out the dysfunction part of icaused by a malfunction in j and  reflects the 𝐷𝐹𝑖0

151 induced consumption variation boosted by the final product variation. 

152 If the reader wants to delve more deeply into diagnosis roots and its mathematical 

153 development, the paper [19] together with [10] illustrate the direct way to achieve that 

154 aim. 

155 Shortcomings of this method

156 Although this formula seems very attractive, the contributions given by the malfunction 

157 terms should not be confused with the effects due to the intrinsic malfunctions, since the 

158 variations of unit exergy consumption can be caused by induced perturbations as well; or 

159 similarly stated, the term  does not only represent the consumption variation Δ𝜅𝑖 = ∑𝑗Δ𝜅𝑖𝑗

160 due to an intrinsic anomaly in the  component but it is also owed to the effects 𝑖𝑡ℎ

161 prompted by other components anomalies. Consequently, the contributions given by the 

162 terms DF represent only a part of the overall induced effects [17].

163 Henceforth, induced effects must be detected for a proper study. These effects take place 

164 when a component without anomalies works at a non-reference operating condition.

165 According to [20], malfunctions can be categorized as either internal or external and then 

166 distributed in some subcategories. In Figure 2 each type is labelled and shortly explained. 

EXTERNAL

INTERNAL
◾ Ambient Conditions

◾ Fuel Quality

◾ Control System

◾ Induced

◾Intrinsic

Variation of the ambient conditions (T, P, humidity) 

Variation of fuel quality (LHV, HHV, composition)

Control system intervention (deviations in intensive and extensive properties)

Anomalies generated by the dependence of the comp. behaviour on 
the behaviour of other comp.

Presence of anomalies

Figure 2: Malfunction Classification
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167 Because different malfunctions take place during a faulty operating condition, and in order 

168 to make a reliable diagnosis, the influence of induced effects should be distinguished from 

169 the intrinsic ones: 

170  External effects are easily avoided by imposing the same ambient conditions and 

171 same fuel quality in both the faulty and reference operating condition.

172  Control system intervention imposes some barriers to the malfunction 

173 propagation which can also be prevented. The effect of an anomaly in a component 

174 generally induces a variation in the thermodynamic properties of the downstream 

175 flows, but the control system, commanded by some restrictions, acts with the aim 

176 of adapting to the new circumstances [12]. This control effect should be filtered to 

177 properly compare reference and real faulty operating conditions so that both cases 

178 have an equivalent behaviour. An artificial condition is obtained by restoring the 

179 same reference regulation condition in the faulty one, known as free condition, 

180 which should be virtually determined, as is described in [10].

181  The main difficulty of this task is the presence of induced malfunctions, which 

182 appear because unit exergy consumptions are not true independent variables. 

183 Some components may present a reduced efficiency, although they are not sources 

184 of operating anomalies, due to non-flat efficiency curves. In Lazzaretto and co-

185 workers opinion [17], a rigorous mathematical approach based on the true 

186 independent variables of the system is therefore required.

187 As the malfunction and dysfunction analysis does not discriminate between intrinsic and 

188 induced malfunctions, it cannot be considered a fully reliable approach. This methodology 

189 is effective in the evaluation of the malfunction effects but not in identifying the sources of 

190 anomalies. 
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191 3. THERMOECONOMIC DIAGNOSIS. CHARACTERISTIC 
192 CURVES

193 General Characteristics 

194 Regarding the objective of searching a rigorous mathematical approach to distinguish 

195 induced effects from intrinsic ones, some authors have developed different theories based 

196 directly on the thermodynamic description of the model. For instance, Uson and Valero 

197 [21] provide a systematic numerical decomposition of malfunctions and malfunction costs 

198 into intrinsic and induced effects relying on thermodynamic restrictions of the problem, 

199 but unfortunately, it is not a direct procedure. Xu and al. [22], however, based their study 

200 on a new indicator proposed by Toffolo and Lazzaretto [23] which accords to the 

201 availability of component characteristic curves in the reference operating conditions. 

202 The characteristic curves of a  component consist of a set of relationships expressing a 𝑖𝑡ℎ

203 thermodynamic quantity  that characterizes the component behaviour as a function of  𝜋𝑖

204 some variables  involved in the component operation. The generic characteristic curve 𝜉𝑖

205 associated with the reference operating condition takes the form of eq(7) and a specific 

206 working point (R)  inside that curve is represented by eq(8):

207                                                                            7)𝜋0
𝑖 = 𝑓0(𝜉0

𝑖) 
208                                                                          8)𝜋0,𝑅

𝑖 = 𝑓0(𝜉0,𝑅
𝑖 ) 

209 The selected thermodynamic parameter representing the component  can be different 𝜋𝑖

210 depending on the chosen criteria. Toffolo and Lazzaretto [23] recommend component 

211 irreversibility because then the indicator takes a strictly positive value in case there is a 

212 presence of anomalies. Nevertheless, in order to make a direct comparison with the 

213 previous diagnosis method, the dependent thermodynamic quantity  to express will be the  

214 component unit exergy consumption, .  The variables  chosen for these curves are the 𝜅𝑖 𝜉𝑖

215 mass flow rates, temperatures and pressures, designated as . Hence, the appearance of 𝜏𝑖
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216 the generic characteristic curve used for reference condition eq(9) and its specific working 

217 point (R), eq(10), are: 

218                                                                      9)𝜅0
𝑖 = 𝑓0(𝜏0

𝑖)
219                                                                10)𝜅0,𝑅

𝑖 = 𝑓0(𝜏0,𝑅
𝑖 )

220 Let us now assume that because the induced effects are transferred downstream, the  𝜏0,𝑅
𝑖

221 values change according to the physical constraints imposed by the component 

222 characteristic to . Therefore, the component will be working in a new operating 𝜏0,𝐴
𝑖

223 condition point, A, but still, the point will belong to the reference condition characteristic 

224 curve, :𝑓0

225                                                                    11)𝜅0,𝐴
𝑖 = 𝑓0(𝜏0,𝐴

𝑖 )

226 Moreover, let us consider a new situation where the component contains an anomaly, 

227 which means the presence of an intrinsic malfunction. In this case again, the component 

228 will be in a different working point, B, with different independent variable values, . But 𝜏𝐵
𝑖

229 nonetheless, since the  component contains a fault, the characteristic curve connected to 𝑖𝑡ℎ

230 faulty condition  would be different from the reference one, : 𝑓 𝑓0

231                                                                    12)𝜅𝐵
𝑖 = 𝑓(𝜏𝐵

𝑖 )
232

233 Characteristic Curves Application

234 This study needs to be individually implemented in each component. As said above, the 

235 generic  component would have two values for its unit exergy consumption, one 𝑖𝑡ℎ

236 associated with the reference condition , and the other one with the faulty operating ĸ0
𝑖

237 condition .ĸ𝑖

238
239 According to what was previously explained, even if the component does not contain any 

240 anomaly, the independent thermal variables in reference condition  would be different 𝜏0,𝑅
𝑖

241 from those on faulty operating condition , due to induced effects. If the  component 𝜏𝐵
𝑖 𝑖𝑡ℎ

242 contains a fault, the characteristic curve connected to faulty condition  would be different 𝑓
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243 from reference curve . In that case, a new unit exergy consumption value can be 𝑓0

244 calculated eq(13); this is mathematically obtained by inserting the values of the 

245 independent variables of faulty operating conditions in the reference characteristic curve. 

246                                                                   13)𝜅 0
𝑖,𝑖𝑛𝑑 = 𝑓0(𝜏𝑜,𝐴

𝑖 )

247 Figure 3 depicts the three cases.

248 As a result, the increase of the unit exergy consumption, , can be divided into induced 𝛥ĸ𝑖

249 and intrinsic unit exergy consumption variation, ,  , as follows:𝛥ĸ𝑖,𝑖𝑛𝑑 𝛥ĸ𝑖,𝑖𝑛𝑡

250                                                               14)𝛥ĸ𝑖,𝑖𝑛𝑑 = 𝜅0
𝑖,(𝜏𝐴

𝑖 ) ‒ 𝜅0
𝑖(𝜏𝑅

𝑖 )
251                                                               15)𝛥𝜅𝑖,𝑖𝑛𝑡 = 𝜅𝑖(𝜏𝐵

𝑖 ) ‒ 𝜅0
𝑖(𝜏𝐴

𝑖 )
252
253 Consequently, according to eq(3) the malfunction of each component can be expressed as 

254 the sum of intrinsic and induced malfunctions:

255                                 16)𝑀𝐹𝑖 = 𝑀𝐹𝑖,𝑖𝑛𝑡 + 𝑀𝐹𝑖,𝑖𝑛𝑑 = 𝛥ĸ𝑖,𝑖𝑛𝑡·𝑃
0
𝑖 + 𝛥ĸ𝑖,𝑖𝑛𝑑·𝑃0

𝑖

256 This formulation allows calculating individually the effects that anomalies produce in 

257 every component depending on the thermodynamic independent variables. 

258 A generic procedure is therefore established to locate the origin of system intrinsic and 

259 induced malfunctions from the analysis of the faulty operating conditions, where the only 

260 possible source of uncertainty is the inaccuracy in the reconstruction of component 

261 characteristic curves, due to the required amount of data.

𝝉𝒊

ĸ𝒊

𝜏𝐵
𝑖 ≡ 𝜏0,𝐴

𝑖𝜏0,𝑅
𝑖

ĸ 0,𝐴
𝑖,𝑖𝑛𝑑

ĸ𝐵
𝑖

ĸ0,𝑅
𝑖

∆ĸ𝑖

Figure 3: Unit exergy consumption in reference and operating

ĸ𝑖 = 𝑓(𝜏𝑖)

ĸ0
𝑖 = 𝑓0(𝜏0

𝑖)
∆ĸ𝑖,𝑖𝑛𝑡

∆ĸ𝑖,𝑖𝑛𝑑

𝑩

𝑨
𝑹
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262 Revision of both Methodologies

263 Both techniques of thermoeconomic diagnosis give different essential information:

264  Malfunction and dysfunction diagnosis procedure uses the Fuel-Product 

265 productive structure in order to relate each component inputs and outputs to the 

266 rest of the subsystems. It does not differentiate between intrinsic and induced 

267 malfunction but, the dysfunctions provoked by  belonging to a malfunction in  𝑗 𝑖

268 can be estimated, as well as those generated due to the final production variations. 

269 Likewise, the way that the whole plant efficiency changes when the efficiency of 

270 any component varies can also be easily calculated. Moreover, as the productive 

271 structure is also used for cost accounting, either the exergetic cost or the economic 

272 cost of every flow and of the overall system can be assessed as well [19], in 

273 addition to the cost impact generated by the anomalies [10].

274  Characteristic curves change the perspective and refer to the components 

275 individually. This method enables researchers to distinguish between the induced 

276 and intrinsic malfunctions in every component by considering the actual links 

277 among the thermodynamic variables (pressure, temperature mass flows and 

278 composition) and the exergy unitary consumptions.

279 Combination of both methodologies . Fault detection approach

280 Supposing that more than one intrinsic malfunction has taken place in the system, the MF 

281 and DF diagnosis is not able to furnish any information about the incidence of each one on 

282 the total fuel impact, since the irreversibility variation causes a different fuel impact 

283 depending on the position of the component where the fault has occurred. 

284 When various anomalies appear in the system, each anomaly would induce effects in the 

285  component with the anomaly itself, varying its  (intrinsic malfunction) and in the 𝑗𝑡ℎ ∆𝜅𝑗,𝑖𝑛𝑡

286 rest of  components varying both the unit exergy consumption,  (induced 𝑖𝑡ℎ ∆𝜅𝑖,𝑖𝑛𝑑

287 malfunctions), and the local production,  (dysfunctions). The objective is to distinguish Δ𝑃𝑖
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288 between the  and   produced by each anomaly so the extra consumption can be ∆𝜅𝑖,𝑖𝑛𝑑 Δ𝑃𝑖

289 attributed to the  malfunctioning component which has generated them. Thanks to the 𝑗𝑡ℎ

290 MF and DF diagnosis, this last extra consumption provoked by  related to the  𝑗 Δ𝑃𝑖

291 variation is accounted for through , but further information is needed for accounting 𝐷𝐹𝑖𝑗

292 the remaining induced malfunction effects. 

293 Consequently, if the information acquired by this diagnosis is complemented with the 

294 characteristic curves analysis, the subsystem with higher intrinsic malfunction can be 

295 recognized and identified as the faultiest component. However, even now, the extra 

296 consumption caused by  cannot be attributed to any component, nor can the one ∆𝜅𝑖,𝑖𝑛𝑑

297 belonging to the final production variation , because this analysis is individually Δ𝑃𝑠

298 performed and the induced effects could have been caused by more than one different 

299 component.

300 Notwithstanding these barriers, thanks to characteristic curves analysis, the component 

301 identified as the faultiest one (let’s say  component) can be virtually erased and a second 𝑗

302 diagnosis study can be executed. In this way, the decrease of the fuel impact accounted 

303 from the first study,  , to the next one , , would express the savings gained when ΔF1𝑠𝑡 
𝑇 ΔF2𝑛𝑑 

𝑇

304 the anomaly in  is repaired:𝑗

305                                                          17)Δ𝐹𝑠𝑎𝑣𝑒 = ΔF1𝑠𝑡 
𝑇 ‒ ΔF2𝑛𝑑 

𝑇

306 In the same way, that  would correspond to the sum of the intrinsic malfunctions inΔ𝐹𝑠𝑎𝑣𝑒

307   and its induced effects calculated in the first study  plus the  𝑗 (𝑀𝐹 1𝑠𝑡
𝑗,𝑖𝑛𝑡) (∑

𝑖𝐷𝐹1𝑠𝑡
𝑖𝑗 + ∑

𝑖𝑀𝐹 1𝑠𝑡
𝑖𝑗,𝑖𝑛𝑑)

308 final production variation  and the dysfunction it generates between both (∆Δ𝑃1𝑠𝑡,2nd
𝑠 )

309 situations :(Δ𝐷𝐹1𝑠𝑡,2nd
0 )

310          18)Δ𝐹𝑠𝑎𝑣𝑒 = [𝑀𝐹 1𝑠𝑡
𝑗,𝑖𝑛𝑡 + ∑

𝑖𝐷𝐹1𝑠𝑡
𝑖𝑗 + ∑

𝑖𝑀𝐹 1𝑠𝑡
𝑖𝑗,𝑖𝑛𝑑] + [(𝐷𝐹1𝑠𝑡

𝑜 ‒ 𝐷𝐹2𝑛𝑑
0 ) + (Δ𝑃1𝑠𝑡

𝑠 ‒ Δ𝑃2𝑛𝑑
𝑠 )]
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311 As ,  and ,  are calculated through one of the above 𝑀𝐹 1𝑠𝑡
𝑗,𝑖𝑛𝑡 ∑𝑖𝐷𝐹1𝑠𝑡

𝑖𝑗 𝐷𝐹1𝑠𝑡,2𝑛𝑑
0 ∆𝑃1𝑠𝑡,2𝑛𝑑

𝑠

312 methodologies,  can be easily obtained with a simple subtraction. ∑𝑖𝑀𝐹 1𝑠𝑡
𝑖𝑗,𝑖𝑛𝑑

313 If this is repeated as many times, or steps, as intrinsic malfunctions exist, the diagnosis 

314 inverse problem is solved. Figure 4 outlines the methodology routine.

315

316

317 4. DYNAMIC CASE STUDY

318 Preliminary work

319 The two diagnosis methods presented above will be applied in a heating and DHW plant in 

320 order to highlight its characteristics, compare both methodologies and complement them 

321 in a dynamic building environment. Let’s assume there is a multi-fault case where some 

322 anomalies are intentionally introduced.

𝒇𝒂𝒖𝒍𝒕 > 𝟏
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Figure 4: Diagnosis methodology through the combination of MF&DF study and characteristic curves
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323 First of all, it is recommended to highlight that research on building thermal facilities 

324 implies dynamic studies according to the changing behaviour of the variables such as 

325 climate, user demand and so on, which directly interferes in the start-up and shutdowns of 

326 the elements integrated in the installation. On the other hand, as diagnosis involves the 

327 comparison between two operating conditions, dynamic simulation of the faulty (with 

328 anomalies) and the reference conditions needs to be done, while in both the heating and 

329 the DHW demand should be kept the same.

330 As previously stated, the ambient conditions during the heating season coincide in both 

331 simulations, as well as the fuel quality and composition; the control system intervention 

332 effect is avoided through the free condition obtainment which is fully explained in [10]. 

333 Because of the free condition achievement and due to the arguments displayed in [10], a 

334 DHW production output variation would inevitably exist , being indeed ∆∆𝑃𝑠𝐷𝐻𝑊
≠ 0

335 .𝑃𝑠𝐷𝐻𝑊
< 0

336 The simulation is done with a 30s time-step and the reference operating condition data 

337 and free condition data (named as faulty condition) is extracted every hour during the 

338 heating season. So the dynamic study is represented as a set of hourly quasi-static states 

339 joined by one after the other. 

340 General description of the facility

341 The reference generic facility coincides with the one used in [10], where a full explanation 

342 of all components can be found; additionally, in this case, the pumps are considered in the 

343 study. The system covers the heating and DHW demand of a 16 householder multi-family 

344 flat located in Bilbao (Spain), through a typical heating installation in the Basque Country 

345 [24]. 

346 As a general explanation, the energy supply system consists of a 28 kW natural gas boiler. 

347 Other components are a 35 litter hydraulic compensator, three way valves, a heat 

348 exchanger and a 1000 litter DHW storage tank, see Figure 5; the heating demand is 
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349 represented through the heat dissipation of a radiator system and a 3-way valve. The DHW 

350 is given by a DHW tank and a 3-way valve that ensures hot water at a constant 

351 temperature.

352 As extensively explained in [26], before any calculation a decision must be made with 

353 respect to whether the analysis of the components should be conducted using total exergy 

354 or separate forms of it (i.e. thermal, mechanical and chemical exergies). Even if splitting 

355 the exergy refines the accuracy, the computational efforts are much higher than the 

356 obtained improvements; the corrections are often marginal and they are not necessary for 

357 extracting the main conclusions from the exergoeconomic diagnosis evaluation. For that 

358 reason, the total exergy will be considered in the research.

359
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360 Overall a total of 13 components were listed and described in Table 1, and 28 flows were 

361 considered for the study, as seen in Figure 5. Different inputs coming from three external 

362 sources are noted: (1) natural gas ( ), (2) the contribution given by the hydraulic 𝐸20

363 compensator (∆ ) and the tank (∆ ), which are the difference between the initial and 𝐸25 𝐸21

364 final exergy those components have in the considered period, and (3) three inputs coming 

365 from the electrical grid, one for powering each pump ( , ). Those are represented 𝐸26,𝐸27 𝐸28

366 by green arrows whereas yellow arrows indicate the final products leaving the system, 

367 such as DHW ( ) and heating demand ( ).𝐸23 𝐸19

368

369 The various components appearing in the case study are simulated using simplified 

370 models available from the Trnsys v17 library. The control that turns on and deactivates 

371 the devices of the plant is insightfully detailed in [10].

372 Thermoeconomic Diagnosis

373 As mentioned, the dynamic simulation will provide the hourly data required for the 

374 calculation of every exergy flow  eq(20). Then, a thermodynamic diagnosis will be 𝐸𝑖

𝐸23

𝐸22

13

𝐸
24

12

Figure 5: Physical Structure of the facility
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375 completed hourly by eq(5) and eq(6) and afterwards, the malfunctions and dysfunctions 

376 accumulated at the end of the studied period will be calculated. Consequently, the fuel 

377 impact according to the incorporation of those anomalies is also quantified. 

378 The first and probably the most sensitive step for this analysis is defining the productive 

379 structure for each time-step following the pattern given in [19]. As previously remarked, 

380 the system dynamic behaviour interferes in the start-up and shutdowns of the 

381 components, so that the productive structure varies depending on the components which 

382 are turned on in that precise moment. Figure 6 illustrates two of the possible cases: case 1 

383 depicts the situation where only DHW demand is requested; case 2 shows the situation 

384 where only heating demand is claimed. Both cases are associated with two different 

385 productive structures.

Figure 6: Different operation situations related to different productive structures 

 𝑛 𝑂𝑛
𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡 = 8

 𝑚 𝑂𝑛
𝑓𝑙𝑜𝑤𝑠 = 13

 𝑠 𝑂𝑛
𝑜𝑢𝑡𝑝𝑢𝑡 = 1

 𝑛 𝑂𝑛
𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡 = 5

 𝑚 𝑂𝑛
𝑓𝑙𝑜𝑤𝑠 = 8

 𝑠 𝑂𝑛
𝑜𝑢𝑡𝑝𝑢𝑡 = 1

 CASE 2

 CASE 1
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 Table 1:  F/P Table and exergy unitary consumption of each subsystem

n COMPONENT 𝑭𝒊 𝑷𝒊 𝜿𝒊

① Cond. Boiler + Gen. Pump CB 𝐸20 𝐸1 ‒ 𝐸2 𝐸20/(𝐸1 ‒ 𝐸2)
② Compensator + Dist. Pump HC (𝐸1 ‒ 𝐸2) + ∆𝐸25 𝐸3 ‒ 𝐸4 [(𝐸1 ‒ 𝐸2) + ∆𝐸25]/(𝐸3 ‒ 𝐸4)
③ Heating & DHW Diverter D1 𝐸3 𝐸5 + 𝐸6 𝐸3/(𝐸5 + 𝐸6)
④ DHW 3-way valve V1 𝐸5 𝐸7 + 𝐸8 𝐸5/(𝐸7 + 𝐸8)
⑤ DHW Mixer M1 𝐸7 + 𝐸9 𝐸10 (𝐸7 + 𝐸9)/𝐸10

⑥ Heat Exchanger HX 𝐸8 ‒ 𝐸9 𝐸15 ‒ 𝐸16 (𝐸8 ‒ 𝐸9)/(𝐸15 ‒ 𝐸16)
⑦ Heating 3-way valve V2 𝐸6 𝐸12 + 𝐸13 /𝐸6 (𝐸12 + 𝐸13)
⑧ Heating & DHW Mixer M2 𝐸10 + 𝐸11 𝐸8 (𝐸10 + 𝐸11)/𝐸8

⑨ Heating Mixer M3 𝐸12 + 𝐸14 𝐸11 (𝐸12 + 𝐸14)/𝐸8

⑩ Radiators System RS 𝐸13 ‒ 𝐸14 𝐸19 (𝐸13 ‒ 𝐸14)/𝐸19

⑪ DHW Tank + Storg. Pump T (𝐸15 ‒ 𝐸16) + ∆𝐸21 𝐸18 ‒ 𝐸17 [(𝐸15 ‒ 𝐸16) + ∆𝐸21]/(𝐸18 ‒ 𝐸17)

⑫ DHW 3-way valve V3 𝐸18 + 𝐸24 𝐸23 (𝐸18 + 𝐸24)/𝐸23

⑬ DHW Diverter D2 𝐸22 𝐸17 + 𝐸24 𝐸22/(𝐸17 + 𝐸24)

386

387 Although all the components do not have to be simultaneously switched on, Table 1 

388 specifies F, P and κ for every component according to the nomenclature in Figure 5.

389

390 Characteristic curves Diagnosis

391 As previously pointed out, building facilities are strictly linked to dynamic fluctuations. At 

392 every time-step the thermodynamic variables τ change so the unit exergy consumption κ 

393 of every component also varies. This means that, in the same way as for the earlier 

394 method, the study should be repeated for each component individually for every hour 

395 during the whole heating season. Afterwards, as in the previous diagnosis, the cumulative 

396 values of malfunctions and dysfunctions drawn through this representation will be 

397 accounted for using eq(3) and eq(4).

398 As there are 13 components, at least 13 characteristic curves must be defined. The main 

399 goal is to define a curve which recreates the same component behaviour as the one in the 

400 previous diagnosis, which is based on the Trnsys v17 algorithm. For that purpose, the 

401 Trnsys component mathematical reference guidebook [25] together with its Fortran 
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402 programming have been analysed. In such way, the independent variables  and physical 𝜏𝑖

403 specific characteristics of every component have been considered. As an example,  here 

404 there is an explanation as to how   to calculate the heat exchanger characteristic curve:

405 One needs to bear in mind the definition of its unit exergy consumption, which is written 

406 in Table 1:

407                                                                     19)𝜅6 =
𝐸8 ‒ 𝐸9

𝐸15 ‒ 𝐸16

408 The formula for the generic physical  water exergy flow is expressed as follows:𝑖

409                                             20)𝐸𝑖 = 𝑐𝑃·𝑚·𝑇𝑖 ‒ 𝑇0 ‒ 𝑇0·𝑙𝑛(𝑇𝑖

𝑇0)
410 were  is the fluid specific heat,  is the mass flow rate and  refers to the ambient 𝑐𝑝 𝑚 𝑇0

411 temperature.

412 The independent variables  and physical characteristics chosen for the heat exchanger 𝜏6

413 are the primary and secondary inlet temperatures ( ) (which are likewise outputs of 𝑇8,𝑇16

414 V1 and T), the mass flow rates ( ), the ambient temperature ( ) and the overall 𝑚𝑝𝑟𝑖𝑚,𝑚𝑠𝑒𝑐 𝑇0

415 heat transfer coefficient . So that ( ) output temperatures depend on those 𝑈𝐴 𝑇9,𝑇15

416 variables.

417 In order to calculate them, the Trnsys heat exchanger algorithm relies on the effectiveness 

418 approach: the model starts determining whether the primary or the secondary side is the 

419 minimum capacitance side: 

420                                                             21)𝐶𝑝𝑟𝑖𝑚 = 𝑐𝑃·𝑚𝑝𝑟𝑖𝑚
421                                                               22)𝐶𝑠𝑒𝑐 = 𝑐𝑃·𝑚𝑠𝑒𝑐
422                                                      23)𝐶𝑚𝑎𝑥 = max (𝐶𝑝𝑟𝑖𝑚,𝐶𝑠𝑒𝑐)
423                                                       24)𝐶𝑚𝑖𝑛 = min (𝐶𝑝𝑟𝑖𝑚,𝐶𝑠𝑒𝑐)

424 After that, it calculates the effectiveness based upon the specified flow configuration and 

425 on :𝑈𝐴

426                                                       25)𝜀 =
1 ‒ 𝑒

( ‒
𝑈𝐴

𝐶𝑚𝑖𝑛
·(1 ‒

𝐶𝑚𝑖𝑛
𝐶𝑚𝑎𝑥))

1 ‒
𝐶𝑚𝑖𝑛

𝐶𝑚𝑎𝑥
·𝑒

( ‒
𝑈𝐴

𝐶𝑚𝑖𝑛
·(1 ‒

𝐶𝑚𝑖𝑛
𝐶𝑚𝑎𝑥))
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427 Following this trajectory, the heat exchanger outlet temperatures are computed, which 

428 would be at the same time the input parameters of M1 and T.

429                                                       26)𝑇9 = 𝑇8 ‒ 𝜀·( 𝐶𝑚𝑖𝑛

𝐶𝑝𝑟𝑖𝑚)·(𝑇8 ‒ 𝑇16)

430                                                     27)𝑇15 = 𝑇16 + 𝜀·(𝐶𝑚𝑖𝑛

𝐶𝑠𝑒𝑐)·(𝑇8 ‒ 𝑇16)
431
432 In this way  can be calculated and plotted. Figure 7 depicts the behaviour of  when one ĸ6 ĸ6

433 of its independent variables changes its value while the others remain constant.  

434 5. NUMERICAL EXAMPLE

435 The DHW and space heating energy demand are calculated in the same way as in [9] both 

436 accounting for the whole heating season comprising from the 1st of November until the 

437 30th of April. 

438 Multi-Faults

439 As any component can be chosen for containing the fault and the effects that it would 

440 produce depending on the location of that component, two faults are deliberately 

441 incorporated on the radiator system and heat exchanger by degrading some of their 

442 physical characteristics. An anomaly is set through a 10% reduction in the RS energy 

443 performance; and in HX the overall heat transfer coefficient is diminished 35%. The 

444 reference and operation condition simulation are independently undertaken. 

𝑇16[°𝐶] 𝑇0[°𝐶]

ĸ6 ĸ6ĸ6

𝑇8[°𝐶]

Figure 7: Heat exchanger characteristic curves related to the fluctuation of one independent variable

  ;      ;      ;     ;   𝑈𝐴 = 133888
𝑘𝐽

ℎ·𝐾 𝑚𝑝𝑟𝑖𝑚 =  1920
𝑘𝑔
ℎ 𝑚𝑠𝑒𝑐 = 1860

𝑘𝑔
ℎ 𝑇16 = 35°𝐶   ;  𝑇0 = 15°𝐶 𝑇8 = 75°𝐶
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445 Figure 8 depicts the reference and faulty operation characteristic curves of those 

446 components when one of their independent variables changes its value while the rest 

447 remain constant.

448 Simulation and a calculation of the exergy flows are performed hourly. For their 

449 calculation, hourly ambient conditions are taken as dead state so, dynamic values are 

450 regarded. Table 2 is afterwards built, where the accumulated exergy of every flow at the 

451 end of the simulation period for reference and faulty operating conditions can be seen. 

452 Thermoeconomic Diagnosis

453 At first, an hourly MF and DF diagnosis with two faults is carried out and the values 

454 obtained are accumulated later on, see Table 3. The first column identifies each 

455 component with its corresponding number. The second column contains the malfunction, 

456 , of every component, eq(5). The expanded dysfunction matrix comes next where the 𝑀𝐹𝑖

457 dysfunction according to the exergy consumption variation associated with the external 

[𝑮𝑱] 𝑬𝟏 𝑬𝟐 𝑬𝟑 𝑬𝟒 𝑬𝟓 𝑬𝟔 𝑬𝟕 𝑬𝟖 𝑬𝟗 𝑬𝟏𝟎 𝑬𝟏𝟏 𝑬𝟏𝟐 𝑬𝟏𝟑 𝑬𝟏𝟒

𝑹𝒆𝒇. 122.9 100.1 372.3 351.8 192.0 180.3 153.3 38.9 29.8 182.9 169.2 57.6 122.7 111.6
𝑭𝒂𝒖𝒍𝒕 122.9 99.2 369.8 348.4 190.7 179.1 151.9 38.8 29.8 181.7 166.7 57.7 121.4 109.2

Table 2: Accumulated exergy values for reference and faulty operating condition   [𝑮𝑱𝒆𝒙]

𝑬𝟏𝟓 𝑬𝟏𝟔 𝑬𝟏𝟕 𝑬𝟏𝟖 𝑬𝟏𝟗 𝑬𝟐𝟎 𝜟𝑬𝟐𝟏 𝑬𝟐𝟐 𝑬𝟐𝟑 𝑬𝟐𝟒 𝜟𝑬𝟐𝟓 𝑬𝟐𝟔 𝑬𝟐𝟕 𝑬𝟐𝟖

37.2 28.3 0.2 6.5 2.3 149.1 0.04 0.2 5.8 0.03 0.0 1.7 5.9 0.5
36.2 27.5 0.2 6.4 2.3 155.3 0.05 0.2 5.6 0.03 0.0 1.7 5.9 0.5

𝑇16[º𝐶]

ĸ6 ĸ10

𝑇13[º𝐶]

Figure 8: Characteristic curves of reference and faulty components
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𝐌𝐅 & 𝐷𝐹 𝟏𝒔𝒕 𝐃𝐈𝐀𝐆𝐍𝐎𝐒𝐈𝐒

𝐌𝐅𝟏𝒔𝒕
𝐃𝐅𝟏𝒔𝒕

𝟎 [𝐃𝐅𝟏𝒔𝒕] ∆𝐏𝟏𝒔𝒕
𝒔

① -1214 -1396 - 557 -24 - - 1255 - -486 - 6617 -34 -21 - -
② -450 -9 - - -80 - - -48 - 52 - 480 104 - - -
③ - - - - - - - - - - - - - - - -
④ - - - - - - - - - - - - - - - -
⑤ - - - - - - - - - - - - - - - -
⑥ 206 -12 - - - - - - - - - - -10 - - -
⑦ - - - - - - - - - - - - - - - -
⑧ -136 -14 - - 87 - - 32 - -23 - -15 -25 - - -
⑨ - - - - - - - - - - - - - - - -
⑩ 1093 - - - - - - - - - - - - - - -
⑪ -40 -6 - - - - - - - - - - - - - -
⑫ -1 -15 - - - - - - - - - - - - - -129
⑬ - - - - - - - - - - - - - - - -

⓪ ① ② ③ ④ ⑤ ⑥ ⑦ ⑧ ⑨ ⑩ ⑪ ⑫ ⑬

Table 3: MF and DF tables extracted from diagnosis accumulation   [𝑴𝑱]

458 resources, , and the other components, , are reflected, eq(6). The last column 𝐷𝐹0 𝐷𝐹𝑖𝑗

459 corresponds to the final product variation, according to eq(2). 

460

461  As was predicted, the components with higher malfunctions are those containing 

462 the anomalies (components HX, and RS;  and  𝑀𝐹1𝑠𝑡
6 = 206 𝑀𝐽 𝑀𝐹1𝑠𝑡

10 = 1093 𝑀𝐽

463 repectively). However, these values are related to both intrinsic and induced 

464 malfunctions so no immediate conclusions can be extracted. 

465  This is also the reason why the other components exhibit non null values for the 

466 malfunctions ( ; ; ;  𝑀𝐹1𝑠𝑡
1 =‒ 1214 𝑀𝐽 𝑀𝐹1𝑠𝑡

2 =‒ 450 𝑀𝐽 𝑀𝐹1𝑠𝑡
8 =‒ 136 𝑀𝐽  𝑀𝐹1𝑠𝑡

11 =‒ 40 𝑀𝐽

467 and ) due to the propagation of induced effects throughout the  𝑀𝐹1𝑠𝑡
12 =‒ 1 𝑀𝐽

468 system which generates a . ∆ĸ𝑖 < 0

469  As justified in [10], since the free condition is imposed, the faults produce less final 

470 product variation,  . This fact influences each component’s performance ∆𝑃1𝑠𝑡
𝑠 < 0

471 inducing a negative  .∑𝑖𝐷𝐹1𝑠𝑡
𝑖,0 =‒ 1452 𝑀𝐽

472  Mostly all malfunctions generate a local output variation; therefore, a dysfunction 

473 is created. The  matrix element exhibits the dysfunction part of ?? caused by a 𝐷𝐹1𝑠𝑡
𝑖,𝑗
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𝐂𝐇𝐀𝐑𝐀𝐂𝐓𝐄𝐑𝐈𝐒𝐓𝐈𝐂 𝐂𝐔𝐑𝐕𝐄𝐒

𝐌𝐅𝟏𝒔𝒕
𝐢𝐧𝐭 𝐌𝐅𝟏𝒔𝒕

𝐢𝐧𝐝 𝐃𝐅𝟏𝒔𝒕

① CB - -1214 6467
② HC - -450 500
③ D1 - - -
④ V1 - - -
⑤ M1 - - -
⑥ HX 323 -117 -22
⑦ V2 - - -
⑧ M2 - -136 42
⑨ M3 - - -
⑩ RS 1212 -119 -
⑪ T - -40 -6
⑫ V3 - -1 -15
⑬ D2 - - -

Table 4: MF and DF first analysis step through characteristic curves

474 malfunction in ??. The effects are commonly suffered by the components located 

475 upstream of the anomalies. Consequently, CB is the one undergoing the highest 

476 dysfunctions (sum of the 1st line): 𝐷𝐹1𝑠𝑡
1 = 𝐷𝐹1𝑠𝑡

1,2 + 𝐷𝐹1𝑠𝑡
1,3 + 𝐷𝐹1𝑠𝑡

1,6 + 𝐷𝐹 1𝑠𝑡
1,10 + 𝐷𝐹 1𝑠𝑡

1,11 +

477 . 𝐷𝐹 1𝑠𝑡
1,12 = 7864 𝑀𝐽

478  Conversely, RS is the component inducing the greatest dysfunction (sum of the 10th 

479 column): .𝐷𝐹 1𝑠𝑡
1,10 + 𝐷𝐹 1𝑠𝑡

2,10 + 𝐷𝐹 1𝑠𝑡
6,10 + 𝐷𝐹 1𝑠𝑡

8,10 = 7082 𝑀𝐽

480  The dysfunctions generated by HX  are also noticeable, but do  (∑
𝑖𝐷𝐹1𝑠𝑡

𝑖,6 = 1239 𝑀𝐽)
481 not cause as much impact because they are located ahead in the supply chain. 

482  The existence of   is reflected in the last column.∆𝑃 1𝑠𝑡
𝑠𝐷𝐻𝑊

< 0

483  The sum of all components, according to eq(2), reflects the fuel impact related to 

484 the first diagnosis with three anomalies: .∆𝐹1𝑠𝑡
𝑇 = 6296 𝑀𝐽

485 Characteristic curves Diagnosis

486 Alternative analysis has been done considering the characteristic curves diagnosis 

487 methodology and has been applied hourly in every component. Subsequently, the values 

488 achieved as a result of the first analysis step are accumulated and depicted in Table 4. The 

489 column entitled as  contains the intrinsic malfunctions derived from anomalies, MF1𝑠𝑡
int

490 eq(16); the column  , alternatively , displays the induced malfunction due to the non-MF1𝑠𝑡
ind
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𝐂𝐇𝐀𝐑𝐀𝐂𝐓𝐄𝐑𝐈𝐒𝐓𝐈𝐂
 𝐂𝐔𝐑𝐕𝐄𝐒

𝐌𝐅 & 𝐷𝐹 
𝐃𝐈𝐀𝐆𝐍𝐎𝐒𝐈𝐒

𝐌𝐅𝟐𝒏𝒅
𝐢𝐧𝐭 𝐌𝐅𝟐𝒏𝒅

𝐢𝐧𝐝 𝐃𝐅𝟐𝒏𝒅
𝟎 𝐃𝐅𝟐𝒏𝒅

∆𝐏𝟐𝒏𝒅
𝒔

① CB - -2048 -754 2197 -
② HC - -143 1 82 -
③ D1 - - - - -
④ V1 - - - - -
⑤ M1 - - - - -
⑥ HX 317 -118 -6 -9 -
⑦ V2 - - - - -
⑧ M2 - -45 -11 59 -
⑨ M3 - - - - -
⑩ RS - 18 - - -
⑪ T - -33 -12 - -
⑫ V3 - -1 -10 - -76
⑬ D2 - - - - -

Table 5: MF, DF and ΔPs analysis in the second analysis step

491 flat efficiency curves, eq(15). The sum of both columns indicates the total malfunction for 

492 each component. The last column remarks the dysfunction values obtained by eq(5).

493  This procedure allows dividing and quantifying the induced malfunctions from the 

494 intrinsic ones. Henceforth, the results show clearly that the components with 

495 intrinsic malfunctions are  and ; therefore the (𝑀𝐹 1𝑠𝑡
6,𝑖𝑛𝑡 = 323 𝑀𝐽) (𝑀𝐹 1𝑠𝑡

10,𝑖𝑛𝑡 = 1212 𝑀𝐽)
496 components  are HX and RS respectively. 

497  Nevertheless, this methodology does not permit one to identify the source of every 

498 component dysfunction, but only to calculate the total dysfunction value. 𝐷𝐹1𝑠𝑡
𝑖

499 Combination of both methods 

500 As more than one intrinsic malfunction has taken place in the system, the subsystem with 

501 higher intrinsic malfunction can be recognized and identified as the faultiest component, 

502 in this case the RS. After erasing that anomaly, that is, restoring its reference energy 

503 performance, another simulation has been conducted in order to quantify the decrease of 

504 fuel impact accounted from the first study to the second one. In order to save space, the 

505  results of characteristic curves of the second analysis step are shown in Table 5, MF
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506 together with the ,  and the final product vector taken from the other diagnosis DF DF0

507 analysis.

508  In this 2nd case, as the anomaly in RS is corrected, only HX has intrinsic 

509 malfunctions, where  outstands among all. Its value is slightly (𝑀𝐹 2𝑛𝑑
6,𝑖𝑛𝑡 = 317 𝑀𝐽)

510 different to the one in the first study, owing to the reparation of the faultiest 

511 component that varies the faulty thermodynamic operation conditions.

512    is again very remarkable. Indeed, as the fault is on the HX, the DHW final 𝐷𝐹2𝑛𝑑
𝑖,0

513 production is still lower than in the reference condition and that has an influence 

514 on the consumption reduction .(∑
𝑖𝐷𝐹2𝑛𝑑

𝑖,0 =‒ 792 𝑀𝐽)

515  In this case, as fewer anomalies are taken into account,  is closer to zero. ∆𝑃 2𝑛𝑑
𝑠𝐷𝐻𝑊

516  The fuel impact related to the second diagnosis with one anomaly is: ∆𝐹2𝑛𝑑
𝑇

517 .=‒ 590 𝑀𝐽

518 Therefore, it is in accordance with eq(17): .Δ𝐹𝑠𝑎𝑣𝑒 = 6886 𝑀𝐽

519 So that, regarding eq(18), the induced malfunction generated by the anomaly in RS is 

520 equal to: .∑
10𝑀𝐹 1𝑠𝑡

10𝑗,𝑖𝑛𝑑 =‒ 695 𝑀𝐽

521 General results are summarized in Table 6 where each column corresponds to one of the 

522 anomalies deliberately inserted in the study and the rows ,  and  MFint ∑MFind ∑DF

523 correspond to the intrinsic, induced malfunctions and dysfunctions the faulty components 

524 have in every study; the row +  indicates the effect the anomaly produces in the DF0 ∆Ps

525 final production variation and its consequences. Finally, the  outlines the fuel ∆Fanomaly

526 impact of each anomaly.

𝐃𝐅𝟎 𝐑𝐒'𝒂𝒏𝒐𝒎𝒂𝒍𝒚 𝐇𝐗'𝒂𝒏𝒐𝒎𝒂𝒍𝒚
𝐌𝐅𝐢𝐧𝐭 1212 317

∑𝐌𝐅𝐢𝐧𝐝 -695 -1270

∑𝐃𝐅     7082 1230

𝐃𝐅𝟎 + ∆𝐏𝐬 -714 -867

∆𝐅𝐚𝐧𝐨𝐦𝐚𝐥𝐲 6886 -590

Table 6: Diagnosis general results [MJ]
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527 In this way the weight of fuel impact on each anomalous component can be attributed:

528  The fault in RS generates an extra consumption of  where  are due 6886 𝑀𝐽 7599 𝑀𝐽

529 to the fault itself and the remaining  are owed to the final production ‒ 714 𝑀𝐽

530 decrease.

531  The fault in HX generates an extra consumption of  where  are due ‒ 590 𝑀𝐽 277 𝑀𝐽

532 to the fault itself and the remaining  are owed to the final production ‒ 867 𝑀𝐽

533 decrease.

534 6. CONCLUSIONS AND DISCUSSION

535 The principle goal of the thermodynamic diagnosis of a system is the detection of the 

536 arising anomalies, the identification of the causes and the quantification of the effects. 

537 Although diagnosis allows foreseeing possible breakdowns or preventing energy and 

538 economical extra charges, it has seldom been applied in building thermal facilities.

539 The main challenge of applying diagnoses to building thermal facilities is due to the need 

540 of the dynamic representation of the system. To do such type of analysis, hourly quasi-

541 static states are joined together in order to typify the variable behaviour. 

542 Henceforth, the productive structure of the system varies according to the component 

543 activation and deactivation. Besides the structure modifications, the independent 

544 variables of every component also change, so  varies in each time-step as well. Therefore, ĸ𝑖

545 the diagnosis methodologies should be calculated hourly and then the values obtained 

546 must be gathered until the end of the study period.

547 The malfunction and dysfunction method has been proved to be effective in evaluating 

548 malfunction effects, but appears to be ineffective in associating the extra consumption of 

549 the components with anomalies. In the case analysed in this paper, we conclude that it is 

550 not possible to signal the component where the intrinsic anomaly is present without a 

551 mathematical approach that separates it between intrinsic and malfunction analysis.
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552 Conversely characteristic curves diagnosis methodology allows one to account for each 

553 component’s intrinsic and induced malfunction on an individual basis. 

554 While conventional diagnosis is achieved through the whole system productive structure, 

555 characteristic curves analysis is performed in each component individually. 

556 The key finding is that neither of the methodologies is better than the other but they are 

557 complementary for a proper diagnosis. By means of the malfunction and dysfunction 

558 method, the fuel impact due to each malfunction can be accounted for and the one owing 

559 to the final production variation can be identified. Nonetheless, the method does not allow 

560 distinguishing between intrinsic and induced effects. On the contrary, the individual 

561 characteristic curves methodology allows us to differentiate them. By combining both 

562 theories, the fuel impact associated with each anomaly can be calculated through a 

563 reiterative diagnosis study.

564 Hence, the methodology allows studying components in a local way and learning how they 

565 affect globally. Hence, not only the efficiency degradation of the abnormal components are 

566 detected but also is accounted the extra fuel charge generated by each fault.

567 This theory is applied in a DHW and heating facility with two faults where RS is identified 

568 as the faultiest component. It provokes an overall extra consumption of  during the 6886 𝑀𝐽

569 heating period because of the incited effects on the others ( ), the effects prompted 6387 𝑀𝐽

570 in the component itself ( ) and that are generated by changing the final production 1212 𝑀𝐽

571 ( ). ‒ 714 𝑀𝐽
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