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Abstract

Recent advances in the theoretical description of dynamic screening and electron
dynamics in metallic media are reviewed. The time-dependent building-up of screen-
ing in different situations is addressed. Perturbative and non-perturbative theories
are used to study electron dynamics in low-dimensional systems, such as metal clus-
ters, image states, surface states, and quantum wells. Modification of the electronic
lifetimes due to confinement effects is analyzed as well.
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1 Introduction

The screening response to an external Coulomb field is a fundamental prop-
erty of electronic media. Screening reduces the interaction range between
charged particles and enhances locality in many processes. The understand-
ing of screening is of paramount importance for the quantitative interpreta-
tion of many surface characterization methods, such as Auger spectroscopy,
low-energy electron diffraction, and ion beam analysis. The interaction be-
tween the external charge and the target involves various phenomena. Among
them, we quote electronic energy losses and charge exchange [1–5]. The the-
oretical description of these processes demands an adequate characterization
of the screening response in the medium. Density functional theory (DFT)
has been applied to study the embedding of atomic [6,7] and molecular [8,9]
species in an electron gas. This model has been often used as a framework to
study static screening properties. It has allowed, for instance, to study kinetic
electron emission induced by slow ions [10] and potential electron emission in-
duced by the Auger neutralization of ions in metals [11–13]. However, a proper
treatment of dynamic screening is required to study the interaction of moving
charges with solids, surfaces, and nanostructures.

Dynamic screening of electrons in an interacting Fermi liquid lies behind the
concept of quasiparticle, one of the most useful models to describe theoreti-
cally electronic excitations [14]. The interaction between quasiparticles deter-
mines the time scales in which the corresponding quantum states retain their
identity. A quasiparticle is said to have a lifetime, which sets the duration
of the excitation. Furthermore, the lifetime determines the mean free path of
the quasiparticle, a measure of the range of influence of the excitation. The
quasiparticle lifetime is of relevance in the description of many important phe-
nomena, such as the dynamics of charge and energy transfer, electron-phonon
coupling, localization, quantum interference, and many others. Electronically
excited states can act as intermediate steps in various chemical processes. Ei-
ther enhancement or reduction of the reaction rate should be thus possible
through a proper design of the intermediate step lifetime.

In this article, we review recent advances in the theoretical description of dy-
namic screening and electron lifetimes in different situations. Both perturba-
tive and non-perturbative models are presented. Particular attention is paid to
the knowledge acquired for short timescales and/or low dimensional systems.
In these two cases, general ideas commonly accepted for the dynamic screen-
ing in bulk can fail and new developments are necessary. For the short-time
regime, TDDFT calculations in finite-sized systems show that the screening is
built-up locally on a time scale well below the femtosecond for typical metallic
densities. In this scale, the time evolution of the electron density is not affected
by the system boundaries. Therefore, the conclusions drawn from the study of
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finite-sized systems are valid for the infinite system as well. Universal scaling
laws and dimensionality effects in the time-dependent screening of charges are
discussed. For many other situations, the long-time dynamics of screening is
needed: band structure effects in solids and boundary effects in finite systems
can play and important role and significantly modify electron dynamics as
compared with the FEG exemplary reference.

2 Building-up the screening in time

Let us first start with some general ideas about the time scale required to
screen charges in a metallic medium. Indeed, the rearrangement of electronic
charge needed for the screening is not instantaneous but develops in a fi-
nite time. In general, standard experimental techniques provide information
over time scales for which the screening of charges can be approximated as
instantaneous in practice, being much faster than any other measurable pro-
cess. However, constant improvements in experimental methods, particularly
in the field of ultrafast laser spectroscopies, are making it possible to access
time scales for which the rearrangement of charge is dynamic and the screening
is not complete [15,16]. Therefore, it is necessary to develop new theoretical
approaches to understand how the screening is built-up in many-electron sys-
tems.

Let us use a simple model in which a point charge is suddenly created in a
metallic medium. Both linear response theory (LRT) and time-dependent den-
sity functional theory (TDDFT) have shown to be valuable tools to calculate
the characteristic short-time response of three-dimensional (3D) [17,18] and
two-dimensional (2D) [19,20] free electron gases (FEG). The striking difference
between the time evolution of the electron density in 2D and 3D in response
to the sudden creation of a point charge q is the quick damping of collective
excitations in 2D, and the durability of them in 3D (see Figs. 1 and 2). In 2D
we observe that, behind the wave front propagating with velocity close to the
Fermi velocity kf , the electron density basically reaches the stationary limit.
This includes the formation of the characteristic Friedel oscillations. Hence,
the evolution of the electron density close to the probe q can be considered as
over after ≈ 30 a.u. (i.e., ≈ 0.7 fs).

In general, the rearrangement of electron density induced by the appearance
of a sudden Coulomb field in a 2D FEG reaches the stationary value in much
shorter times than in 3D. The source of this dissimilarity is the different be-
havior of the plasmon dispersion in 2D [ω = (2k)1/2/rs] and 3D (ω ≈ ωp) in
the k → 0 limit. Here ω is the excitation energy, ωp the plasmon energy, and k
the linear momentum. Oscillations of the electron density in the 2D FEG are
rapidly damped due to interference among collective excitations with different
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frequencies. In 3D, oscillations last for much longer times, as a consequence
of the similarity among the frequencies of the contributing modes.

Both in 2D and 3D, our TDDFT calculations show that the screening hole is
created over a time scale of ≈ 5 a.u. (i.e., ≈ 0.1 fs). The origin of this result
lies in the general trends of the short-time dynamics in the many-body system.
On time scales corresponding to the creation of the screening hole, electronic
correlations do not play any significant role and the electron density evolves
in time as if it would correspond to that built from independent particles.
The order of magnitude of 0.1 fs is roughly kept over a wide range of realistic
values of the electron density.

Transient effects in the screening also appear in other situations, such as the
establishment of the image potential when an external charge approaches a
surface [21]. The existence of the image potential leads to the formation of
image states, which are electron states bound between the image potential
and the surface barrier [22]. Image states have been the subject of active
research in recent years [23,24]. Two different time scales can be defined in
this situation: (i) the time required for the creation of the image potential and
(ii) the time it takes to converge to its stationary value. For a typical metallic
density at the surface, the order of magnitude of the creation time is ≈ 5 a.u.
(≈ 0.1 fs). The convergence time is more difficult to characterize by a single
value, because it increases with the distance at which the charge is created
from the surface. For a charge created close to the surface it is of the order of
few fs [21].

3 Electron dynamics in image states and image state resonances

We mentioned in the previous section that image states for excited electrons
arise in front of a metal surface because of the interaction with the polariza-
tion charge that the electron produces at the surface. Far from the surface the
interaction converges to the classical image potential V (z) = −1/[4(z − zim)],
where zim is the position of the image plane. When the electron penetration
into the metal is inhibited by a projected band gap, the image states are sta-
tionary within the one electron picture. They form a Rydberg series [22,25]
with energy and linewidth proportional to n−2 and n−3, respectively, n being
the principal quantum number [26,22]. The decay of electrons excited into
these states has been studied in detail both experimentally and theoretically
[23,24]. It was shown that the main decay mechanism is the inelastic energy re-
laxation channel [23,24,27]. In this process, an image state electron undergoes
interband transitions to unoccupied bulk and surface states of lower energy.
The energy released in the process is transferred to electronic excitations.
This is a many-body process in which dynamical bulk and surface screening
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is implicitly included. An additional decay channel opens up when the elec-
tron momentum component parallel to the surface is finite (k‖ 6= 0). In this
case, intraband transitions within the image state band can play an important
role: around 50% of the increase of the image state linewidth is due to these
transitions [28].

Another mechanism in the image states decay has recently been discussed,
on the example of image-state resonances [29]. An image-state resonance is
formed when the energy of the image state falls off the projected band gap
of the surface. The electron can then be transferred from the image state to
the continuum of bulk states through energy-conserving one-electron trans-
fer. Hence the otherwise stationary (in a one-electron picture) image state is
coupled to the continuum of states and becomes quasi-stationary, i.e., a reso-
nance. Since one-electron transitions are more efficient than many-body ones,
the resonant electron transfer is dominant for the image-state resonance decay.

A wave-packet propagation study of the one-electron resonant processes has
allowed to obtain the lifetimes of image state resonances on the Cu(111) and
Ag(111) surfaces in very good agreement with available time-resolved two-
photon photoemission data [29,30]. In Fig. 3 we show the calculated depen-
dence of the linewidth on the principal quantum number n for image resonance
states on Cu(111), Ag(111), Au(111), and Be(0010). Similar to the gap image
states [22], the linewidth of the image state resonances varies with n as n−3.
The n−3 dependence of the many-body width of the gap image states has been
explained using penetration arguments [22]. However, for the image state res-
onances, the reason for the n−3 dependence is different and can be understood
from quasi-classical arguments. Indeed, for the electron moving under action
of the image potential and colliding from time to time with the surface, the
rate of the electron escape into the metal is given by the fixed probability of
transmission through the metal-vacuum interface multiplied by the collision
frequency. Since the difference in energies of the image resonance states is rel-
atively small, the transmission probability is basically constant through the n-
series. The collision frequency is proportional to n−3, as can be inferred from
the period of the Rydberg electron motion in the Coulomb field. Therefore,
the resulting width has a n−3 dependence.

4 Electron dynamics in metal clusters

As compared to the bulk counterpart, confinement effects in metal clusters
and nanoparticles affect the lifetime of electronic excitations in two different
aspects: (i) the density of states varies and clear resonances appear in the va-
lence band excitation spectrum as the cluster size decreases, and (ii) screening
between electrons is less efficient, both at the surface and inside the cluster.
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In principle, these two effects act in opposite directions, as the former should
increase the lifetime and the latter should shorten it. For this reason, metal
clusters appear as promising systems for which an adequate choice of material
and size may allow to tune at wish the lifetime of electron excitations.

The dependence on system-size of the electron-electron interaction processes
has been studied experimentally using techniques based on femtosecond lasers
[31–34]. Some of the conclusions extracted from these works are puzzling.
Voisin et al. showed that the electron-electron scattering rate (i.e., the in-
verse of the electron-electron lifetime) is increased for Ag nanoparticles of
size smaller than 5 nm, as compared with the bulk reference value [31]. This
modification was attributed to the induced reduction of the Coulomb inter-
action screening at the nanoparticle surface [31]. However, Merschdorf et al.

measured electron lifetimes in supported Ag nanoparticles appreciably higher
than those obtained for Ag bulk or Ag films [34]. These apparently contradic-
tory conclusions show the necessity of further research on the subject.

Theoretical calculations based on the spherical jellium model for the cluster
and on the GW approximation show that the lifetime τe−e of electronic excita-
tions with energy Eo ≈ 1 eV above the Fermi level are of the order of a few fs.
[35]. In Fig. 4, τe−e is plotted as a function of the cluster radius R. For small
cluster sizes, the discretization of energy levels is clearly observable in the
large oscillations found. However, these oscillations are damped for clusters of
nanometer size and the value of the lifetime is τe−e ≈ 4 fs. In a homogeneous
electron gas, a similar calculation of the electron lifetime with Eo = 1 eV and
rs = 4 gives a value τe−e = 11 fs. This is longer than the one obtained for the
biggest clusters shown here.

5 Electron dynamics in quantum well states

Under the deposition of alkali atoms on metal surfaces, quantum well states
appear [36,37]. Whereas the number of adsorbed alkali atoms is small, the
alkali atoms can be considered as independent. Under these conditions, the
picture of almost total transfer of s valence electron from the alkali atom
to the substrate is appropriate. However, when the coverage reaches rates of
around 1 monolayer (ML) [38], an adsorbate-induced electron band [called
a Quantum Well State (QWS)] forms a quasi two-dimensional electron gas.
The QWS is confined between the vacuum barrier and the metal substrate
[39,40]. This band, which is unoccupied for lower coverage, starts to fill for
higher coverages[41]. A prominent example of such a system is the case of Na
adsorption on Cu(111), for which the properties of the quantum well state
have been intensively studied. For instance, the dynamics of holes of wave
vector k‖ = 0 has been studied for Na/Cu(111), both experimentally and
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theoretically [42]. For 1 ML coverage, it was proven that the e-e and the e-
ph mechanisms are equally important for the hole decay. Intraband transitions
within the QWS itself account for 98% of the total e-e contribution to the QWS
hole linewidth. This value is even larger than on clean Cu(111) surface, where
intraband transitions within the surface state band account for 85% of the total
e-e contribution [43]. Very recently, a joint experimental and theoretical study
of electron dynamics for Cs and Na adlayers on Cu(111) has been performed
as well [44]. This work shows the growing importance of the elastic or resonant
tunnelling contribution to the lifetime of the QWS as the coverage is reduced.
For the Na and Cs 2x2 overlayers, this elastic contribution accounts for almost
a 50% of the measured linewidth for the unoccupied QWS at Γ̄.

In Na/Cu(111), the modification in the alkali atoms coverage leads to a shift
of the QWS energy band. This shift produces an appreciable change in the
linewidth Γe−e. This is shown in Fig. 5, in which the calculated dependence of
Γe−e on the excited energy is presented for three Na QWS energy positions.
The behavior of Γe−e as a function of the QWS energy position can be under-
stood with the help of Figs. 6 and 7. In these figures, the imaginary part of
the screened interaction ImW (z, z, q‖, ω) is plotted as a function of z and ω for

EQWS

Γ
=−0.127 eV EQWS

Γ
=0 eV, and for two-dimensional momenta q‖ = 0.05

a.u.−1 and q‖ = 0.10 a.u.−1. These figures show that ImW is much larger for
the partially occupied QWS case than for the unoccupied QWS case.

6 Ultrafast electron dynamics at adsorbates

Electron dynamics is often investigated by means of laser pump-probe tech-
niques, in which a pump pulse excites the system of interest and a second
probe pulse tracks its temporal evolution. The time resolution attainable in
such experiments depends on the temporal definition of the laser pulses. Be-
cause of this, pulse compression to 200 as is a promising recent development.
These ultrafast pulses have been fully characterized and used to directly mea-
sure light waves and electronic relaxation in free atoms [15,16]. But attosecond
pulses can only be realized in the extreme ultraviolet and X-ray regime. In
contrast, the optical laser pulses typically used for experiments on complex
systems last as much as several fs. For this reason, monitoring the dynamics of
ultrafast electron transfer on attosecond timescales requires the help of core-
hole spectroscopy: the lifetime of a core electron hole can be used as an internal
reference clock for following dynamic processes [45,46]. This methodology does
not require the use of ultrafast laser pulses. Synchrotron light sources are used
instead. By focusing on short-lived holes with initial and final states in the
same electronic shell, one can show that electron transfer from an adsorbed
sulphur atom to a ruthenium surface proceeds in about 320 as [47].
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First-principles methods can be of much help in the calculation of charge trans-
fer times from electronically excited adsorbates to the substrate. For example,
computations of the charge-transfer dynamics performed in the c(4×2)S/Ru(0001)
system show that the excitation into a resonance with predominantly 3pz char-
acter yields a charge transfer time of 0.63±0.15 fs [Fig. 8(b)]. When comparing
experiment to theory, the theoretical time constant confirms that the charge
transfer process takes place well below a femtosecond timescale. In particular,
the comparison with the experimental value of 0.32 ± 0.09 fs is satisfactory,
taking into account that the core vacancy is not described explicitly in the
theoretical ground state calculation. Furthermore, the theoretical resonance
position at 2 eV above the Fermi level is shifted with respect to the experi-
mental absorption resonance, which is at 1.68± 0.1 eV above the Fermi level.
The theory predicts a detailed dependence of the charge transfer time on the
symmetry of the initial excited state. This can be translated into a dependence
with the polarization of the excitation light as schematically indicated in Fig. 8
(a). For excitation into 3px or 3py-like resonances (in plane) [Fig. 8(b)] with a
smaller overlap to the substrate, a significantly larger charge transfer time of
up to 1.15±0.15 fs is obtained in the calculation. This theoretical result shows
that different polarizations of the light favour different initial excited states,
with different symmetries and overlaps with the states of the substrate, thus
leading to different transfer times.

7 Summary and outlook

In this paper, we have reviewed recent developments in the theoretical under-
standing of the dynamic screening and lifetimes of quasiparticles in different
situations. An important question to be addressed in these problems is to
what extent screening transients can be neglected and long time dynamics of
screening is accurate enough to describe the processes. We have shown that
in most cases, this approximation is valid because one deals with typical time
scales above the femtosecond, whereas screening transients are important at
time scales below the femtosecond. Neverheless, we stress that novel experi-
mental methods, such as ultrafast laser spectroscopies, are starting to explore
the time scale for which screening transients can play a role.

Finally, we end up by noting that the study of short time scales can be achieved
both by perturbative linear response methods and non-perturbative TDDFT.
The latter approach is necessary when dealing with strongly perturbed systems
such as those that one encounters in the case of ions interacting with solid
matter. This suggests that the technique opens a gate to further applications
such as the treatment of the energy loss of ions in solids within a single method
applicable in all the range of velocities, or the study of Auger neutralization
of ions in metals beyond the usual perturbative Fermi Golden Rule approach.
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Fig. 1. Interpolated image of the time evolution of the radial induced electron density
∆q(r, t) when a charge q = −1 is introduced at t = 0 at the center of a 2D jellium
disk. The radius of the disk is Rd = 253 and rs = 2. The induced charge is plotted
as a function of time t (vertical axis) and radial distance from the center of the
system r (horizontal axis). All quantities in atomic units.
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Fig. 2. Interpolated image of the time evolution of the radial induced electron density
∆q(r, t) when a charge q = −1 is introduced at t = 0 at the center of a 3D jellium
cluster. The radius of the cluster is Rd = 54.3 and rs = 2. The induced charge is
plotted as a function of time t (vertical axis) and radial distance from the center of
the system r (horizontal axis). All quantities in atomic units.
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Fig. 3. Calculated linewidths of image state resonances as a function of the principal
quantum number n for Cu(111), Ag(111), Au(111), and Be(0001). The logarithmic
scale is used for both axes. The straight line traces the 0.5n−3 function to guide the
eye.
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Fig. 4. Linewidth (in meV) of electron excitations with energy E0 ∼ 1 eV above the
Fermi level of the cluster, as a function of the cluster radius (in a.u.). All systems
have rs = 4. The value of Γe−e obtained from an RPA calculation in an homogeneous
electron gas with the same parameter rs is also shown.
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Fig. 5. Calculated e-e contribution, Γe−e, to the linewidth of a quantum well
state in Na/Cu(111) for QWS energy position EQWS

Γ
=−0.127 eV (solid line),

EQWS

Γ
=−0.042 eV (dashed line), and EQWS

Γ
=0 (dotted line).
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Fig. 6. Imaginary part of the screened interaction, ImW (z, z, q‖, ω), as a function of
distance z and energy ω for the two-dimensional momentum q‖ = 0.05 a.u.−1. Na ad-
layer is located at z = 0 and negative (positive) z values correspond to the solid (vac-
uum) side. Upper panel shows ImW (z, z, q‖, ω) calculated for the EQWS

Γ
=−0.127

eV case for ω = 0.06 eV, 0.12 eV, 0.18 eV, 0.24 eV, and 0.30 eV (solid, long dashed,
dashed, dashed-dotted, and dotted lines, respectively). Lower panel also includes
ImW (z, z, q‖, ω) calculated for the EQWS

Γ
=0 eV case (group of thin lines in a lower

part of the panel).
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Fig. 7. Imaginary part of the screened interaction, ImW (z, z, q‖, ω), as a function of
distance z and energy ω for the two-dimensional momentum q‖ = 0.10 a.u.−1. All
notations as in Fig. 5.
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