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A B S T R A C T

Sudden cardiac arrest (SCA) is a critical medical condition that
abruptly interrupts the function of the heart and often leads to
sudden cardiac death (SCD). It is categorized into in-hospital cardiac
arrest (IHCA) and out-of-hospital cardiac arrest (OHCA). The inci-
dence of IHCA ranges from 0.78 to 4.60 per 1000 admissions, with
survival rates around 25 % in the USA and up to 35 % in Europe. In
contrast, the incidence of OHCA varies widely, from 50 to 100 per
100000 person-years, with survival rates below 8 %.

During SCA, pulseless electrical activity (PEA) may occur, in which
organized cardiac electrical activity is present, but there are no effec-
tive mechanical contractions producing a palpable pulse. Studies of
OHCA indicate a prevalence of 20-30 %, whereas studies of IHCA
indicate rates of up to 40-60 % as the first rhythm during SCA. Recent
data reveal a worrying increase in the prevalence of PEA during
IHCA from 36 % in 2000 to 46 % in 2009, reflecting similar trends
during OHCA cases.

Researchers and clinicians are actively investigating PEA, focusing
on parameters such as heart rate and QRS complex width to obtain
prognostic information about the outcome. Despite their efforts,
the results remain inconsistent. Furthermore, there is a notable
absence of an automated method that leverages biomedical signals for
outcome prediction in cases of SCA. This underscores the strong need
for further research to fill this gap and improve patient outcomes in
cases of IHCA and OHCA.

This thesis presents innovative approaches to monitor the progno-
sis of PEA in patients with SCA. Predictive models were developed
using sophisticated signal processing methodologies and machine
learning techniques. The algorithms aimed at distinguishing between
favorable and unfavorable PEA rhythms were devised by harnessing
the electrocardiogram as well as other biomedical signals such as
thoracic impedance and invasive arterial blood pressure. The effec-



tiveness of these algorithms in discriminating the potential outcome
of SCA was validated by a retrospective analysis of complete SCA
episodes.

Patients experiencing SCA may show signals characterized by
higher noise levels and more erratic fluctuations compared to stable
patients. Therefore, in this thesis specific delineators adapted to these
contexts have been developed. On the one hand, a delineator of the
QRS complex based on deep learning architectures was designed. On
the other hand, a IBP signal delineator has been devised employing
adaptive thresholds and advanced signal processing techniques. This
enables the automatic measurement of features derived from these
signals during SCA episodes.

This thesis project demanded authentic real-world SCA datasets.
To formulate solutions using deep and machine learning algorithms,
it was imperative to access carefully annotated datasets with rhythm,
outcome, and QRS complexes, ensuring training efficacy. Through
collaboration with clinical research cohorts, rigorous evaluation of
proposed solutions was made possible, leveraging datasets that en-
compassed both IHCA and OHCA scenarios.
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1 I N T R O D U C T I O N

1.1 Sudden cardiac arrest

Sudden cardiac arrest (SCA) is defined as the abrupt cessation of
cardiac system which may result in sudden cardiac death (SCD) [1].
It is typically categorized into two distinct classifications: in-hospital
cardiac arrest (IHCA) and out-of-hospital cardiac arrest (OHCA) [2].
The incidence of IHCAs has been noted to vary between 0.78 and 4.60
per 1000 patient admitted in the hospital. Patient survival rates to
hospital discharge or within 30 days post-IHCA have been reported
to be approximately 25 % in the United States of America (USA) and
up to 35 % in European countries [3–6]. The incidence of OHCA is
approximately 55 per 100000 person-years in Europe and between 50
and 100 per 100000 person-years in the USA. Despite wide research
in protocols and interventions during OHCA, survival rates have
exhibited minimal variation, persisting below 8 % [7–9].

Based on the Utstein 2014 categorization of etiology [10], SCAs
can be divided into medical and non-medical causes. The vast
majority (more than 90 %) fall under the medical category, with
approximately 50 to 80 % attributed to cardiac reasons, while the
remainder primarily stem from respiratory, neurological, and cancer-
related causes. Conversely, slightly less than 10 % of SCAs are
non-medical, with notable causes including traumatic incidents,
drowning, asphyxiation, electrocution, and drug overdose [11, 12].

During a SCA event, as response to resuscitation therapy, the
patient can show different cardiac rhythms, each with distinct
implications for patient prognosis and treatment. SCA rhythms

1
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Figure 1.1. Examples of 10 s segments of electrocardiogram (ECG) showing distinct SCA
rhythms: asystole, PEA, VF, and PR.

include ventricular fibrillation (VF), occurring in about 20-25 % of
cases, pulseless electrical activity (PEA) seen in approximately 30-
35 %, and asystole, which constitutes around 35-40 % of cases [13–15].
An illustration of each type of rhythm is available in Figure 1.1.
Rapid recognition and appropriate management of these rhythms are
crucial for guiding resuscitation efforts and improving the likelihood
of successful outcomes in SCA emergencies. The resuscitation
manoeuvres should lead the patient towards return of spontaneous
circulation (ROSC) characterized by pulsed rhythm (PR).

1.2 Resuscitation therapy

International resuscitation guideline define the framework
to systematize and enhance medical emergency interventions
during SCA. These guidelines, meticulously compiled and revised
approximately every five years, offer evidence-based protocols to
ensure consistency and efficacy in resuscitation efforts. Esteemed
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organizations such as the European Resuscitation Council (ERC)
and the American Heart Association (AHA) are entrusted with the
publication and maintenance of these guidelines, with the 2021 and
2020 guidelines in force [16, 17].

Resuscitation therapy aims to revive blood flow and oxygen
supply leading the patient to ROSC. This involves cardiopulmonary
resuscitation (CPR), defibrillation, and advanced life support (ALS)
to maintain essential bodily functions until further medical assistance
is available [18].

Introduced in 1991 by the AHA [19], the chain of survival
(Figure 1.2) outlines critical time-sensitive interventions to maximize
survival from OHCA. Though evolving to include additional links,
the original four remain fundamental, encompassing essential pre-
hospital interventions:

Figure 1.2. The ERC’s version of the chain of survival including four main steps: early
recognizing, starting CPR quickly, providing defibrillation promptly, and
delivering advanced and post-resuscitation cares.

• Early access: The first link in the Chain of Survival is early
access, which involves rapidly recognizing signs of SCA and
promptly calling the local emergency number to activate the
Emergency Medical System (EMS). Identifying SCA symptoms
before collapse is crucial, as activating EMS prior to the event
leads to higher survival rates [20].

• Early CPR: Prompt administration of CPR, especially focusing
on effective chest compressions (CC), is crucial for patient
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survival. Research shows that when bystanders perform
CPR, the likelihood of survival rises significantly [21].
This highlights the importance of widespread CPR training
programs to educate the general public. The AHA estimates
that training 20 % of the population in CPR could notably
increase survival rates [22]. Studies indicate that survival rates
can double if bystander CPR begins within 4 min of collapse,
followed by defibrillation within the first 8 min [23].

• Early defibrillation: Defibrillation is essential during SCA,
particularly with ventricular arrhythmias like VF or ventricular
tachycardia (VT) [24]. These conditions can be corrected with a
prompt electrical shock, called defibrillation [25]. Rapid action
is crucial as these rhythms deteriorate promptly, leading to SCD
if not treated. Shocks administered within 3 to 5 min of collapse
have high survival rates of 50 to 70 % [26, 27]. Public access
defibrillation programs allow bystanders to use automated
external defibrillators (AEDs) before EMS arrival, improving
response times [28].

• Early ALS: The use of CPR and defibrillation alone may not
always be sufficient to regain a normal heart rhythm, and ROSC
over an extended period. ALS includes other interventions as
intubation or drug administration, and defibrillation [29].

1.3 Monitor Defibrillators

AEDs are fundamental tools utilized in resuscitation scenarios.
Their main goal is to facilitate quick defibrillation, making them user-
friendly for individuals with minimal training like bystanders [28,30].
Contemporary AEDs offer guidance to the rescuer throughout the
process, with features such as audio instructions for pad placement
and CPR cessation/resumption. Their ability to swiftly administer
essential treatment before professional help arrives can be critical
in saving lives [31]. Crucially, they are equipped with algorithms
to autonomously assess the patient’s heart rhythm and decide if
defibrillation is necessary [32].
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The standard AED collects two distinct biomedical signals via
its defibrillation pads: the electrocardiogram (ECG) and thoracic
impedance (TI). Advance AED models, designed for first response
professionals like policemen or firefighters, may come equipped with
standalone or integrated CPR assist pads (as shown in Figure 1.3).
These devices utilize accelerometers and/or force sensors to measure
CPR parameters such as CC rate and compression depth, enhancing
the effectiveness of resuscitation efforts [33].

Figure 1.3. ZOLL Medical AED 3 BLS defibrillator, which incorporates pads integrated with
accelerometers, manufactured in Chelmsford, MA, USA.

More advanced monitor/defibrillators (shown in Figure 1.4),
utilized by healthcare providers both pre-hospital and in hospital
settings, offer more functionalities than basic AEDs. These
devices not only allow manual control of defibrillation but also
display real-time continuous waveform data of key physiological
parameters. In addition to standard ECG and TI monitoring, these
monitor/defibrillators incorporate extra modules for monitoring
invasive arterial blood pressure (IBP), pulse oximetry, or capnography.
IBP is typically obtained via cannulation of peripheral arteries and
it quantifies the pressure exerted by blood on arterial walls [34].
Pulse oximetry, utilizing sensors positioned on the finger, ear, or
nose, assesses the oxygen saturation of the blood [35]. Capnography,
obtained through sensors placed in the nose or mouth, provides a
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measurement of the partial pressure of carbon dioxide in exhaled
gases [36].

Figure 1.4. The Physio-Control Lifepak-15 Monitor/Defibrillator is manufactured in
Redmond, WA, USA.

Commercial software associated to defibrillators typically enables
visualizing and analyzing information and biomedical signals
recorded in an electronic file in a proprietary format. Major
defibrillator brands like Philips Healthcare (Andover, MA, USA),
Stryker/Physio-Control (Redmond, WA, USA), and ZOLL Medical
(Chelmsford, MA, USA) play key roles in providing these
functionalities. However, converting this data for further examination
requires additional tools. Alongside biomedical signal acquisition,
comprehensive information about the SCA event is compiled to
establish registries. Utstein-style templates ensure consistency in
documenting IHCA and OHCA, covering variables such as SCA
context, patient demographics, arrest etiology, initial rhythm, CPR
and medical intervention specifics, and patient outcomes [10, 37].

1.4 Biomedical Signals

ECG provide a non-invasive visual representation of the heart’s
electrical activity recorded in the resuscitation context through
defibrillation pads located in the front-lateral position in the
chest of the patient. Of particular interest is the QRS complex,
denoting ventricular depolarization and following contraction [38].
Fundamental information such as cardiac rhythm or heart rate
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(HR) is obtained from the ECG. Given that the crucial information
about cardiac system in an ECG lies within its characteristic wave
peaks and boundaries, developing precise methods for automatic
ECG delineation is essential [39,40]. Several automatic delineation
methods have shown excellent performance in stable patients [40–48],
but none have been proposed for patients during SCA.

TI pioneered by Kubicek et al. in 1970 [49], measures the body’s
resistance to electrical current. It is calculated through Ohm’s
law using the voltage drop from a high-frequency current passed
through pads. Typically operating within a frequency range of
20–100 kHz and a current intensity of 1 − 5, mA, TI has been integral
in cardiopulmonary research for over five decades, facilitating the
measurement of ventilation, respiration, and cardiac output [49–52].

IBP acts as a vital indicator of hemodynamic status, pivotal for
monitoring treatment efficacy during SCA therapy [34]. Usually
acquired through cannulation in peripheral arteries, IBP waveform
analysis holds significance in clinical practice for its ability to
delineate cardiac contraction and relaxation, offering essential
information on HR, cardiac rhythms, and pressure values [53,54]. IBP
waveform reveals distinctive patterns/fiducial-points indispensable
for the calculation of physiological parameters. However, during
SCA, IBP signals may exhibit distorted waveforms, leading to
unreliable fiducial point detection, attributed to factors like patient
movement, catheter placement concerns, hemodynamic instability,
and high-frequency artifacts [54–56].

In Figure 1.5, a segment is depicted exhibiting the three recorded
biomedical signals during an OHCA.

1.5 Pulseless Electrical Activity

PEA is a condition observed during SCA where there is electrical
activity in the heart with organized regular ECG as in PR, but no
effective mechanical contractions generating a palpable pulse. OHCA
studies have recorded a prevalence of 20–30 %, while IHCA studies
have reported prevalence of up to 40–60 % [13, 57, 58]. Over recent
decades, there has been an increase in PEA prevalence during IHCA,
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Figure 1.5. Examples of a segment showing the three signals: ECG in the top panel, TI in the
central panel, and IBP in the bottom panel. Orange shading indicates the intervals
during which CCs are administered.

rising from 36 % in 2000 to 46 % in 2009 [59]. Similar upward trends
have been noted during OHCA settings as well [60–62].

In their observational prospective study, Tayal and Kline [63]
investigated the distinctions between true-PEA and pseudo-PEA.
True-PEA is characterized by the absence of detectable cardiac
movement despite the presence of a normal electrical rhythm [64,65].
Conversely, pseudo-PEA exhibits some degree of cardiac movement,
albeit insufficient for adequate circulation, often stemming from
severe shock states such as hypovolemia or obstruction of cardiac
output. Examples of organized PEA, both true and pseudo-PEA, are
depicted in Figure 1.6.

The early identification of these reversible etiologies during
resuscitation holds significant importance. It enables healthcare
professionals to tailor treatment strategies effectively, thereby
optimizing the chances of patient survival [65]. As these underlying
conditions progress, myocardial contractions may cease entirely,
resulting in true-PEA [64, 66].

Recent technological advancements have expanded diagnostic tools
for SCA, enabling rapid identification of causes and informing clinical
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Figure 1.6. Examples of 5 s segments with PEA. In the top row, three pseudo-PEA; in the
bottom row, three True-PEA.

decisions. These tools offer vital insights into prognostic outcomes,
refining treatment strategies and streamlining SCA management
protocols [64, 67, 68]. Numerous studies have investigated the
utility of QRS complex characteristics in ECG to differentiate
between various causal mechanisms of PEA [69, 70]. Additionally,
capnography has gained significant traction as a commonly utilized
tool for monitoring OHCA [65].

1.6 Prognosis prediction

Prognosis in medicine entails predicting the likelihood of specific
outcomes over a defined period, considering clinical and non-
clinical aspects. These outcomes can include events like death
or complications, as well as measurable changes such as disease
progression or pain levels [71].

In the context of SCA the cardiac rhythm of the patient evolves as
response to the resuscitation treatment: defibrillation, CPR, drugs,
etc. towards PR in a successful case. Electrical treatment through
defibrillation shocks does not guarantee the restoring of PR. It has
been proven that unsuccessful shocks may contribute to cardiac
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damage and reduce the probability or ROSC. To address this issue,
shock prognosis predictors have been proposed [72–77] to optimize
the timing of shocks, decrease the number of failed shocks, and
minimize myocardial damage.

Predicting rearrest, or the likelihood of a patient experiencing
another SCA after regaining a pulse, is essential for improving
patient outcomes. Rearrest events are related to poorer outcomes,
making prognostic prediction fundamental. Several studies have
investigated associated factors [78–80], and automated methods have
been proposed to aid in this prediction process [81].

Predicting the prognosis for SCA patients following CPR is
pivotal for treatment decisions. Evaluating how patients respond to
treatment is vital during SCA to guide resuscitation. Several studies
emphasize the necessity of rapid prognosis models to aid clinicians
in decision-making. A positive prognosis suggests continuing
current efforts unchanged, while a negative prognosis prompts
reconsideration, including CPR quality and identifying reversible
causes [82–85].

Various prediction models utilize demographic data from the pre-
hospital framework to predict survival outcomes or ROSC during
SCA. Some employ machine learning (ML) algorithms [86–90]
like random forest and support vector machines, while others
leverage deep learning (DL) techniques [91–93] such as artificial
neural networks (ANN). These models analyze factors like age,
gender, event witness or bystander CPR to predict ROSC likelihood,
facilitating clinical decision-making. While integration into practice
holds promise for enhancing resuscitation outcomes, further research
is essential to refine these models and assess their real-world
effectiveness [94].

PEA is one of the principal rhythms observed during SCA, which
has attracted the attention of researchers and clinicians equally.
Among the parameters commonly examined by clinicians are HR
and the duration or width of the QRS complex (QRSw), both of
which have been proposed as possible prognostic indicators of SCA.
Clinical investigations reveal inconsistency and ambiguity. Whereas
some studies have indicated a correlation between initial QRSw,
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HR, and probability of survival [82, 95], others have presented
opposing evidence. For instance, certain research has highlighted
the prognostic significance of HR alone [96], whereas others have
emphasized the importance of QRSw as an independent predictor
of outcome [97]. Notably, there are also studies that have failed
to establish a clear association between survival rates and HR or
QRSw [70, 98], further complicating the picture.

Despite much attention to understanding the prognostic factors
of PEA, no previous attempts have been made to develop an
automated method that leverages biomedical signals to predict its
outcomes. This represents a major gap in the current knowledge
base, underscoring the need for innovative approaches to unravel
the complexities surrounding the prognosis of PEA and potentially
improve clinical outcomes.

1.7 Motivation

In recent years, there has been a concerning increase in the
incidence of PEA as the initial rhythm in cases of SCA [99]. Despite
considerable advancements in studying the prognosis and treatment
of that rhythm, the primary parameters correlating with outcome are
still calculated manually [82–85]. No automated models have been
proposed based on the biomedical signals monitored by monitor
defibrillators.

An automated model possesses the capacity to assist rescuers in
refining therapeutic approaches, thereby potentially augmenting
survival rates. It must discern between PEAs with favorable
prognosis (high probability of evolving to ROSC) and those with
unfavorable prognosis.

A multimodal approach could include features derived from ECG,
TI or IBP have been explored for making alternative predictions
and could conceivably be applicable in forecasting the prognosis
of PEA [77, 81, 100]. The presently manually computed features
could be mechanized to facilitate their integration into automated
models [40, 42, 54, 55]. In order to estimate these features, it would
be necessary to have the position of the different ECG waves and
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the fiducial points of the IBP signal. However, the ECG and IBP
delineators have been developed and tested in hemodynamically
stable patients; they have not been tested in unstable patients, so
their reliability is uncertain.



2 B A C KG R O U N D

2.1 PEA prognosis prediction

In the late nineties, Aufderheide et al. (1989) [95] first analyzed
the evolution of patients in PEA during SCA. In that study they
compared different ECG patterns in 503 patients attending to OHCA.
They observed that successful outcome was linked to fast initial HR,
short QRSw, short QT intervals and high incidence of P waves.

In 2015, Hauck et al. [101] examined how HR and QRSw relate to
survival until hospital discharge in 262 OHCA patients. They focused
on patients with a PEA as initial rhythm and analyzed the first 20 s
of the episode. Their findings showed no significant difference in
survival rates between patients with ”slow” (< 60 beats per minute
(bpm)) and ”normal” (60-100 bpm) HR (p = .16), nor in survival
between patients with ”narrow” (< 120 ms) or ”wide” (> 120 ms)
QRSw (p = .79).

Bergum et al. (2016) [70] conducted a retrospective study examin-
ing ECG patterns in early PEA and their relation to survival. They
analyzed data from 51 IHCA patients, looking at factors like HR,
QRSw, QT interval and presence of P waves. These measurements
were taken from three consecutive QRS complexes during the first
pause in CC. They classified HR as ”slow”, ”normal”, or ”fast” and
QRS complexes as either ”normal” or ”narrow” depending on their
width. Them they assessed outcomes like ROSC, 1-hour survival,
and hospital discharge. They found no specific patterns linked to the
causes of SCA or survival rates.

13
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In Weiser et al.’s study (2018) [96] they examined the initial 60 s of
ECG without CC in 504 OHCA patients. Patients were grouped by
initial PEA HR (10–24 bpm, 25–39 bpm, 40–59 bpm, > 60 bpm). QRS
complexes 120 ms were considered ”narrow”, while ”wide” are ≥
120 ms. Outcomes included 30-day mortality and good neurological
outcome (cerebral performance category (CPC) 1 or 2 at day 30).
Higher HR was correlated with increased odds of 30-day survival
(p < .0001 for each frequency category) and good neurological
outcome (p = .001 for each category). But QRSw during PEA did not
affect outcomes.

Ho et al.’s study (2018) [98] investigated the impact of HR, QRSw,
and the presence of P waves on predicting ROSC. They conducted
a retrospective analysis of 332 OHCA patients with PEA rhythm.
Survivors showed similar HR (56.8 vs. 52.0 bpm, p = .53) and QRSw

(128.7 vs. 129.6 ms, p = .95) compared to non-survivors.

Skjeflo et al. (2018) [102] measured the relationship between HR
and QRSw in 74 patients experiencing IHCA. They discovered that
increased HR and narrowing of the QRS complex were more common
among patients who achieved ROSC. A notable rise in HR was noted
in the final 3–6 min preceding ROSC.

In 2021, Kim et al. [97] conducted multivariable logistic regres-
sion analyses to examine how the HR and QRSw relate to hospital
discharge. They analyzed data from 3659 patients who experienced
OHCA with an initial rhythm of PEA. They found no significant
relationship between HR and survival outcomes, however, they found
that QRSw < 120 ms increased survival probability (adjusted odds
ratio of 3.37).

Our Norwegian collaborators Norvik et al. (2023) [82] investigated
559 segments from 298 patients. Their study aimed to determine
how these factors relate to the immediate probability of ROSC during
IHCA resuscitation. They found that higher HR and a rising HR were
associated with a higher likelihood of ROSC (p < .0001), whereas HR
was not correlated with the likelihood of transitioning to no-ROSC
(p = .349). Lower QRSw and decreasing QRSw were linked to a
higher probability of ROSC (p < .023) and a reduced likelihood of
no-ROSC (p = .0002).
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A summary of the references in PEA prognosis prediction is pre-
sented in Table 2.1. Between predictors, HR and QRSw stand out
prominently. The conclusions drawn from these studies exhibit some
contradictions. While some found correlations between QRSw, HR,
and the outcome [82, 95, 102], others identified correlations only
with HR [96] or QRSw [97]. In the case of Aufderheide et al., no
correlation was found between the outcome and any of the predic-
tors [70, 98, 101].

Summary of the studies

Study
Population
type

Number of
patients

Inclusion criteria Features Outcome Conclusions

Aufderheide et al. [95] OHCA 503
Episodes with PEA as
the initial rhythm

HR, QRSw, QT
intervals and the
presence of P
waves

Successful resus-
citation

Successfully resuscitated PEA pa-
tients showed faster initial HR,
shorter QRSw and QT intervals and
more P waves compared to unre-
sponsive patients.

Hauck et al. [101] OHCA 262
The first 20 s of
episodes with PEA as
the initial rhythm

HR and QRSw

Survival until
hospital dis-
charge

No significant difference in survival
was found based on HR (< 60 vs 60-
100 bpm, p = .16) or QRSw (< 120
vs > 120 ms, p = .79).

Bergum et al. [70] IHCA 51
Three consecutive QRS
complexes during the
first pause in CC

HR, QRSw, QT in-
tervals and pres-
ence of P waves

ROSC, 1-hour sur-
vival and hospital
discharge

No specific patterns were associated
with survival.

Weiser et al. [96] OHCA 504 Initial 60 s without CC HR and QRSw

30-day mortality
and good neuro-
logical outcome
(CPC 1 or 2 at day
30)

Higher HR correlated with in-
creased 30-day survival odds (p <
.0001) and better neurological out-
comes (p = .001). QRSw had no
effect on outcomes.

Ho et al. [98] OHCA 332 PEA segments
HR, QRSw, and
the presence of P
waves

ROSC

Similar HR (56.8 vs. 52.0 bpm, p =

.53) and QRSw (128.7 vs. 129.6 ms,
p = .95) were observed in survivors
compared to non-survivors.

Skjeflo et al. [102] IHCA 74
QRS complexes during
the first pause in CC

HR and QRSw ROSC

Higher HR and narrower QRSw

were more prevalent in patients
who achieved ROSC compared to
those who did not.

Kim et al. [97] OHCA 3659 PEA segments HR and QRSw

Surviving until
hospital dis-
charge

No significant link found between
HR and survival, but a QRSw <

120 ms greatly boosted survival
chances (adjusted odds ratio: 3.37).

Norvik et al. [82] IHCA 298
QRS complexes during
the first pause in CC

HR and QRSw ROSC

Higher and increasing HR were
linked to higher chances of ROSC
(p < .0001), while lower and de-
creasing QRS widths increased the
likelihood of ROSC (p < .023) and
reduced the likelihood of no-ROSC
(p = .0002).

Table 2.1. Summary of the main references in PEA prognosis prediction.

2.2 Characterization of ECG, TI and IBP signals

In this section the main waveform characteristics of the ECG, the
TI and the IBP signals will be presented. Some of them are general
features as the QRS metrics of the ECG or the pressure metrics of IBP;
others are more specific of SCA as amplitude spectrum area (AMSA)
or Fuzzy entropy. They are frequently used in multimodal models
for rhythm classification, event detections or predictive purposes in
SCA. Features are grouped into three categories according to their
origin.
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2.2.1 Waveform features

The following features are computed using automatic algorithms
and reflect the waveform of the signal on which they are computed.

• The AMSA represents the sum of the spectral amplitudes,
Ai( fi), of the signal, with each amplitude weighted by its cor-
responding frequency ( fi). It is computed following the most
extended definition [103, 104] as follows:

AMSA = ∑
i

Ai · fi (1)

It has been highlighted as a shock success predictor, and surro-
gate measure of coronary perfusion pressure and myocardial
energy state [105, 106].

• The Smoothed Nonlinear Energy Operator (SNEO) quantifies
the local energy content of the signal. The signal x(n) is the
convolution between a Kaiser window, wL(n), and a non-linear
Teager-Kaiser Energy Operator, ψk[x(n)], [107]:

ψS,L[x(n)] = ψk[x(n)]⊗ wL(n) (2)

ψk[x(n)] is computed using the following equation:

ψk[x(n)] = x2(n)− x[n − k]x[n + k] (3)

where k is the lag parameter which is associated with the
window length (L samples) by L = 4k + 1.

It has generally been used for QRS complex detection [108],
identifying circulatory status [100] and predicting shock out-
comes [107].

• ARB is the error in estimating the spectral power of the signal
with a 4th-order autoregressive Burg model. The model yields
a lower error in estimating the spectral power for signals whose
spectra are centered around a fundamental frequency and its
harmonics [109, 110]. The signal x(n) can be modeled as:
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x(n) = −
4

∑
k=1

aks(n − k) + v(n) (4)

where v(n) represents an independent white noise sequence
with zero mean and variance σ2

v , and ak coefficients are the
autoregressive coefficients of the model.

This parameter has found applications in identifying circulatory
status [100] and classifying cardiac rhythm [110].

• The cross-power (ECGvsTICrossPower) measures the cross power
between the ECG and TI signals in our applications and it is
defined as [111]:

ECGvsTICrossPower = min(Pc1, Pc2) (5)

where Pc k power of the k-th half of the sequences, which is
calculated as follows:

Pc k =
1

N/2

N/2

∑
n=1

|ecgk[n]| · |TIk[n]| (6)

considering ecgk[n] and TIk[n] as the ECG and the TI samples
of the k-th half, respectively.

A high value of ECGvsTICrossPower is indicative of pulsatile
rhythms, and it has been suggested for automated detection of
circulation [111].

• Fuzzy entropy was proposed by Chen et al. [112] as a method
to determine vector matching in a smooth and gradual way,
introducing concepts from fuzzy set theory. The signal sam-
ples, denoted as x(n), are divided into sets of vectors, each
containing m samples. The total number of vectors created
is N − m + 1, where N represents the total number of sam-
ples in the interval. In the resulting vector structure xm

i =

{x(i), x(i + 1), . . . , x(i + m − 1)}, the baseline is subtracted as
follows:
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xm
i = {x(i), x(i + 1), . . . , x(i + m − 1)} − 1

m

m−1

∑
l=0

x(i + l) (7)

The maximum norm (L∞-norm) was employed to measure the
Chebyshev distance between two vectors, denoted as xm

i and
xm

j :

dij = max
k=0,...,m−1

(|x(i + k)− x(j + k)|) (8)

Matches are computed using a set of functions that decay
exponentially with increasing distance. These functions, de-

noted as Dm
ij (n, r) = exp

(
−

(
dij
r

)n)
, are used with a specific

value of n = 2 and a Gaussian distance formula Dm
ij (2, r) =

exp
(
−

(
dij
r

)2
)

, as proposed in previous works in the field of

survival prediction [113, 114]. The match counts are calculated
based on these functions as follows:

Cm
i (r) =

1
N − m − 1

N−m

∑
j=1,j ̸=i

Dm
ij (2, r) (9)

The probability that two vectors of length m match within a
tolerance of r is given by the expression:

ϕm(r) =
1

N − m

N−m

∑
i=1

Cm
i (r) (10)

The same procedure is repeated for the vector of m + 1 samples
to obtain ϕm+1(r), and Fuzzy entropy was computed as:

Fuzzy entropy(m, r, N) = ln ϕm(r)− ln ϕm+1(r) (11)

2.2.2 QRS complex features

The following features are estimated based on the characteristic
points of the QRS complex. This implies having the QRS onset
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(QRSon), end of QRS (QRSo f f ) and R wave peak instants. The graph-
ical illustration of the features is shown in Figure 2.1.

• HR and HRvar represents the average and variance of the HR
value, calculated as the inverse of consecutive R-R intervals.

• QRSw and QRw denote the durations between QRSon-QRSo f f
and QRSon-R peak, respectively.

• QRSslope and QRslope are computed as the sum of the ampli-
tude values of QRS and QR complexes in the first difference
signal divided by QRSw and QRwidth, respectively.

• Ramp is the mean value of the amplitude of the R wave peaks
in the segment.

Figure 2.1. A 5 s example of ECG signal, with HR, QRwidth, QRSw and Ramp represented.
QRSon and QRSo f f are depicted for each QRS complex with green and orange
dashed lines, respectively.

2.2.3 ABP features

The following features are estimated based on the fiducial points
of the IBP signal. This implies having the diastolic onset (Diaonset)
and systolic peak (Syspeak) instants. The graphical illustration of the
features is shown in Figure 2.2.
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• Systolic arterial pressure (SAP) refers to the value of the IBP sig-
nal at the instant of the Syspeak, which represents the maximum
pressure in the arteries during heart contraction.

• Diastolic arterial pressure (DAP) represents the lowest pressure
measured at the Diaonset of heart contraction.

• Pulse pressure (PP) is the difference between SAP and DAP
readings, reflecting the force exerted on arterial walls during
heart contraction.

• The Mean Arterial Pressure (MAP) is the average arterial pres-
sure over one cardiac cycle and is calculated using the following
formula [115]:

MAP = DAP +
1
3

PP (12)

• HR can be estimated as the inverse of the distance in time
between consecutive Syspeak.

Figure 2.2. A 5 s example of IBP signal, with SAP, DAP, PP and HR represented. Diaonset
and Syspeak are depicted for each heartbeat with green and orange dashed lines,
respectively.

2.3 Artificial intelligence models in resuscitation

Artificial intelligence (AI) is everywhere, from self-driving cars
to fraud detection in finance, virtual assistants, improved customer
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service, and optimising manufacturing processes, reshaping mod-
ern society. In cardiac resuscitation, AI is widely used in the field
of resuscitation monitoring. Many proposals have been made in
topics as: shock outcome prediction [107, 116], rhythm classifica-
tion [110, 117, 118], outcome prediction [119–121], CPR monitor-
ing [122, 123], short term cardiac evolution prediction [124–126],
circulation monitoring [100, 111, 127], etc. In this thesis work AI
potential is used to predict the evolution of PEA rhythms. ML
enables models to improve performance by learning from data with-
out explicit programming, facilitating adaptation and evolution in
response to new information. The classical ML approach consist in
three steps: feature extraction from the signals, design and training
of the ML model, and a final step of evaluation of the model.

2.3.1 ML Models

In ML, input parameters (X) refers to numerical or categorical
feature vector, enabling the model to differentiate patterns. The
output parameter (Y) is the target variable to predict by the ML
model which is known in supervised models. Next three ML models
will be described, as they are the key models in the development of
thesis work.

Logistic regression (LR), a ML technique for binary classification,
predicts outcomes generally labeled as either 0 or 1. This model ap-
plies a logistic function to convert real-valued inputs to probabilities
within the range of 0 to 1.

P(Y = 1|X) =
1

1 + e−(β0+β1X1+β2X2+...+βnXn)
(13)

Where:

• P(Y = 1|X) denotes the probability of the outcome Y being 1
given the predictor features X

• e represents the base of the natural logarithm.

• β0, β1, . . . , βn are the coefficients of the logistic regression model
of order n.
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• X1, X2, . . . , Xn represent the individual predictors from X fea-
ture vector.

During training, the coefficients are iteratively adjusted to mini-
mize the disparity between the predicted and the actual outcomes.
This adjustment process employs optimization techniques such as
gradient descent.

LR is particularly effective in scenarios where the relationship
between features and the outcome follows a linear pattern on the
log-odds scale, making it suitable for binary classification tasks.
Its simplicity and interpretability make it valuable for applications
where understanding the impact of individual predictors on the
outcome is crucial.

In the context of SCA, LR models have been employed, for instance,
to predict the probability of survival [128], to predict shock success
[77], or to estimate the likelihood of rearrest [80].

Random Forest (RF) is a ML algorithm that builds various decision
trees during training and outputs the mode (for classification) or
average prediction (for regression) of the individual trees. Each tree
is built using a subset of the training data, sampled with replacement
[129, 130]. RF optimization entails adjusting hyperparameters like
tree count and depth. Moreover, it measures feature importance,
identifying influential predictors for accuracy. Optimizing all these
variables, the RF model can be enhanced in terms of accuracy [131].

RF works well for handling large and complex datasets with mixed
types of features. It is robust against overfitting and noise, making
it suitable for classification and regression problems [132, 133]. RF
performs well for both linear and nonlinear problems.

In the realm of SCA, RF models have been used to predict outcome
probabilities [91, 119], classify cardiac rhythms [134, 135], and detect
the pulse presence [104].

Support Vector Machines (SVM) is another typical ML model
used for classification problems. It aims to find the best hyperplane
w · X + b = 0 that separates classes in the feature space, where w is
the weighting vector, X is the input vector, and b is the bias term. The
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margin between classes is maximized by solving the optimization
problem:

min
w,b

1
2
∥w∥2 (14)

subject to:

yi(w · xi + b) ≥ 1 for all i = 1, . . . , N (15)

Here, (Xi, Yi) are training samples with their corresponding labels,
and N is the number of samples.

SVM excels with high-dimensional data and small or moderate
datasets. Moreover, it can be easily extended for nonlinear problems.
In cardiology, SVM models trained with diverse features have been
proposed to predict SCA outcomes [91], defibrillation outcomes
[77, 136], or rearrest probabilities [137].

2.3.2 DL Models

DL is a subfield of ML that uses ANNs with multiple layers (hence
the term ”deep”) to learn complex patterns from data [138, 139].

Warren McCulloch and Walter Pitts [140] introduced the concept of
ANN in 1943, which are computational models inspired by the brain’s
structure. They consist of interconnected nodes that process input
data through layers, adjusting connection weights during training to
minimize errors.

In the last decades, many types of layers have been proposed. The
five main types of layers used during this thesis are the following:

1. Pooling Layer: Reduces the size of feature maps while retain-
ing important information, helping summarize features. Two
prevalent pooling methods are Max Pooling, picking the high-
est value in the kernel, and Average Pooling, calculating the
average of all values in the kernel [141]. Figure 2.3 illustrates
examples of both pooling techniques.

2. Dropout Layer: The dropout layer randomly deactivates some
neurons during training, preventing overfitting by encouraging
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Figure 2.3. The result of pooling process is shown, applying a 3x3 kernel moving across
the input data (purple), and providing the Maximum (up, green) or the Average
(down, green) values.

independence among them [142]. This enhances the model’s
capacity to generalize to new data.

3. Convolutional Layer: The convolutional layer detects features
like edges or textures in the input by applying filters and
preserving spatial relationships in the data. Kernels slide over
data, performing mathematical operations to compute features
at each position [143, 144]. Figure 2.4 provides an illustration
of this computation. Convolutional Neural Networks (CNN)
consist of multiple layers for feature detection and pattern
recognition.
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Figure 2.4. The result of convolution process is shown, applying a 3x3 kernel (green) moving
across the input data (purple) and computing the output (red).
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4. Long short-term memory (LSTM) layer: An LSTM layer, a type
of recurrent neural network, is adept at capturing long-term de-
pendencies in sequential data like time series or text. Through
memory cells and gating mechanisms, it selectively retains and
processes relevant information over extended sequences, miti-
gating the vanishing gradient problem and making it effective
for tasks requiring modeling of temporal dependencies [43].

5. Fully Connected Layer: Combines features from previous lay-
ers for final classification, similar to hidden layers in standard
ANNs. Because of its extensive connections and features, this
layer requires considerable computational resources [145]. Re-
fer to Figure 2.5 for an illustration of a fully connected classifi-
cation layer.

x1

x2

x3

x4

x5

y1

y2

X Y

1

Figure 2.5. The fully connected layer connects the input layer (x1-x5) to the output layer
(y1,y2).

These layers work together to learn complex patterns in data,
making ANN effective for tasks like image recognition and object
detection.

DL enhances medical analysis, specially in image interpretation
and patient data analysis. Through techniques like CNNs and Re-
current Neural Networks, it assists in detecting diseases at an early
stage from medical images [146–148] and predicts personalized treat-
ments [149–151] using patient records. In the realm of SCA, DL
models have been used to predict SCA, predict outcome, classify
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cardiac rhythms [152], prognosticating outcomes [152, 153] or cate-
gorizing arrhythmias [154, 155].

2.3.3 Evaluation

Evaluation metrics are crucial to evaluate how effectively classi-
fication models perform. For a binary application, with positive
and negative cases, key metrics include True Positive (TP) and True
Negative (TN) representing instances correctly classified as positive
and negative, respectively; while False Positive (FP), and False Neg-
ative (FN) denotes instances incorrectly classified as positive and
negative, respectively. From these metrics, several additional metrics
are calculated:

• Sensitivity (Se) measures the proportion of true positives cor-
rectly identified:

Se =
TP

TP + FN
(16)

• Specificity (Sp) measures the proportion of true negatives cor-
rectly identified:

Sp =
TN

TN + FP
(17)

• Positive Predictive Value (PPV) represents the proportion of
true positive predictions among all positive predictions:

PPV =
TP

TP + FP
(18)

• Negative Predictive Value (NPV) represents the proportion of
true negative predictions among all negative predictions:

NPV =
TN

TN + FN
(19)

• Balanced Accuracy (BAC) calculates the average of Sensitivity
and Specificity:

BAC =
Se + Sp

2
(20)
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• Accuracy measures the overall correctness of predictions:

Accuracy =
TP + TN

TP + FP + FN + TN
(21)

• Area Under the Curve (AUC) quantifies the model’s ability to
discriminate between positive and negative outcomes across all
thresholds.

K-fold cross-validation (CV) is a common technique for developing
and evaluating predictive models, especially when limited data sets
are available. It divides the data into k subsets. Then it repeats k
times the training and evaluation process, using a different subset as
the test set in each iteration and the remaining ones as the training
set. This allows for a more robust evaluation of the model and helps
detecting overfitting [156, 157].

2.4 ECG delineators

Classical ECG analysis is based on the characterization of the
QRS waveform. The main features consist on the detection of QRS
complex and the delineation of the different parts as indicated in
Subsection 2.2.2. Many classical algorithms were proposed to detect
QRS complexes [158–162] and for the delineation of the QRS [40–48].
Most of the algorithms were designed and tested with stable cardiac
rhythms. Next the main algorithms are described.

2.4.1 Hamilton-Topkins ECG delineator

One of the most common algorithms algorithm for peak detection
is the one proposed by Hamilton-Tompkins in 1986 [159]. This
algorithm is divided into three stages: ECG waveform preprocessing,
QRS peak detection and fiducial mark identification.

Preprocessing

The signal is band-pass filtered by cascading a low-pass filter and
a high-pass filter. This step serves to attenuate noise and emphasize
cardiac activity within the 5–11 Hz frequency band. The transfer
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functions of the low-pass and high-pass filters, H(z)l and H(z)h, can
be expressed as:

H(z)l =
(1 − z−6)2

(1 − z−1)2 (22)

H(z)h =
(−1 + 32z−16 + z−32)

(1 − z−1)
(23)

Subsequently, a derivative filter is applied to enhance the slope
characteristics of the QRS complex. For a 5-point derivative filter
with a gain of 1/8 and a processing delay of 2 samples, the transfer
function H(z)d is given by:

H(z)d =
1
8
(−z−2 − 2z−1 + 2z1 + z2) (24)

Next, the signal is squared to amplify prominent peaks, typically
corresponding to QRS complexes. Finally, a moving average filter
is applied to compute the QRS complex duration with a average
window size of 150 ms.

Peak Detection

The peak detector identifies peaks in the time-averaged signal.
It tracks the highest amplitudes and detects a new peak when the
signal drops below half the maximum level. The fiducial mark is
positioned at the location of the highest peak observed within the
preprocessed signal, within 225 to 125 ms prior to the peak detected
in the time-averaged signal.

Peak Level Estimation

The method applied to estimate position of the local peak, signif-
icantly impacts to QRS detector. The methods are mostly applied,
based in the mean, the median or the iterative estimation.

• The mean estimator calculates the local peak level by averaging
a specified number of past peaks.
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• The median estimator determines the local peak level using the
median peak value.

• The 1st-order iterative estimator follows a formula where the
current estimate is updated based on a coefficient and the
current peak value:

Estimate(n) = (1 − A)× Estimate(n − 1) + A × Peak(n) (25)

A is a positive coefficient less than one.

Peak Estimator Performance

Any peak exceeding the detection threshold (computed using
Equation 26) is considered a QRS complex and is used to adapt the
detection threshold as:

Detection threshold = B × Peak level estimate (26)

where the coefficient B ∈ [0, 1].

2.4.2 Li et al. ECG delineator

Li et al. delineator [41] applies the Wavelet Transforms (WT)
to detect characteristic points in ECG signals. WT is a popular
time-frequency analysis technique, which decomposes signals into
localized building blocks/scales, corresponding to approximation
and detail coefficients of the signal in each of the bands of interest.

R peak detection

This algorithm explores different detail coefficients, d1, d2, d3 and
d4 (corresponding to 62.5 − 125 Hz, 18 − 58.5 Hz, 8 − 27 Hz and 4 −
13.5 Hz for a sampling rate of 250 Hz) to identify ”maximum modulus
lines” surpassing certain adaptive thresholds (ϵ1, ϵ2, ϵ3 and ϵ4).

To select the maximum modulus thresholds, the following steps
are taken:

1. Identify all maxima points exceeding a threshold ϵ4 at detail
coefficient d4.
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2. Find the largest maxima near each identified point at detail
coefficients d3, d2 and d1.

3. If there are multiple peaks exceeding thresholds ϵ1, ϵ2, and
ϵ3 in their respective detail coefficients, the highest peak is
selected. If there are no peaks exceeding the thresholds, the
nearest peak to the original point is chosen. If no peak is found,
the location is set to zero.

After the elimination of all isolated and redundant maximum
modulus lines, the zero crossing points in the WT within a detail
coefficient encompassing a positive maximum-negative minimum
pair are identified as a QRS complexes. Additional safeguards are im-
plemented, such as a refractory period or a retrospective search with
adjusted thresholds if no QRS is detected in a given time interval.

QRSon and QRSo f f detection

The QRSon and the QRSo f f , as shown in Figure 2.1 (Subsection
2.2.2) determine the initial instant of Q wave and the end of S wave-
form, respectively. Q and S waves typically exhibit high frequency
and low amplitude characteristics, with their energies primarily
concentrated at smaller detail coefficients.

The algorithm compute the QRSon and QRSo f f identifying the
initial and final maximum modulus lines surrounding the maximum
pair of the R wave within a defined time frame. Conducting this
detection at detail coefficients d1 rather than directly on the original
signal helps mitigate the impact of baseline drift.

2.4.3 Martinez et al. ECG delineator

Martinez et al. [40] introduced a generalization of the algorithm of
Li et al. [41] featuring the delineation of the individual QRS waves
for a wide range of QRS morphologies. It consists on the next steps.

R peak detection

The QRS complexes are detected in the R instant, nqrs, through an
algorithm grounded in the multiscale approach pioneered by Li et
al. [41].
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Detection of QRSon and QRSo f f

Starting from the position identified by the detector secondary
waves of the QRS complex are identified based on zero-crossing
and local maxima/minima in the d1 and d2 detail coefficients of the
ECG signal, respectively. Several duration and amplitude thresholds
are applied, and any possible QRS morphology with three or less
waves is considered. Then, QRSon and QRSo f f points are selected
at the boundaries of the secondary waves, given by either a low-
amplitude threshold or a reversed signed maxima/minima in the d2

detail coefficient.

2.4.4 Peimankar et al. ECG delineator

Peimankar et al. [43] developed a method called DENS-ECG that
uses a mix of CNN and LSTM models to accurately identify the start,
peak, and end of different heartbeats in the ECG.

Preprocessing

First, each record was filtered and segmented. Signals were fil-
tered using a 3rd-order Butterworth band-pass (0.5 − 40 Hz) filter to
remove noise. Records were then divided into smaller segments of
1000 samples (6 s segments, sampling frequency is 250 Hz), roughly
equivalent to five heartbeats. This aids in capturing a sequence of
heartbeats for better model learning.

Delineation Model

The model comprises eight layers, including an input layer, three
one-dimension CNN, two bidirectional LSTM layers, a dropout layer,
and a dense layer.

The input segments undergo three consecutive CNN to extract
temporal patterns from the ECG signals. Each CNN employs a kernel
size of 3 and 32, 64, and 128 feature filters, respectively. Zero padding
is applied to maintain input dimension.

The output of the final CNN is fed into the first bidirectional
LSTM layer, equipped with 250 hidden units, followed by a second
bidirectional LSTM layer with 125 hidden units. A dropout layer, set
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with a dropout probability of 0.2, is integrated to mitigate overfitting
during training.

2.5 IBP delineators

Delineating the IBP signal means detecting the Diaonset and Syspeak
instants that refer to the beginning and peak instant of the IBP signal
at each heart contraction. Several algorithms [53–55, 163, 164] have
been proposed to delineate the IBP signal, with the primary goal of
identifying fiducial points such as the Diaonset and Syspeak, shown in
Figure 2.2 of Subsection 2.2.3. Among the most commonly utilized
algorithms are those proposed by Zong et al. [55] and Li et al. [54].
They have been widely used to analyze cardiovascular dynamics in
hemodinamically stable patients. Nevertheless, they have not been
applied to SCA patients, and no validated algorithms are published
for the context of this thesis.

2.5.1 Zong et al. IBP delineator

Zong et al. introduced an algorithm that identifies the start of
arterial pressure pulses [55]. It comprises three main steps: a low-
pass filter, slope sum function (SSF), and a decision rule:

Low-pass filter: To mitigate potential interference from high-
frequency artifacts during Diaonset detection, a 2nd-order recursive
filter with a cutoff frequency of 16 Hz was utilized. Its transfer
functions can be expressed as:

H(z) =
(1 − z−6)2

(1 − z−1)2 (27)

SSF: The SSF amplifies the rising slope of the IBP pulse while
reducing other signal components. It is calculated as follows:

SSF(i) =
N

∑
i=2

∆xi

{
∆xi, if ∆xi > 0
0, if ∆xi ⩽ 0

(28)

Where xi is the filtered IBP signal, N is its length of the IBP signal
and ∆xi = xi − xi−1.
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Normally, the beginning of the SSF pulse matches the start of the
IBP pulse.

Decision rule: In this step, two criteria are applied. Firstly, an
adaptive threshold is set based on the maximum SSF value for each
detected pulse. Then, a local search strategy identifies the Diaonset

point by examining SSF minimum and maximum values within a
150 ms window before and after the threshold crossing. The IBP
Diaonset is determined when the SSF signal surpasses 1 % of the
maximum SSF value, and it is adjusted by 20 ms to compensate the
delay caused by the filter. Additionally, a 300 ms refractory period is
implemented to avoid double pulse detection.

2.5.2 Li et al. IBP delineator

Li et al. [54] proposed a more comprehensive algorithm that, in
addition to detecting the Diaonset like Zong et al. [55], also identifies
the Syspeak.

Noise and artifacts in the raw signals are suppressed using a
3rd-order low-pass Bessel filter with a cutoff frequency of 25 Hz.

The delineator uses 1st-order amplitude differences to estimate the
derivative of filtered IBP waveforms. It looks for the derivative at
pairs of inflection and zero-crossing points. Specifically for Diaonset

and Syspeak, the delineator focuses on the zero-crossing points be-
fore and after the maximal inflection in each beat of the waveform
derivative.

Finally, the delineator assesses these candidate Diaonset and Syspeak
in the IBP waveforms based on both amplitude and interval thresh-
olds.





3 H Y P OT H E S I S A N D O B J E C T I V E S

This thesis work aims to address significant gaps in the automatic
characterization and analysis of PEA during resuscitation therapy.
The main hypothesis of the thesis is that signal processing and AI
techniques designed specifically for PEA rhythms could contribute
to monitor resuscitation efforts and the response of the patient. The
final aim is to enhance treatment and improve outcome in SCA. The
two specific objectives are:

• Objective 1: Development of models to discriminate between
PEAs with favorable and unfavorable prognosis. In the lit-
erature, various automatic models have been designed to dis-
criminate cardiac rhythms with different prognoses during SCA
[74, 77, 80, 81, 100]. These algorithms utilize signals recorded by
the defibrillator, along with ML models, for the development of
predictive models. However, none of them were specifically de-
signed for PEA rhythms. A discriminator of favorable/unfavorable
PEA based on features extracted from the defibrillator biosignals
could be integrated into AEDs or defibrillator monitors to aid in
resuscitation therapy. This thesis work focus on the following three
approaches:

– Development of models to predict PEA prognosis using features
automatically extracted from the ECG and the TI recorded by
the defibrillation pads, combined in ML models.

– Development of models to predict PEAs prognosis with ML
models that integrate QRS specific features. Various studies have
analyzed the potential of some features, such as HR or QRSw

35
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[82–85]. They used manually annotated QRS features, with no
combination with other ECG/TI features. The hypothesis of this
thesis work is that a multimodal approach in a ML model would
improve accuracy of the predictive models.

– Development of models to predict PEAs prognosis with ML
models that integrate automatic features computed from ECG,
TI, and IBP signals. Features from the IBP signal will be included
in the previously developed model, which already incorporates
ECG and TI features, to provide additional information and
enhance its performance.

• Objective 2: Development of delineation algorithms for the ECG
and the IBP of patients in SCA. Most of the classical algorithms
for ECG/IBP delineation were designed for stable patients, and
the haven not been tested with unstable patients such as those ex-
periencing SCA. In this context, two partial objectives are defined:

– ECG delineation algorithm. During SCA, QRS complexes often
differ from those observed in healthy and stable patients, both in
amplitude and QRS waveform shape. Furthermore, during SCA,
the ECG signal may include different artifacts that jeopardize
analysis. Delineators proposed in the literature were designed
for stable patients [40, 42–48], and their performance may be
lower patients in SCA. A delineator that works with patients
during SCA could help better characterize the ECG signal and
automatically extract features based on duration/amplitude of
intra QRS segments.

– IBP delineation algorithm. The IBP signal during SCA shows
the effect of unstable circulation and different circulation states.
Even after ROSC the variability and complexity of the IBP signal
differs from those of hemodynamically stable patients. There-
fore, traditional IBP delineators [53–55, 163, 164] may fail in
calculating fiducial-points in every cardiac contraction. An IBP
delineator that works in the context of SCA is necessary to
calculate physiological parameters such as SAP, DAP, or PP.



4 R E S U LT S

This section presents an overview of the results obtained in this
thesis, in line with the objectives outlined in Section 3. Many of the
research studies included a preliminary analysis, which was initially
presented at different conferences [165–170]. Afterwards, a more
sophisticated approach to the solution was developed, incorporating
enhanced and more advanced methodologies and/or additional
data, which were later submitted and published in Journal Citation
Reports (JCR) journals [171–174]. This section summarizes the main
contributions of the thesis work, two journal publications and a
conference paper for Objective 1 (J1.1, J1.2 and C1.1), and two journal
publications for Objective 2 (J2.1 and J2.2). Original papers are
attached in Appendix A.

4.1 Results related to objective 1

During the development of this thesis, three different approaches
have been followed to design algorithms that discriminate favor-
able/unfavorable PEA rhythms. At first, previously known auto-
matic features derived from ECG and TI signals were computed
to build support for a ML classifier. Afterwards, ModAMSA and
features derived from manual annotations of QRS complexes were
integrated into the previous model. Finally, a new model using
features extracted from the waveform of ECG, TI and IBP signals
was proposed. The first and second methods were published in JCR
journals [171, 172], J1.1 and J1.2, respectively. Further, intermedi-
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ate results and the last method, C1.1, were presented at a national
conference [165] and two international conferences [168, 170].

4.1.1 J1.1: A Machine Learning Model for the Prognosis of

Pulseless Electrical Activity during Out-of-Hospital

Cardiac Arrest

J1.1 analyzed a subset of OHCA episodes dataset recorded by the
Dallas-Fortworth Center for Resuscitation Research. Each episode
included ECG and TI signals recorded by a HeartStart MRx defibril-
lator. A total of 260 episodes of PEA were analyzed, from which 107
recovered ROSC. The beginning of PEA was identified as the first
occurrence of an organized rhythm. Segments of PEA of 5 s duration
were extracted within the first 10 minute from the start of the first
PEA of the episode, avoiding CC artifacts.

A total of 1921 PEA segments were examined, 703 of which were
labeled as faPEA from episodes with ROSC and 1218 as unPEA from
episodes without ROSC. The faPEA segments showed a more regular
ECG with narrower QRS complexes, larger amplitude and faster HR,
along with ECG correlated with TI components and TI circulation
component (ICC) waveforms.

The ECG signal was denoised using the Stationary Wavelet Trans-
form (SWT) with an 8-level decomposition and Daubechies-4 mother
wavelet, focusing on the 0.5− 31.25 Hz frequency band. The TI signal
was bandpass filtered 0.8 − 10 Hz to remove baseline fluctuations,
respiratory artifacts and high-frequency noise. Subsequently, ICC
proposed by Elola et al. [100] was extracted. The ICC signal under-
went denoising via 8-level SWT (Daubechies-4) with soft thresholding.
Detail coefficients d5–d7 were used to reconstruct the denoised ICC,
within the 1–8 Hz bandwidth. Figure 4.1 shows the ECG, TI, ICC
and its d5-d7 coefficients for faPEA and unPEA segments.

Given that faPEA evolves to ROSC, whereas unPEA does not,
the hypothesis was that faPEA would be more similar to pulsatile
cardiac rhythms than unPEA. Therefore, features previously used
to discriminate PEA and PR where proposed. A total of 17 features
were computed to characterize the segments:
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Figure 4.1. 5 s examples of a faPEA segment (left) and an unPEA segment (right). Top to
bottom: ECG, TI, ICC and the detailed components, d5ICC , d6ICC and d7ICC .

• From the ECG:

– AMSA

– SNEOECG

– ARBECG

– Fuzzy entropy

– IQR values of the ECG d5, d6 and d7 detail coefficients.

– Highpower, ECG power in the 17.5 − 40 Hz frequency
bands.

• From the ICC:
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– SNEOICC

– ARBICC

– IQR values of the ICC d5, d6 and d7 detail coefficients.

– ECGvsICCCrossPower represents the cross power between
ECG and ICC. It is similar to ECGvsTICrossPower explained
in Subsection 2.2.1, but using the ICC signal instead of TI.

– The logarithmic power of the ICC signal (LogPowerICC)
refers to the energy of the ICC in the logarithmic scale. It
is computed as follows:

LogPowerICC =
N

∑
n=1

log(ICC[n]2) (29)

where N is the length in samples of the ICC signal.

A RF classifier was used for both feature selection and binary
classification of the 5 s segments in faPEA/unPEA. Feature selection
was analyzed using a 10-fold CV architecture.

The reduced-feature models with 7 features showed the best
performance, achieving mean AUC/BAC values of 85.7/78.8 %.
Comparisons were made with previous proposals, including a
preliminary version of the proposed method based on an RF classifier
with a single ECG feature (AMSA) and an ICC feature (LogPowerICC),
an LR model using ECG-only features proposed by Alonso et al. and
single ECG feature models based on HR and QRSw. The results
comparison is shown in Table 4.1.

J1.1 introduces a ML algorithm that effectively distinguishes PEA
rhythms with favorable outcomes from those with unfavorable
evolution. By taking advantage of the characteristics of both ECG
and TI signals it outperforms state of the art (SoA) methods.

4.1.2 J1.2: Machine learning model to predict evolution of

pulseless electrical activity during in-hospital cardiac

arrest

J1.2 analyzed a subset of 197 IHCA episodes from different
hospitals, with 83 from St. Olav University Hospital (Trondheim,



4.1 results related to objective 1 41

No. Features AUC (%) BAC (%) Se (%) Sp (%)

J1.1 (ECG+TI) 17 85.7 (8.6) 77.8 (8.9) 79.8 (11.3) 77.3 (12.1)
J1.1 (ECG) 9 82.1 (9.7) 73.5 (11.2) 79.7 (14.1) 69. (15.9)
J1.1 reduced (ECG+TI) 7 85.7 (9.8) 78.8 (9.8) 80.1 (12.6) 76.7 (13.6)
J1.1 reduced (ECG) 4 83.2 (8.5) 75.7 (10.7) 78.9 (15.9) 75.7 (11.4)
Urteaga et al. [165] 2 82.0 (10.5) 74.8 (11.3) 77.0 (13.9) 73.5 (14.6)
Alonso et al. [175] 6 81.4 (10.3) 74.4 (8.9) 73.2 (15.1) 77.8 (15.3)
HR [96] 1 67.2 (12.9) 62.1 (11.8) 80.2 (14.5) 45.1 (21.1)
QRSw [102] 1 69.2 (12.9) 67.8 (13.3) 74.8 (20.2) 61.5 (26.6)

Table 4.1. The performance of the proposed algorithm compared to all prior proposals. The
table displays median (IQR) values for AUC, BAC, Se, and Sp.

Norway), 90 from the Hospital of the University of Pennsylvania
(USA), and 24 from Penn Presbyterian Medical Center (USA). Lifepak-
20 defibrillators were used in episodes from Norway (2018-2021), and
HeartStart MRx defibrillators for those from Pennsylvania (2008-
2010). Sustained ROSC, observed in 120 episodes, was defined as
a PR without CC for at least 20 min. Expert clinicians manually
annotated rhythm type, QRS complexes, and CC series. PEA
segments of 5 s duration, separated by at least 1 s, were extracted for
analysis during CC pauses.

The ECG and TI signals were preprocessed using the same method
as in J1.1 [171], including denoising the ECG with a band-pass filter
(0.5–31.25 Hz) and extracting the ICC component from the TI signal,
filtered (1–8 Hz).

The analysis was extended by incorporating seven additional
features derived from QRS complex annotations, along with an
enhanced version of AMSA called ModAMSA. The features
calculated from the QRS complexes are the following:

• HR and HRvar

• QRw and QRSw

• QRslope and QRSslope

• Ramp
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ModAMSA calculates spectral content within the frequency range
of 20 − 30 Hz. Specifically, ModAMSA values were found to be
higher for faPEA rhythms than for unPEA rhythms. Figure 4.2
illustrates a significant overlap in spectral content between 0 − 15 Hz
for both rhythm types, but a clearer distinction emerges between
20 − 30 Hz.

Figure 4.2. ECG signal spectrum for faPEA and unPEA segments. The blue line and shaded
area represent the mean (Standard Deviation - SD) of faPEA segments, while the
red line indicates the same for unPEA segments. On the left, the spectrum covers
frequencies from 0 − 50 Hz, while the right zooms on the 20 − 30 Hz range used
in ModAMSA.

LR binary models were trained and tested using a 10-fold CV
and changing the features and the number of features. In the first
iteration, all features were individually tested. In the second iteration,
the best-performing feature was combined with the remaining
features to calculate the best pair. This process continued iteratively,
adding one feature at a time in each iteration. LR was chosen because
it provides easily interpretable binary classifications.

Table 4.2 shows the results of the first six iterations, training the
model from one feature to six features. The analysis reveals that the
best performance was achieved with a three-feature model based
on: ModAMSA, LogPowerICC and QRSw, with AUC/BAC values of
80.3 % and 75.6 %, respectively. No improvement was found when
increasing the number of features. It is worth highlighting that each
of these features belongs to a different feature family (ECG signal
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No. Features AUC (%) BAC (%) Se (%) Sp (%)

ModAMSA 1 79.1 (11.3) 71.4 (10.4) 62.9 (13.4) 79.2 (18.5)
Previous feature + LogPowerICC 2 79.7 (9.1) 71.5 (13.2) 64.2 (17.1) 78.5 (15.2)
Previous features + QRSw 3 80.3 (9.9) 75.6 (8.0) 77.4 (15.2) 72.3 (16.4)
Previous features + ARBECG 4 80.2 (10.0) 75.5 (8.2) 77.5 (15.2) 69.5 (18.3)
Previous features + QRw 5 79.8 (10.7) 73.1 (9.2) 77.8 (11.1) 66.4 (18.9)
Previous features + ECGvsICCCrossPower 6 79.6 (11.2) 72.6 (9.1) 76.4 (9.9) 64.4 (21.2)

Table 4.2. Performance of the LR model in terms of median (IQR) AUC, BAC, Se and Sp. For
each number of features only the best one is shown, all possible combinations have
been tested using one to six features.

waveform, ICC signal waveform, and QRS complex), this suggests
that each family contains valuable information for prediction.

To our knowledge, J1.2 represents the first case of a ML predicting
the progression of PEA rhythms that integrates features from both
ECG and TI, along with specific QRS metrics. The QRS metrics have
been computed from clinicians’ manual annotations, an automatic
QRS delineator would be necessary for this method to be fully
automatic and integrable in a monitor.

4.1.3 C1.1: A Random Forest Model for Pulseless Electrical

Activity Prognosis Prediction During Out-of-Hospital

Cardiac Arrest Using Invasive Blood Pressure

This research used data from a clinical trial (NCT02479152) on
patients in SCA, collected between 2015 and 2017 using the Lifepak-
15 monitor/defibrillator. The Air Ambulance Department of the Oslo
Medical Emergency System collected the data. ECG, TI, and IBP
signals were simultaneously recorded with a sampling rate of 250 Hz.

Segments from episodes with at least 5 min of PR after ROSC were
considered faPEA, while those from episodes without ROSC were
labelled as unPEA. During CC pauses, PEA segments with at least 5 s
of ECG, TI, and IBP signals were extracted to avoid artifacts. From 49
patients, 238 segments (116 min total) were obtained with 172 unPEA
segments. PEA segments were divided into 1026 (846 unPEA) non-
overlapping 5 s windows for processing and classification.

The ECG and TI signals were preprocessed following the same
approach as detailed in references J1.1 and J1.2 [171, 172]. This
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involved removing noise from the ECG using SWT and a specific
frequency band filter (0.5–31.25 Hz) and isolating the ICC from the
TI signal within a frequency range (1–8 Hz). For the IBP signal, a
similar filtering was applied, using SWT decomposition into 8-levels
and reconstructing it with specific detail coefficients (1–4 Hz).

In addition to the 17 functions proposed in J1.1, 8 new ones were
included based on the annotations made using the J2.2 delineator:

• SAP, DAP, PP, HR, and MAP (detailed in Subsection 2.2.3)
computed from the IBP signal annotation using the method
described in J2.2 (see Figure 2.2).

• IBPpower, reflecting the power of the IBP signal and is estimated
as follows:

IBPpower =
N

∑
n=1

IBP[n]2 (30)

where N is the length in samples of the IBP signal, 250 · 5
samples per window.

• Cross-correlation measures, ECGvsIBPCrossPower

and TIvsIBPCrossPower, similar to ECGvsICCCrossPower, but for
ECG vs. IBP and TI vs. IBP signals, respectively.

A RF classifier was used for feature selection and binary
classification of the windows into faPEA and unPEA classes. The
classifiers was subjected to 10-fold CV on a per-patient basis. In
addition, the RF classifier determined feature importance.

Table 4.3 shows overall performance metrics, including AUC, BAC,
Se, Sp, PPV, and NPV. Various models were evaluated using: ECG
and TI features, IBP features, all three signal features, and two
reduced models (top 4 or 6 features). Results demonstrate superior
performance with all IBP features, 20 points higher AUC than ECG
& TI alone. Combining all signals improves discrimination by three
points, surpassing similar SoA proposals [168, 171]. Reduced feature
models outperform full-feature models by 1.5 to 2 AUC points.

This study integrated for first time IBP signals into a ML model
for PEA prognosis prediction, significantly enhancing the classifier
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No. Features AUC (%) BAC (%) Se (%) Sp (%) PPV (%) NPV (%)

ECG & TI 17 62.2 (17.3) 69.8 (22.9) 61.1 (47.9) 65.3 (27.4) 49.4 (34.2) 73.2 (35.0)
IBP 6 83.5 (19.8) 73.2 (17.3) 67.1 (38.2) 80.7 (29.7) 69.7 (29.9) 84.4 (23.1)
ECG & TI & IBP 25 86.7 (19.4) 74.7 (14.6) 78.9 (33.3) 69.8 (25.5) 63.5 (30.7) 87.4 (22.7)
C1.1 reduced #1 4 88.9 (14.2) 76.1 (14.4) 94.1 (21.7) 68.1 (30.6) 66.4 (29.5) 95.0 (19.4)
C1.1 reduced #2 6 88.2 (18.0) 78.0 (17.5) 84.9 (22.8) 73.4 (28.7) 66.5 (27.1) 87.5 (21.6)

Table 4.3. The table reports the performance of the methods with different sets of features. in
terms of median (IQR) value of AUC, Se, Sp, PPV and NPV.

performance. These results emphasize the value of IBP in assessment
of circulation evolution during OHCA and the importance of IBP
features to predict cardiac evolution.

4.2 Results related to objective 2

Current biosignal delineators have been designed and tested
with hemodynamically stable patients, they have not been tested
in unstable patients such as in SCA. ECG and IBP delineators are
essential to automate the analysis of IHCA and OHCA patients,
because manual annotation is time consuming, cannot be performed
in real time and is impractical for long datasets. During this
thesis work, two delineators that work in hemodynamically unstable
patients have been proposed: an ECG delineator based on DL and
a IBP delineator using signal processing and adaptive thresholding.
Both methods have resulted in JCR papers [173, 174], J2.1 and J2.2,
and preliminary results were presented at international conferences
[166, 167].

4.2.1 J2.1: A Deep Learning Model for QRS Delineation in

Organized Rhythms during In-Hospital Cardiac Arrest

The design of the QRS delineator was based on a subset of 332
IHCA episodes from a larger dataset, which included ECG and TI
signals. Among these, 124 episodes were from St. Olav’s University
Hospital, Norway, and 163 from the Hospital of the University
of Pennsylvania, USA, along with 45 from the Pennsylvania
Presbyterian Medical Center, USA. ECGs were recorded using
Lifepak-20 defibrillators in Norway (2018-2021) and HeartStart
MRx defibrillators in the USA (2008-2010). Annotation by medical
professionals served as the gold standard, including rhythms, QRS
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complexes, and CC intervals. ECG segments with organized
rhythms (PR/PEA), of at least 6 s, were extracted during CC pauses.
2485 segments were acquired, totaling 30 hours and 151815 QRS
complexes.

Additionally, the method was tested on the public QT dataset
from PhysioNet [176], with recordings from 105 patients, totalling
1575 min with 112497 annotated QRS complexes.

The raw ECG signal, susceptible to motion noise and baseline
drift, was preprocessed using an 8-level SWT with the Daubechies-4
wavelet. Then the signal was reconstructed using only d3 to d7 (0.98−
31.25 Hz) detail coefficients to eliminate undesired components. The
signal was divided in 6 s windows with a overlap of 50 %. The AI
model used in this study requires input lengths divisible by 16, so
padding was applied to achieve the length of 1536 samples.

The used architecture is a modified U-Net engineered for one-
dimensional data. The encoding path consists of four downsampling
blocks, each comprising convolution, ReLU activation, batch
normalization, and dropout layers to avoid overfitting. Maximum
clustering reduces the computational burden while emphasizing
essential features. After the fourth down-sampling block, two
additional convolutional layers are added. The decoding path
includes resampling layers with concatenation to skip connections,
convolution layers with ReLU activation and dropout. A final
convolution with sigmoid activation generates a binary mask
indicating inclusion (1) or exclusion (0) of the QRS complex. An
overall of the architecture can be seen in Figure 4.3, which also
provides more details such as the dropout rate, filter size, and
convolution dimensions.

Each processed window is merged to reconstruct the segment
with binary values (1/0). Central 3 s (50 % window) of consecutive
windows are concatenated, preventing edge effects near the
beginning or end of segment and ensuring accurate model handling.

The chosen optimizer was Adaptive Moment Estimation (Adam),
widely favored in DL for dynamically adjusting learning rates. The
loss function, 1-Dice, was utilized during model training with the aim
of reduction of the loss value. A 10-fold patient-wise CV structure



4.2 results related to objective 2 47

Input signal
Output

segmentation map
1

0

conv 18 + Dropout

conv 18
concatenation

max-pooling 3 (strides=2)

up-sampling 2

final conv 1

15
36

x
1

15
36

x
24

15
36

x
24

76
8

x
24

76
8

x
48

76
8

x
48

38
4

x
48

38
4

x
96

38
4

x
96

19
2

x
96

19
2

x
19

2

19
2

x
19

2
96

x
19

2

96
x

38
4

96
x

38
4

19
2

x
57

6

19
2

x
19

2

19
2

x
19

2

38
4

x
28

8

38
4

x
96

38
4

x
96

76
8

x
14

4

76
8

x
48

76
8

x
48

15
36

x
72

15
36

x
24

15
36

x
1

Figure 4.3. Overall architecture of the DL based ECG delineator.

was used to evaluate the model in terms of QRS detection (with a
100 ms tolerance) and time errors in QRSon/QRSo f f detection (see
Figure 2.1).

The suggested method was contrasted with four SoA algorithms.
Two of them, Martinez et al. [40] and Pilia et al. [42], utilized
advanced signal processing techniques. The other two, Peimankar et
al. [43] and Camps et al. [44], applied DL methods.

Table 4.4 shows the results of the method for delineation of the
IHCA QRS complex. It is noticeable that the proposed U-Net based
algorithm outperforms other SoA proposals, with F1 and IOU scores
1.0-7.5 and 0.9-28.8 points higher, respectively, and QRSon/QRSo f f
errors lower by 0.3 − 14.3/0.3 − 13.9 ms.

Performance of the algorithm with regular rhythms (PR and PEA)
is shown in Figure 4.4 where a slightly higher result is observed for
PR.
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Model TP FP FN F1(%) IOU(%) QRSon/QRSo f f (ms)

U-Net 165302 2305 1250 97.0 (8.3) 79.1 (15.8) 8.6 (11.6)/25.1 (25.9)
Martinez et al. [40] 106754 556 59798 93.8 (14.3) 50.3 (38.1) 8.9 (15.4)/32.7 (34.9)

Pilia et al. [42] 162835 2678 3717 93.3 (13.5) 61.9 (18.7) 22.9 (19.3)/39.0 (35.1)
Peimankar et al. [43] 163906 2883 2646 96.0 (9.4) 78.2 (16.6) 9.3 (14.4)/25.4 (26.1)

Camps et al. [44] 156945 10330 9607 89.6 (18.0) 59.3 (28.5) 16.8 (22.3)/35.8 (35.7)

Table 4.4. Performance of QRS delineation methods for the IHCA dataset in terms of mean
(SD) values of F1, IOU, and QRSon/QRSo f f errors.
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Figure 4.4. Performance of the method for PEA (orange) and PR (blue) segment delineation
in terms of F1, Se, PPV, IOU, QRSon and QRSo f f . The white dot in the center of
the distribution defines the median.

The performance analysis of the algorithm on the QT dataset with
rhythms from stable patients is presented in the Table 4.5. Martinez
et al. shows better performance, surpassing our proposal by 2.2
points in the F1 and IOU metrics, while maintaining comparable
QRSon/QRSo f f error rates. This difference could be attributed to the
use of the QT dataset for training SoA algorithms.

The proposed method can accurately delineate the organized
rhythms of the patients during SCA. This could assist in
automatically computing the features described in Subsection 2.2.2
and greatly facilitate the work of clinicians. In addition, it would be
possible to compute these features in real time and therefore could be
included in methods such as J1.2 and improve resuscitation therapy.
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Model TP FP FN F1(%) IOU(%) QRSon/QRSo f f (ms)

U-Net 107094 883 3783 97.4 (12.7) 77.1 (16.9) 16.8 (11.8)/11.3 (10.5)
Martinez et al. [40] 110323 172 554 99.6 (1.1) 79.3 (7.0) 16.5 (8.7)/11.3 (9.3)

Pilia et al. [42] 110509 850 368 99.4 (3.4) 72.1 (8.8) 16.9 (9.3)/23.3 (17.1)
Peimankar et al. [43] 90568 1198 20309 92.6 (22.5) 63.0 (32.2) 19.1 (13.2)/14.6 (14.6)

Camps et al. [44] 97912 8608 12965 87.0 (25.6) 61.3 (25.6) 25.3 (18.7)/18.4 (19.7)

Table 4.5. Performance of QRS delineation methods for the QT dataset in terms of mean (SD)
values of F1, IOU, and QRSon/QRSo f f errors.

4.2.2 J2.2: Invasive Arterial Blood Pressure Delineator for

Cardiopulmonary Resuscitation Patients during Pauses

of Chest Compressions

The designed IBP delineation algorithm applicable to SCA patients,
used a OHCA dataset recorded by EMS for traning and testing, and
other two hemodynamically stable patients public datasets only for
testing. The OHCA dataset, from Oslo (2015-2017), included ECG
and IBP signals recorded using Lifepak-15 monitors/defibrillators.
377 segments (1127 min) without CC artifacts were extracted from
81 patients. The fiducial points of the IBP per beat, Syspeak and
Diaonset, were manually annotated to be used as gold standards,
resulting in 75682 beats. The Polysomnographic1 and Complex
Systems Laboratory (CSL)2 datasets are composed of 18 sleeping
patients and 2 patients, respectively. A total of 20 segments (5257 min)
were extracted with Syspeak and Diaonset annotations for CSL dataset
and only Diaonset annotations for Polysomnographic dataset.

The raw IBP signal, IBPraw, contained artifacts such as quantization
noise and baseline drift. To address this, the signal was preprocessed
using the SWT with 8-level decomposition and the Daubechies-4
mother wavelet. Filtered IBP signal, IBPf ilt, was reconstructed from
the sixth and seventh detail coefficients (1− 4 Hz) as shown in Figure
4.5.

For beat detection, ∆s was computed as the first difference of
IBPf ilt, followed by low-pass filtering with a 3rd-order Butterworth
filter (zero-phase) at 5 Hz. The rectified version, ∆srec, was

1 https://physionet.org/content/slpdb/1.0.0/

2 https://www.pdx.edu/electrical-computer-engineering/

biomedical-signal-processing-lab

https://physionet.org/content/slpdb/1.0.0/
https://www.pdx.edu/electrical-computer-engineering/biomedical-signal-processing-lab
https://www.pdx.edu/electrical-computer-engineering/biomedical-signal-processing-lab
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determined by setting negative values to zero. Syspeak and Diaonset

were identified in ∆rec based on changes from positive to zero and
zero to positive values, respectively. They were aligned in time within
interval of 100 ms before and after the detected points.

Finally, SAP and DAP, as defined in Figure 2.2, values were
measured in IBPraw and potential beats were confirmed by adaptive
thresholding criteria in those variables.
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Figure 4.5. From top to button: IBPraw, IBPf ilt; and the first difference signal, ∆s (in orange),
and rectified first difference signal, ∆srec (in blue). The yellow dots in the button
panel indicate maximums of ∆srec. Green and red dots are Syspeak and Diaonset
instants, respectively.

The algorithms by Zong et al. [55] and Li et al. [54], with their
scripts accessible on PhysioNet3 [177] and Matlab File Exchange4,
respectively, were compared to J2.2 IBP delineator.

Performance metrics attending to heartbeat detection included
Sehb, PPVhb and F1hb. Correct detections were considered within
50 ms interval of the ground truth annotations. Additional analyses
focused on Ses, Sps, PPVs and NPVs for discriminating pulsatile
segments were limited to OHCA segments because all segments in
the public dataset were pulsatile.

3 https://physionet.org/content/pcst/1.0.0/

4 https://es.mathworks.com/matlabcentral/fileexchange/

29484-pulse-waveform-delineator?s tid=FX rc3 behav

https://physionet.org/content/pcst/1.0.0/
https://es.mathworks.com/matlabcentral/fileexchange/29484-pulse-waveform-delineator?s_tid=FX_rc3_behav
https://es.mathworks.com/matlabcentral/fileexchange/29484-pulse-waveform-delineator?s_tid=FX_rc3_behav
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A 10-fold CV was used to evaluate the beat delineator. Threshold
optimization was performed on the training set to maximize F1hb by
uniform grid search.

Table 4.6 compares performance metrics of J2.2 delineator with
SoA algorithms for heartbeat detection. Notably, proposed solution
exhibits superior performance with the OHCA dataset, while
demonstrating comparable performance with the public datasets.

Heartbeat detection

Sehb (%) PPVhb (%) F1hb (%)

O
H

C
A

da
ta

se
t

J2.2 96.1 (8.3) 96.1 (7.6) 95.7 (6.4)
Zong [55] 62.8 (36.3) 93.8 (10.5) 71.9 (29.8)

Li [54] 94.1 (9.6) 85.4 (23.7) 86.7 (19.6)

Pu
bl

ic
da

ta
se

t

J2.2 98.4 (1.5) 98.8 (1.3) 98.6 (1.3)
Zong [55] 97.9 (3.8) 98.4 (3.2) 98.1 (3.4)

Li [54] 98.6 (1.3) 99.1 (1.0) 98.6 (1.0)

Table 4.6. Performance of J2.2 delineator compared to SoA algorithms using the OHCA
dataset and two public datasets for heartbeat detection. The performance metrics
include mean (SD) Sehb,PPVhb and F1hb.

Table 4.7 shows the performance of J2.2 and SoA delineators for
pulsed segment discrimination on OHCA dataset (377 segments, 252
of them with pulse).

A IBP delineator that works with both stable and SCA patients has
been developed, which has demonstrated better performance than
SoA methods. A delineator of this kind can help to automatically
calculate the physiologic variables required by predictive models of
Subsection 2.2.3 and thereby can be included in predictors of PEA
evolution such as C1.1.
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Pulsatile segment discrimination

Ses (%) Sps (%) PPVs (%) NPVs (%)

J2.2 98.8 (6.9) 91.6 (20.2) 97.4 (9.7) 98.7 (6.1)
Zong [55] 81.2 (31.0) 75.6 (31.5) 92.4 (20.5) 87.7 (21.8)

Li [54] 99.7 (2.6) 8.9 (23.3) 82.4 (24.4) 88.9 (33.3)

Table 4.7. Performance of J2.2 delineator compared to SoA algorithms using the OHCA
dataset for pulsed segment discrimination. The performance metrics include mean
(SD) Ses, Sps, PPVs and NPVs.



5 C O N C L U S I O N S

This section provides an overview of the key contributions of
the thesis. It begins by emphasizing the most significant findings,
followed by a recap of all publications in journals and conferences
related to the research. Additionally, it acknowledges the research
projects and funding sources that facilitated the thesis development.
Lastly, a concise exploration of potential avenues for future research
based on the thesis results is presented.

5.1 Main contributions of the thesis

The main objective of this thesis was to contribute to the develop-
ment of automatic predictors of PEA evolution, as well as ECG and
IBP automated delineators that provide physiological parameters to
be integrated in the previously mentioned predictors. At the end of
the thesis, the main contributions can be synthesized as follows:

• PEA evolution predicting algorithms based on the ECG and the TI
signals: Machine learning models have been fed with features
automatically computed from ECG and TI signals for predicting
the evolution of PEA segments during OHCA.

• PEA evolution predicting algorithms based on models integrating QRS
based features: Features based on QRS complexes have been added
to previous models for predicting the evolution of segments with
PEA, as well as a modified version of the well known AMSA
feature.

53
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• PEA evolution predicting algorithms based on models integrating IBP
signal: Physiological parameters calculated from the IBP signal
have been added to the PEA evolution prediction models. These
new features have added significant insight to the model that has
improved its performance.

• ECG delineation algorithms for patients in SCA: An ECG delineator
has been designed using a DL model, accurate to both hemody-
namically stable and SCA patients. This delineator has shown
better performance than SoA algorithms and might assist in de-
lineating QRS complexes to give rescuers more information to
take better decisions. Additionally, it may also be employed to
compute automatic features and include them in predictive models
of cardiac rhythm evolution.

• IBP delineation algorithms for patients in SCA: An IBP delineator
accurate with both stable and SCA patients has been developed.
This permits the automatic estimation of physiological parameters
and provides valuable information to predictive models or to
clinicians during the treatment of SCA patients.

5.2 Publications

The thesis has resulted in several significant contributions to the
scientific community, formally detailed in Sections 5.2.1 and 5.2.2.
These contributions include:

• In relation to Objective 1, two long papers have been published
in journals indexed in the JCR Science Edition (A1 and A2),
along with presentations at a national and an international
conferences (C1 and C4) and one more accepted (C6).

• In relation to Objective 2, one long paper has been published
(A3) and another has been submitted (A4) to journals indexed
in the JCR Science Edition, along with presentations at three
national and international conferences (C2, C3 and C5).

5.2.1 Journals indexed in the JCR science edition

A1 A machine learning model for the prognosis of pulseless electrical
activity during out-of-hospital cardiac arrest
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Jon Urteaga, Elisabete Aramendi, Andoni Elola, Unai Irusta, Ahamed
H. Idris
MDPI Entropy 2021 (IF: 2.7, 43/110) [171]

A2 Machine learning model to predict evolution of pulseless electrical
activity during in-hospital cardiac arrest
Jon Urteaga, Andoni Elola, Anders Norvik, Eirik Unneland, Trygve C
Eftestøl, Abhishek Bhardwaj, David Buckler, Benjamin S Abella, Eirik
Skogvoll, Elisabete Aramendi
Resuscitation Plus 2024 (IF: 2.4, 28/54) [172]

A3 Invasive Arterial Blood Pressure Delineator for Cardiopulmonary
Resuscitation Patients during Pauses of Chest Compressions
Jon Urteaga, Andoni Elola, Elisabete Aramendi, Per Olav Berve, Lars
Wik
Biomedical Signal Processing and Control 2024 (IF: 5.1, 26/96) [173]

A4 A Deep Learning Model for QRS Delineation in Organized Rhythms
during In-Hospital Cardiac Arrest (Submitted)
Jon Urteaga, Andoni Elola, Daniel Herráez, Anders Norvik, Eirik
Unneland, Abhishek Bhardwaj, David Buckler, Benjamin S. Abella,
Eirik Skogvoll, Elisabete Aramend
IEEE Transactions on Biomedical Engineering 2024 (IF: 4.6, 34/96)
[174]

5.2.2 National and international conferences

C1 Modelo predictivo del retorno de circulación espontánea en la parada
cardiorrespiratoria utilizando el ECG y la impedancia torácica
Jon Urteaga, Elisabete Aramendi, Andoni Elola, Unai Irusta, Ahamed
H. Idris
XXXVIII Congreso Anual de la Sociedad Española de Ingenierı́a
Biomédica (CASEIB) 2020 [165]

C2 Automated detection of pulse using continuous invasive arterial blood
pressure in patients during cardiopulmonary resuscitation
Jon Urteaga, Andoni Elola, Elisabete Aramendi, Per Olav Berve, Lars
Wik
Computing in Cardiology Conference (CinC) 2021 [166]
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C3 Automated Algorithm for QRS Detection in Cardiac Arrest Patients
with PEA
Jon Urteaga, Andoni Elola, Elisabete Aramendi, Anders Norvik, Eirik
Unneland, Eirik Skogvoll
Computing in Cardiology (CinC) 2022 [167]

C4 The Prediction Of Pulseless Electrical Activity Evolution During
In-hospital Cardiac Arrest Using Machine Learning
Jon Urteaga, Elisabete Aramendi, Andoni Elola, Anders Norvik, Eirik
Unneland, Abhishek Bhardwaj, David Buckler, Benjamin S Abella,
Eirik Skogvoll
Resuscitation Science Symposium (AHA-ReSS) 2022 [168]

C5 Detección automática de complejos QRS en pacientes con actividad
eléctrica sin pulso durante la parada cardiorrespiratoria
Jon Urteaga, Andoni Elola, Elisabete Aramend, Daniel Herráez, An-
ders Norvik, Eirik Unneland, Eirik Skogvoll
XL Congreso Anual de la Sociedad Española de Ingenierı́a Biomédica
(CASEIB) 2022 [169]

C6 A Random Forest Model for Pulseless Electrical Activity Prognosis
Prediction During Out-of-Hospital Cardiac Arrest Using Invasive
Blood Pressure (Accepted)
Jon Urteaga, Andoni Elola, Per Olav Berve, Lars Wik, Elisabete Ara-
mendi
EMBC (Annual International Conference of the IEEE Engineering in
Medicine and Biology Society) 2024 [170]

5.3 Financial support

This thesis has been primarily supported by a predoctoral grant
(P1) and several national and international grants. All projects and
funding sources that have supported financially the development of
the thesis are acknowledged in the following:

P1 Ayuda para la formación de personal investigador (PRE 2020 1 0177,
PRE2021 2 0173, PRE 2022 2 0245 and PRE 2023 2 0101). Basque
Government Department of Education, Universities and Re-
search. 2020-2023.
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P2 BioRes (Biomedical Engineering and Resuscitation) (IT1229-19).
Basque Government Department of Education, Universities
and Research. February 2019 – December 2022.

P3 BioRes (Biomedical Engineering and Resuscitation) (IT1717-22).
Basque Government Department of Education, Universities
and Research. January 2022 – December 2025.

P4 Procesado multimodal de señal y aprendizaje automático para la
mejora del tratamiento de la parada cardiorrespiratoria extrahospita-
laria (RTI2018-101475-BI00). Spanish Ministry of Economy and
Competitiveness. February 2019 – September 2022.

P5 Inteligencia artificial y nuevas tecnologı́as para el guiado de la ter-
apia de resucitación en la parada cardiorrespiratoria extrahospitalaria
(PID2021-122727OB-I00). Spanish Ministry of Science, Research
and Universities. September 2022 – August 2025.

5.4 Future lines of research

The thesis has advanced the development of AI models for predict-
ing the prognosis of PEA segment and has developed delineators for
characterizing ECG and IBP signals for SCA patients. This work has
already prompted new research interests and revealed opportunities
to improve or enhance existing solutions as the next ones:

• Current ML methods for developing PEA predictors could poten-
tially be replaced by DL based methods, which have demonstrated
significant potential. These methods would require access to a
larger patient datasets, but they could substantially enhance model
performance by capturing details that ML methods may overlook.

• Existing models for PEA evolution prediction using ECG, TI and
even IBP signals could improve their performance with additional
signals or information. Pulse oximetry and capnography signals
are leading candidates to provide relevant information to predic-
tive methods. In addition, demographic information such as the
patient’s initial heart rhythm, the location of sudden cardiac arrest
or bystander response could be incorporated to enrich the model.
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• A DL based delineation model like the one proposed in J2.1 could
be tested for delineating IBP signals in SCA patients. These models
have already demonstrated potential delineating and segmenting
biomedical signals. Using them for IBP signals could enhance the
performance of the current delineator and potentially calculate
physiological parameters more accurately.

• Despite the access to wide international datasets in the develop-
ment of current thesis work, employing methods to augment the
size and variety of datasets would contribute to more accurate
models. Synthetic data or data augmentation techniques would
contribute to better training processes, reducing the risks of over-
fitting and allowing a better generalization. Those aspects are
especially beneficial in DL, where complex models require large
datasets to effectively capture intricate patterns.
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[3] A. Fuchs, D. Käser, L. Theiler, R. Greif, J. Knapp, and J. Berger-Estilita,
“Survival and long-term outcomes following in-hospital cardiac arrest
in a swiss university hospital: a prospective observational study,”
Scandinavian journal of trauma, resuscitation and emergency medicine,
vol. 29, pp. 1–10, 2021.

[4] J.-T. Gräsner, J. Herlitz, I. B. Tjelmeland, J. Wnent, S. Masterson,
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göteborg,” European heart journal, vol. 21, no. 15, pp. 1251–1258, 2000.

[62] A. Norvik, E. Unneland, D. Bergum, D. Buckler, A. Bhardwaj,
T. Eftestøl, E. Aramendi, T. Nordseth, B. Abella, J. T. Kvaløy et al.,
“Pulseless electrical activity in in-hospital cardiac arrest–a crossroad
for decisions,” Resuscitation, vol. 176, pp. 117–124, 2022.

[63] V. S. Tayal and J. A. Kline, “Emergency echocardiography to
detect pericardial effusion in patients in pea and near-pea states,”



66 bibliography

Resuscitation, vol. 59, no. 3, pp. 315–318, 2003.

[64] J. Rabjohns, T. Quan, K. Boniface, and A. Pourmand, “Pseudo-
pulseless electrical activity in the emergency department, an evidence
based approach,” The American journal of emergency medicine, vol. 38,
no. 2, pp. 371–375, 2020.

[65] S. Van den Bempt, L. Wauters, and P. Dewolf, “Pulseless electrical
activity: detection of underlying causes in a prehospital setting,”
Medical Principles and Practice, vol. 30, no. 3, pp. 212–222, 2021.

[66] D. C. Parish, H. Goyal, and F. C. Dane, “Mechanism of death: there’s
more to it than sudden cardiac arrest,” Journal of thoracic disease,
vol. 10, no. 5, p. 3081, 2018.

[67] Y.-J. Kim, Y. J. Lee, S. M. Ryoo, C. H. Sohn, S. Ahn, D.-W.
Seo, K. S. Lim, and W. Y. Kim, “Role of blood gas analysis
during cardiopulmonary resuscitation in out-of-hospital cardiac arrest
patients,” Medicine, vol. 95, no. 25, 2016.

[68] P.-Y. Tsou, J. Kurbedin, Y.-S. Chen, E. H. Chou, M.-t. G. Lee, M. C.-H.
Lee, M. H.-M. Ma, S.-C. Chen, and C.-C. Lee, “Accuracy of point-of-
care focused echocardiography in predicting outcome of resuscitation
in cardiac arrest patients: a systematic review and meta-analysis,”
Resuscitation, vol. 114, pp. 92–99, 2017.

[69] L. Littmann, D. J. Bustin, and M. W. Haley, “A simplified and
structured teaching tool for the evaluation and management of
pulseless electrical activity,” Medical Principles and Practice, vol. 23,
no. 1, pp. 1–6, 2013.

[70] D. Bergum, G. W. Skjeflo, T. Nordseth, O. C. Mjølstad, B. O. Haugen,
E. Skogvoll, and J. P. Loennechen, “Ecg patterns in early pulseless
electrical activity-associations with aetiology and survival of in-
hospital cardiac arrest,” Resuscitation, vol. 104, pp. 34–39, 2016.

[71] K. G. Moons, P. Royston, Y. Vergouwe, D. E. Grobbee, and D. G.
Altman, “Prognosis and prognostic research: what, why, and how?”
Bmj, vol. 338, 2009.

[72] T. Eftestøl, K. Sunde, S. Ole Aase, J. H. Husøy, and P. A. Steen,
“Predicting outcome of defibrillation by spectral characterization and
nonparametric classification of ventricular fibrillation in patients with
out-of-hospital cardiac arrest,” Circulation, vol. 102, no. 13, pp. 1523–
1529, 2000.

[73] A. Neurauter, T. Eftestøl, J. Kramer-Johansen, B. S. Abella, K. Sunde,
V. Wenzel, K. H. Lindner, J. Eilevstjønn, H. Myklebust, P. A. Steen



Bibliography bibliography 67

et al., “Prediction of countershock success using single features
from multiple ventricular fibrillation frequency bands and feature
combinations using neural networks,” Resuscitation, vol. 73, no. 2, pp.
253–263, 2007.

[74] I. Jekova, “Shock advisory tool: Detection of life-threatening cardiac
arrhythmias and shock success prediction by means of a common
parameter set,” Biomedical Signal Processing and Control, vol. 2, no. 1,
pp. 25–33, 2007.

[75] S. Shandilya, K. Ward, M. Kurz, and K. Najarian, “Non-linear
dynamical signal characterization for prediction of defibrillation
success through machine learning,” BMC Medical Informatics and
Decision Making, vol. 12, no. 1, pp. 1–9, 2012.
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A. Strömsöe, C. Axelsson, J. Herlitz, and A. Rawshani, “Identifying
the relative importance of predictors of survival in out of hospital
cardiac arrest: a machine learning study,” Scandinavian journal of
trauma, resuscitation and emergency medicine, vol. 28, pp. 1–8, 2020.

[88] Y. H. Lo and Y. C. A. Siu, “Predicting survived events in nontraumatic
out-of-hospital cardiac arrest: A comparison study on machine
learning and regression models,” The Journal of Emergency Medicine,
vol. 61, no. 6, pp. 683–694, 2021.

[89] Y. Hirano, Y. Kondo, K. Sueyoshi, K. Okamoto, and H. Tanaka, “Early
outcome prediction for out-of-hospital cardiac arrest with initial
shockable rhythm using machine learning models,” Resuscitation, vol.
158, pp. 49–56, 2021.

[90] D.-W. Seo, H. Yi, H.-J. Bae, Y.-J. Kim, C.-H. Sohn, S. Ahn, K.-S. Lim,
N. Kim, and W.-Y. Kim, “Prediction of neurologically intact survival
in cardiac arrest patients without pre-hospital return of spontaneous
circulation: Machine learning approach,” Journal of clinical medicine,
vol. 10, no. 5, p. 1089, 2021.



Bibliography bibliography 69

[91] S. Harford, H. Darabi, M. Del Rios, S. Majumdar, F. Karim, T. V. Hoek,
K. Erwin, and D. P. Watson, “A machine learning based model for
out of hospital cardiac arrest outcome classification and sensitivity
analysis,” Resuscitation, vol. 138, pp. 134–140, 2019.

[92] S. Harford, M. Del Rios, S. Heinert, J. Weber, E. Markul, K. Tataris,
T. Campbell, T. Vanden Hoek, and H. Darabi, “A machine learning
approach for modeling decisions in the out of hospital cardiac arrest
care workflow,” BMC Medical Informatics and Decision Making, vol. 22,
no. 1, pp. 1–9, 2022.

[93] S. J. Shin, H. S. Bae, H. J. Moon, G. W. Kim, Y. S. Cho, D. W. Lee,
D. K. Jeong, H. J. Kim, and H. J. Lee, “Evaluation of optimal scene
time interval for out-of-hospital cardiac arrest using a deep neural
network,” The American Journal of Emergency Medicine, vol. 63, pp.
29–37, 2023.

[94] J. Toy, N. Bosson, S. Schlesinger, M. Gausche-Hill, and S. Stratton,
“Artificial intelligence to support out-of-hospital cardiac arrest care:
A scoping review,” Resuscitation Plus, vol. 16, p. 100491, 2023.

[95] T. P. Aufderheide, R. K. Thakur, H. A. Stueven, C. Aprahamian, Y.-R.
Zhu, D. Fark, K. Hargarten, and D. Olson, “Electrocardiographic
characteristics in emd,” Resuscitation, vol. 17, no. 2, pp. 183–193, 1989.

[96] C. Weiser, M. Poppe, F. Sterz, H. Herkner, C. Clodi, C. Schriefl,
A. Warenits, M. Vossen, M. Schwameis, A. Nürnberger et al., “Initial
electrical frequency predicts survival and neurological outcome in out
of hospital cardiac arrest patients with pulseless electrical activity,”
Resuscitation, vol. 125, pp. 34–38, 2018.

[97] J. H. Kim, H. W. Ryoo, J.-y. Kim, J. Y. Ahn, S. Moon, D. E. Lee,
Y. H. Mun, and J. W. Son, “Qrs complex characteristics and patient
outcomes in out-of-hospital pulseless electrical activity cardiac arrest,”
Emergency Medicine Journal, vol. 38, no. 1, pp. 53–58, 2021.

[98] M. L. Ho, M. Gatien, C. Vaillancourt, V. Whitham, and I. G.
Stiell, “Utility of prehospital electrocardiogram characteristics as
prognostic markers in out-of-hospital pulseless electrical activity
arrests,” Emergency Medicine Journal, vol. 35, no. 2, pp. 89–95, 2018.

[99] C. Mehta and W. Brady, “Pulseless electrical activity in cardiac arrest:
electrocardiographic presentations and management considerations
based on the electrocardiogram,” The American journal of emergency
medicine, vol. 30, no. 1, pp. 236–239, 2012.



70 bibliography

[100] A. Elola, E. Aramendi, U. Irusta, P. O. Berve, and L. Wik, “Multimodal
algorithms for the classification of circulation states during out-of-
hospital cardiac arrest,” IEEE Transactions on Biomedical Engineering,
vol. 68, no. 6, pp. 1913–1922, 2020.

[101] M. Hauck, J. Studnek, A. C. Heffner, and D. A. Pearson, “Cardiac
arrest with initial arrest rhythm of pulseless electrical activity: do
rhythm characteristics correlate with outcome?” The American Journal
of Emergency Medicine, vol. 33, no. 7, pp. 891–894, 2015.

[102] G. W. Skjeflo, T. Nordseth, J. P. Loennechen, D. Bergum, and
E. Skogvoll, “Ecg changes during resuscitation of patients with initial
pulseless electrical activity are associated with return of spontaneous
circulation,” Resuscitation, vol. 127, pp. 31–36, 2018.

[103] G. Ristagno, Y. Li, F. Fumagalli, A. Finzi, and W. Quan, “Amplitude
spectrum area to guide resuscitation—a retrospective analysis during
out-of-hospital cardiopulmonary resuscitation in 609 patients with
ventricular fibrillation cardiac arrest,” Resuscitation, vol. 84, no. 12, pp.
1697–1703, 2013.

[104] A. Elola, E. Aramendi, U. Irusta, J. Del Ser, E. Alonso, and M. Daya,
“Ecg-based pulse detection during cardiac arrest using random forest
classifier,” Medical & biological engineering & computing, vol. 57, no. 2,
pp. 453–462, 2019.

[105] G. Ristagno, T. Mauri, G. Cesana, Y. Li, A. Finzi, F. Fumagalli, G. Rossi,
N. Grieco, M. Migliori, A. Andreassi et al., “Amplitude spectrum area
to guide defibrillation: a validation on 1617 patients with ventricular
fibrillation,” Circulation, vol. 131, no. 5, pp. 478–487, 2015.

[106] J. C. Reynolds, D. D. Salcido, and J. J. Menegazzi, “Correlation
between coronary perfusion pressure and quantitative ecg waveform
measures during resuscitation of prolonged ventricular fibrillation,”
Resuscitation, vol. 83, no. 12, pp. 1497–1502, 2012.

[107] B. Chicote, U. Irusta, E. Aramendi, I. Isasi, D. Alonso, F. Vicente, and
M. Sanchez, “Nonlinear energy operators for defibrillation shock
outcome prediction,” in 2016 Computing in Cardiology Conference
(CinC). IEEE, 2016, pp. 61–64.

[108] L. El Bouny, M. Khalil, and A. Abdellah, “Qrs complex detection
based on smoothed nonlinear energy operator,” in 2018 9th
International symposium on signal, image, video and communications
(ISIVC). IEEE, 2018, pp. 191–196.



Bibliography bibliography 71

[109] R. Bos, S. De Waele, and P. M. Broersen, “Autoregressive spectral
estimation by application of the burg algorithm to irregularly sampled
data,” IEEE Transactions on Instrumentation and Measurement, vol. 51,
no. 6, pp. 1289–1294, 2002.

[110] A. B. Rad, T. Eftestøl, K. Engan, U. Irusta, J. T. Kvaløy, J. Kramer-
Johansen, L. Wik, and A. K. Katsaggelos, “Ecg-based classification of
resuscitation cardiac rhythms for retrospective data analysis,” IEEE
Transactions on Biomedical Engineering, vol. 64, no. 10, pp. 2411–2418,
2017.

[111] J. M. Ruiz, S. R. de Gauna, D. M. González-Otero, P. Saiz,
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Abstract: Pulseless electrical activity (PEA) is characterized by the disassociation of the mechanical
and electrical activity of the heart and appears as the initial rhythm in 20–30% of out-of-hospital car-
diac arrest (OHCA) cases. Predicting whether a patient in PEA will convert to return of spontaneous
circulation (ROSC) is important because different therapeutic strategies are needed depending on
the type of PEA. The aim of this study was to develop a machine learning model to differentiate
PEA with unfavorable (unPEA) and favorable (faPEA) evolution to ROSC. An OHCA dataset of 1921
5 s PEA signal segments from defibrillator files was used, 703 faPEA segments from 107 patients
with ROSC and 1218 unPEA segments from 153 patients with no ROSC. The solution consisted of
a signal-processing stage of the ECG and the thoracic impedance (TI) and the extraction of the TI
circulation component (ICC), which is associated with ventricular wall movement. Then, a set of
17 features was obtained from the ECG and ICC signals, and a random forest classifier was used to
differentiate faPEA from unPEA. All models were trained and tested using patientwise and stratified
10-fold cross-validation partitions. The best model showed a median (interquartile range) area under
the curve (AUC) of 85.7 (9.8)% and a balance accuracy of 78.8 (9.8)%, improving the previously
available solutions at more than four points in the AUC and three points in balanced accuracy. It was
demonstrated that the evolution of PEA can be predicted using the ECG and TI signals, opening the
possibility of targeted PEA treatment in OHCA.

Keywords: out-of-hospital cardiac arrest (OHCA); electrocardiogram (ECG); thoracic impedance
(TI); pulseless electrical activity (PEA); return of spontaneous circulation (ROSC)

1. Introduction

Out-of-hospital cardiac arrest (OHCA) is a major public health problem, with an
estimated incidence between 350,000 and 700,000 cases per year in Europe and survival
rates below 10% [1,2]. A patient in cardiac arrest abruptly looses respiratory and cardiovas-
cular functions and, if untreated, dies within minutes. An early recognition of OHCA and
prompt treatment are therefore key for survival. In the prehospital setting, bystander car-
diopulmonary resuscitation (CPR) contributes to maintaining artificial blood flow through
ventilation and chest compressions until more advanced therapy is available. For instance,
when the presenting heart rhythm is ventricular fibrillation (VF), an electrical defibrillation
shock within the first five minutes from OHCA onset raises survival rates by 50–70% [2,3].

The best course of treatment for OHCA depends on the heart rhythm of the patient,
which can be determined using an electrocardiogram (ECG) [4]. In the preshopital setting,
the heart function is monitored by the emergency medical system (EMS) personnel using
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monitor defibrillators. Unfortunately, by the time the EMS personnel arrives on scene, VF
is the presenting rhythm in only 11–37% of OHCA cases [5,6]. A frequently presenting
rhythm is pulseless electrical activity (PEA), with recorded incidences of 20–30% out
of hospital [7–9] and up to 40–60% in hospital [10,11], as well as much lower survival
rates [7,12–15]. PEA is characterized by the dissociation of the electrical and mechanical
activities of the heart. Therefore, a patient in PEA presents apparent heartbeats in the ECG
with discernible QRS complexes, but without effective ventricular wall movement. Thus,
there is no palpable pulse and an insufficient blood flow [7]. EMS personnel provide CPR
and pharmacological treatment to revert PEA and achieve return of spontaneous circulation
(ROSC), but treatment depends on the characteristics of PEA. Consequently, directions for
understanding the mechanism and stratification of PEA have been addressed by clinical
consortia and efforts to predict, prevent, and manage PEA encouraged [7,13,15,16].

PEA states can grossly be classified into pseudo-PEA or true-PEA [17]. In pseudo-PEA,
the electrical activity of the heart produces a small mechanical activity, albeit insufficient
for a palpable pulse. In true PEA, there is no mechanical cardiac activity [16,18]. The two
stages of PEA have different prognoses and treatments [7,18–20], and their distinction is of
great clinical interest to predict the hemodynamic evolution of PEA, as well as whether the
patient will recover ROSC.

Several contributions have proposed the use of ECG features to differentiate PEA
with favorable evolution to ROSC (faPEA) from PEA with unfavorable evolution to ROSC
(unPEA). The heart rate (HR) and the width of the QRS complex during PEA have been ex-
tensively investigated in both in- and out-of-hospital cardiac arrest, but with contradictory
conclusions [12–15]. In these studies, ECG data were manually annotated, and no auto-
matic method has been proposed yet to discriminate faPEA from unPEA. Additionally, the
thoracic impedance (TI) measured through the defibrillation pads reflects changes in tissue
density and fluid content in the thoracic region and thus presents a small, but discernible
component associated with blood flow [21]. TI has been successfully used to discriminate
PEA from rhythms associated with ROSC, by extracting the impedance circulation compo-
nent (ICC), which reflects blood flow during ROSC [22,23]. In fact, models combining ECG
and TI have been proposed to predict immediate rhythm transitions during OHCA [24]
and to discriminate rhythms in OHCA [25], and in a preliminary study, a model combining
an ECG and a TI feature showed promising results for the discrimination of faPEA and
unPEA on a limited dataset [26].

This study introduced a new model to discriminate faPEA from unPEA based on
comprehensive automatic feature extraction from the ECG and TI signals using various
signal analysis domains. An advanced random forest (RF) classifier was then used to
efficiently combine those features and improve the accuracy of the diagnosis. A compre-
hensive dataset of OHCA episodes was used for the analysis. The results showed that a
combination of ECG and TI features substantially improved the accuracy of the models,
which could be used to assist EMS personnel in evaluating the hemodynamic state of the
patient and deciding the optimum resuscitation treatment.

2. Data Collection

The dataset used in this study was a subset of a larger dataset of OHCA episodes
recorded by the Dallas-Fortworth Center for Resuscitation Research (Dallas, TX, USA).
Every episode had concurrent ECG (250 Hz, resolution = 1.03 mV) and TI signals (200 Hz,
resolution = 0.74 mΩ) recorded by the defibrillation pads of a HeartStart MRx defibrillator
(Philips Healthcare, Andover, MA, USA).

The dataset consisted of 260 episodes of patients in PEA, of which 107 recovered ROSC
and 153 did not. ROSC recovery was certified by clinicians on site and further revised
by visual inspection of the episodes. Cases ending in ROSC had confirmed long periods
without CPR after recovery of pulse, while cases without ROSC had CPR until the end of
the episode. PEA onset was identified in the episodes as the first occurrence of an organized
rhythm (QRS complexes) during CPR. PEA segments of 5 s in duration, separated by at
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least 1 s, and including the ECG and the TI were identified during the first 10 min after
PEA onset. Segments were extracted in the pauses of chest compressions, identified in the
TI [27,28], with no artifacts due to compressions in the signals. Figure 1 shows an example
of an episode in which PEA evolved to ROSC (in green). Chest compression activity is
visible in the TI signal, and PEA segments (in blue) were only selected during the intervals
without chest compressions to avoid artifacts in the ECG.

20 40 60 80 100 120 140 160 180 200
-2

-1

0

1

2

20 40 60 80 100 120 140 160 180 200
-2

-1

0

1

2

Figure 1. ECG and TI signals of an episode with favorable evolution to ROSC (in green). The 5 s PEA segments extracted
from the ECG and the TI are colored in blue.

A total of 1921 PEAs were extracted, a median (interquartile range, IQR) of 4 (6.5) seg-
ments per episode. The segments in the ROSC episodes were labeled as faPEA and those
in the non-ROSC episodes as unPEA. There were a total of 703 faPEA segments, 4 (5.8)
per episode; and 1218 unPEA segments, 5 (7) per episode. Figure 2 shows examples of
the faPEA and unPEA segments. As shown in the figure, the faPEA segment presents a
more regular ECG with narrower QRS complexes of larger amplitude and a higher heart
rate. Moreover, it also presents TI components and an ICC waveform correlated with
the heartbeats.
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Figure 2. Examples of the signals and components for a 5 s faPEA segment (left) and unPEA segment
(right). From top to bottom: ECG, TI, ICC, and three detail components from the stationary wavelet
decomposition of the ICC, d5,ICC, d6,ICC, and d7,ICC
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3. Methods

The algorithm to discriminate faPEA from unPEA consisted of the three stages shown
in Figure 3. The first stage was an ECG and TI signal-processing stage, where the ECG and
TI signals were resampled to a common sampling rate of fs = 250 Hz and then denoised to
obtain ŝECG(n) and ŝTI(n). The impedance ICC component, sICC(n), was then extracted
from ŝTI(n) by applying adaptive filtering and denoised to obtain ŝICC(n). In the second
stage, a set of waveform features was computed from the denoised ECG and ICC signals.
Finally, in the third stage, these features were fed to an RF classifier to discriminate faPEA
from unPEA segments.

Stage I Stage II Stage III

ECG preprocessing

TI preprocessing

QRS detector

ICC extraction
Kalman smoother

ICC filtering

Feature
extraction

RF Classifier

s (n)ECG

s (n)TI

ŝ (n)ECG

ŝ (n)TI s (n)ICC ŝ (n)ICC

faPEA

unPEA

Figure 3. Overview of the faPEA/unPEA classification algorithm. The algorithm consists of three
stages: a signal-processing stage, a feature-extraction stage, and a classification stage. The RF classifier
uses features from the denoised ECG, ŝECG(n), and impedance circulation component, ŝICC(n).

3.1. Processing of ECG and TI Signals
3.1.1. ECG Processing

The ECG signal was denoised using the stationary wavelet transform (SWT) as pro-
posed by Isasi et al. for OHCA rhythms [29,30]. An 8-level SWT decomposition was used
with a Daubechies-4 mother wavelet and soft thresholding. Detail coefficients d3 to d8
were used to reconstruct the denoised ECG, which corresponds to an analysis band of
0.5–31.25 Hz, a typical band for ECG analysis in OHCA [23,29].

3.1.2. TI Processing and ICC Extraction

The TI measured through the defibrillation pads may show different components
due to: baseline wandering, chest compressions and ventilation during CPR, the circu-
lation component in the pulsed rhythm, additional noise/artifacts due to movement,
electrode–skin contact, etc. [31]. The segments of the database were extracted during
pauses of chest compressions, so the TI signal was bandpass filtered (0.8–10 Hz) to remove
baseline fluctuations, respiration artifacts, and other high-frequency noise [22,32]. Then,
the ICC component was extracted, that is the TI component correlated with the ECG
heartbeats. Heartbeats were detected in the denoised ECG using the Hamilton–Tompkins
algorithm [33], and the instantaneous HR was computed as:

f (n) =
1

fs(ri+1 − ri)
∀n ∈ [ri, ri+1) (1)

where ri is the time instant of the i-th QRS complex (R-peak). Using this information, the
ICC can be modeled as a Fourier series of K harmonics [22,31]:

sICC(n) =
K

∑
k=1

ak(n) cos(k 2π f (n) n) + bk(n) sin(k 2π f (n) n) (2)
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The time-varying Fourier coefficients, ak(n) and bk(n), were estimated using a Kalman
smoother [23]. The Kalman observation and state vectors are then [23,34]:

xn = [a1(n), . . . , ak(n), b1(n), . . . , bk(n)]T (3)

Hn = [cos(2π f (n) n), . . . , cos(K 2π f (n) n), sin(2π f (n) n), . . . , sin(K 2π f (n) n)] (4)

The time-varying Fourier coefficients were assumed to be Gaussian processes with
update equations [23,34]:

ak(n) = ψnak(n− 1) + ωn (5)

bk(n) = ψnbk(n− 1) + ωn (6)

where ψn = exp(− λ
f s ) and ωn is a zero-mean Gaussian process with σ the standard

deviation. The update equations are thus:

xn = Ψnxn−1 + Ωn (7)

where Ψn = ψn · I2K, Ωn = σ · I2K and I2K is the identity matrix of dimension 2K.
The Fourier coefficients (state vector), ak and bk, were computed applying the Rauch–

Tung–Striebel smoother, with K = 5 harmonics, λ = 0.05 and σ = 0.01, as suggested by
Elola et al. [23].

Finally, sICC(n) was denoised using an 8-level SWT (Daubechies-4) with soft thresh-
olding. The d5–d7 detail coefficients were used to reconstruct the denoised ŝICC(n), which
corresponds to the bandwidth 1–8 Hz. Figure 2 shows the TI, ICC, and d5–d7 detail coeffi-
cients for faPEA and unPEA.

3.2. Feature Extraction

Since faPEA evolves to ROSC, while unPEA does not, the hypothesis was that faPEA
would be more similar to cardiac rhythms with pulse than unPEA. Therefore, faPEA
should present more regular interbeat intervals and heart rates, larger ECG amplitudes,
wider spectra (narrower QRS complexes), and an ICC with a greater correlation to the
heartbeats than unPEA. Therefore, the features used to detect pulse during cardiac arrest
were added [23,35,36], as well as the features to quantify signal regularity and spectral
dispersion [37,38]. A total of 17 features were computed, 9 from the denoised ECG (ŝECG)
and 8 from the denoised ICC (ŝICC).

3.2.1. ECG Features

The ECG features were (for the detailed calculations, consult [4,29,35,37,38]):

• The AMSA, the amplitude spectrum area, which is the weighted sum of the amplitudes
of the ECG in the spectral domain, and it quantifies the variability and spectral
dispersion of the signal. The AMSA was computed as described in [35];

• Highpower, the power of the ECG in the higher frequency bands; a 17.5–40 Hz band-
width was used [35,38];

• FuzzEn, fuzzy entropy, which measures the regularity of the signal, computed as
described in [35];

• The SNEO, the smoothed nonlinear energy operator, as described in [37], which
measures the local energy content of the ECG;

• The IQR values of the denoised ECG and its SWT detail coefficients d5–d7, which are
denoted by dk, ECG for k = 5, 6, 7 [29];

• BurgECG, the variance of the white noise term of an order-four autoregressive (AR)
model estimation of the ECG power spectral density. It measures the goodness-of-fit
of the power spectral density to that of spectra concentrated around the fundamental
component (HR) and its harmonics [4,39].
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3.2.2. ICC Features

The ICC features were (for the detailed calculations, consult [4,22,29,36,37]):

• LogPower, the logarithmic energy (time domain) of the denoised ICC, which has been
shown to correlate with ventricular wall movement [22];

• The SNEO, the smoothed nonlinear energy operator, as described in [37], which
measures the local energy content of the ICC;

• The IQR values of the denoised ICC and its SWT detail coefficients d5–d7, which are
denoted by dk, ICC for k = 5, 6, 7 [29];

• BurgICC, the variance of the white noise term of the AR(4) estimation of the power
spectral density of the denoised ICC [4,39];

• CrossPower, the cross-power between the denoised ECG and ICC signals, as described
in [36].

3.3. Building the Classifier

An RF classifier was used, both for feature selection and binary classification of the
5 s segments into faPEA/unPEA. RF classifiers have demonstrated good performance and
robustness with unbalanced datasets and have the advantage of having an embedded
feature ranking/selection through feature importance [40,41].

An RF is an ensemble of B decision trees (weak learners), trained using a different
bootstrap replica of the original training dataset. The trees are grown using recursive
binary splitting, and at each node, D′ features are randomly selected from the available
D features for the split. The splitting process is carried out until the tree’s terminal nodes
are fed with less than lsize observations [40,42]. The final decision of the RF classifier is
obtained through a majority vote of those B trees.

For this study, an RF classifier with B = 500 trees was trained and forced the growth
of uncorrelated trees by using a 10% bootstrap replica (with replacement) of the training
set for each tree. The number of predictors per node was set to the default D′ =

√
D,

and the minimum number of observations per terminal node was fixed to lsize = 5, as
recommended in [23]. To avoid class imbalance, uniform priors were assigned.

For baseline comparisons, other machine learning classifiers were also trained and
evaluated. The RF was compared to a logistic regression (LR) classifier and to two sup-
port vector machine classifiers with polynomial kernels of second (SVM2) and third or-
der (SVM3). In these models, class imbalance was addressed by weighting the least preva-
lent class (faPEA) by a factor of 1.5.

3.4. Evaluation of the Models

All classifiers were trained and tested using 10-fold cross-validation (CV) with patient-
wise and stratified data partitions. In this way, training/test data leakage was avoided, and
the class imbalance in each fold reflected that of the whole dataset. The CV evaluation of the
models was repeated 10 times to statistically characterize the performance of the classifiers.

The classifiers were evaluated using the typical performance metrics for binary classi-
fiers, taking faPEA as the positive class. The following performance metrics were consid-
ered: sensitivity (Se), specificity (Sp), balanced accuracy (BAC, the average of Se and Sp),
and the area under the receiver operating characteristic curve (AUC).

4. Results

Table 1 shows a summary of the statistical distribution of the 17 features for the
faPEA and unPEA segments of the complete dataset. The features are ranked by the AUC
obtained by using a single-feature LR classifier (evaluated in the 10-fold CV partitions). All
features except FuzzyEn showed significant differences for the distributions of the faPEA
and unPEA segments (p < 0.001, Wilcoxon test), and moderate to good AUC values in the
range of 52.9 to 81.6%.
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Table 1. Median (IQR) values of the features for faPEA and unPEA segments grouped by ECG (left) and ICC (right) features.
Features are ranked within each group by the AUC (median, IQR) of a single-feature LR classifier.

ECG Features ICC Features

Feature faPEA unPEA AUC (%) Feature faPEA unPEA AUC (%)

Burg 2.4 × 10−6

(3.8 × 10−6)
5.6 × 10−7

(1.1 × 10−6)
81.6 (5.6) CrossPower 1310 (2151) 425 (1083) 71.6 (3.4)

AMSA 31.2 (22.3) 13.1 (14.1) 81.3 (4.9) IQR(d5) 22.1 (36.3) 10.5 (30.2) 66.5 (1.6)
HighPower 74.3 (166.0) 8.3 (24.8) 80.3 (8.1) SNEO 2930 (10,001) 445 (4427) 65.7 (7.8)
IQR(d6) 1.1 (1.2) 0.5 (0.6) 72.6 (15.0) LogPower 5131 (2783) 2822 (5259) 64.4 (7.5)
IQR(d5) 0.31 (0.65) 0.17 (0.29) 71.0 (11.1) IQR(d6) 84.2 (136.1) 32.5 (88.9) 64.3 (5.2)
SNEO 0.21 (0.82) 0.06 (0.20) 71.0 (14.4) IQR 18.6 (26.9) 7.2 (30.5) 61.5 (10.3)
IQR 0.17 (0.17) 0.10 (0.10) 68.8 (14.4) IQR(d7) 150.9 (253.8) 66.3 (247.5) 54.9 (13.0)

IQR(d7) 1.3 (1.5) 1.0 (1.0) 65.2 (12.6) Burg 0.21 (1.9) 0.05 (0.8) 54.6 (14.4)
FuzzEn 0.22 (0.13) 0.23 (0.14) 52.9 (20.4)

4.1. Performance of the RF Classifier

The overall performance of the method is reported in Table 2 in terms of AUC, BAC,
and Se/Sp. Two model types were evaluated, those using ECG-only features and those
combining ECG and ICC features. For each model, the complete feature set and a reduced
optimal feature set based on RF feature importance (see Section 4.2) were used. The models
with reduced feature sets showed the best performance, with median (IQR) values of
85.7 (9.8)/78.8 (9.8)% for AUC/BAC for the ECG+ICC model and 83.2 (8.5)/75.7 (10.7)%
for the ECG-only model. Adding information derived from the impedance (ICC signal)
improved the AUC and BAC of the ECG-only models at 2.5 and three points, respectively.

Table 2 also shows the performance of all previous proposals in the literature for the
prognosis of the evolution of PEA. All the methods were implemented in MATLAB and
then evaluated using this study’s dataset and data partitions. The previous proposals
included: (1) a preliminary version of the proposed method based on an RF classifier, but
using only one ECG feature (AMSA) and one ICC feature (LogPower) [26]; (2) an LR model
using ECG-only features proposed by Alonso et al. [24] for the immediate prediction of the
evolution of cardiac arrest rhythms, including PEA; (3) single-ECG feature models based on
the heart rate [12] and the width of the QRS complexes [14]. In the original studies [12,14],
the HR and QRS widths were manually measured, but in an automatic system, these values
have to be automatically computed from the ECG. The wavedec wavelet-based algorithm
was applied both for QRS detection and HR calculations, and for ECG delineation and QRS
width calculations [43], and then, we used these features in a single-feature LR classifier.
The best solution outperformed all previous proposals by 4–19 points in the AUC and
by 3–16 points in BAC. Moreover, the ECG-only solution also outperformed all previous
ECG-only solutions by 2–16 points in the AUC and 1.5–14 points in BAC and used a
reduced feature set compared to the second-best ECG only model by Alonso et al. [24] (four
vs. six).

Table 2. Performance of the methods introduced in this study compared to all previous proposals for
faPEA/unPEA discrimination. The table shows the median (IQR) values for AUC, BAC, Se, and Sp.

No. Features AUC (%) BAC (%) Se (%) Sp (%)

This study (ECG+TI) 17 85.7 (8.6) 77.8 (8.9) 79.8 (11.3) 77.3 (12.1)
This study (ECG) 9 82.1 (9.7) 73.5 (11.2) 79.7 (14.1) 69.0 (15.9)

This study,
reduced (ECG+TI) 7 85.7 (9.8) 78.8 (9.8) 80.1 (12.6) 76.7 (13.6)

This study, reduced (ECG) 4 83.2 (8.5) 75.7 (10.7) 78.9 (15.9) 75.7 (11.4)
Urteaga et al. [26] 2 82.0 (10.5) 74.8 (11.3) 77.0 (13.9) 73.5 (14.6)
Alonso et al. [24] 6 81.4 (10.3) 74.4 (8.9) 73.2 (15.1) 77.8 (15.3)

HR [12] 1 67.2 (12.9) 62.1 (11.8) 80.2 (14.5) 45.1 (21.1)
QRS width [14] 1 69.2 (12.9) 67.8 (13.3) 74.8 (20.2) 61.5 (26.6)
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4.2. Feature Selection and Feature Analysis

To analyze how features were ranked, the RF feature importance was used, and
the feature selection probability was estimated by adjusting the models of a decreasing
number of features (N f ), from N f = 17, · · · , 1. The selection probability for each feature
was measured as the percentage of times it was selected. For each 10-fold CV partition,
features were iteratively discarded (in steps of one) by removing the feature with the lowest
importance, and the RF models were retrained to rerank the features for the remaining
N f features. The process was carried out until a single feature was left. The proportion of
times a feature was included for each value of N f is shown in Figure 4.

The most frequently selected features included both ECG and ICC features. The
features in the top seven positions were ECG spectral features such as AMSA, Burg,
and HighPower and the ICC amplitude/power features such as SNEOICC, IQR(d6,ICC),
IQR(ICC), and LogPower.
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Figure 4. The selection probability for the 17 features, as a function of N f , the number of features
included in the RF classifier.

Another important aspect is the performance of the model as a function of N f , both to
obtain more accurate models by selecting an optimal feature subset, but also to lower the
complexity, improve the interpretability, and lower the computational cost of the model.
Figure 5 shows the performance of all the classification models (baseline models and the
RF classifier) as a function of N f , the number of features used in the model. The features
included for each N f were those with a higher selection probability (see Figure 4). The best
results were obtained for the RF classifier, both in the AUC and BAC, and the RF models
showed a stable performance for N f ≥ 6. As shown in Table 2, the RF classifier with N f = 7
had the same performance as the RF classifier with the complete set of features.
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Figure 5. Performance of the classifiers, AUC and BAC, in terms of the number of features, N f ,
considered in the model.

4.3. Time Interval for a Prediction

The time needed from PEA onset to a reliable prognosis is key for a prompt initiation
of specific therapies. To analyze the time needed for a prognosis, the faPEA/unPEA
classification was performed using only the ECG and TI segments in an interval of tw (min)
from PEA onset, then changing tw from 1 min to 10 min in 1 min steps. Figure 6 shows the
AUC and BAC for the different classifiers as a function of tw. The RF classifier had the best
performance for all time intervals, with AUC and BAC values above 80% and 75%, even for
the first minute after PEA onset. As expected, as tw grew as the accuracy of the classifiers
improved, since PEA with favorable evolution is closer to conversion to ROSC; however,
the improvement in the AUC and BAC was only five points and four points when the
interval was extended from 1 min to 10 min; that is, a prompt reliable diagnosis can be
obtained, and a specific therapy can be initiated even in the first minute after PEA onset.

Figure 7 shows a combined analysis of the RF performance as a function of N f and
tw. As shown in the figure, the AUC and BAC increased as the number of features in the
model and the analysis interval increased, with AUC values above 85% and BAC values
above 78% for tw ≥ 7 min and N f ≥ 4.
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Figure 6. Performance of classifiers in terms of the AUC and BAC as a function of for analysis
intervals of tw duration after the onset of PEA.
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Figure 7. The AUC and BAC of the RF classifier for different analysis intervals, tw, and number of features, N f .

4.4. Analysis of the Classification Errors

The classification errors of the best RF model were analyzed to better understand the
limitations and potential future improvements of faPEA/unPEA classification. Figure 8
shows the ECG, TI, and ICC signals for segments with correct classifications and segments
with typical patterns leading to classification errors. The top panels show correctly classified
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segments, despite faPEA having a much lower heart rate than unPEA. In the examples,
the TI/ICC signals showed no evidence of mechanical activity for unPEA and activity
correlated with the heartbeats in faPEA. The bottom panels show examples of misclassified
segments. In the case of faPEA, both the heart rate and the TI/ICC activity were very low,
and they corresponded to an episode in which ROSC occurred 38 min after PEA onset. In
this episode, at the initial stage of PEA, the mechanical activity of the heart was closer to
that of unPEA than faPEA. In the case of unPEA, the ECG had a low amplitude and heart
rate, as expected for unPEA, but there was noise in the ECG and TI signals in the last part of
the segment, which produced a pulse-like ICC signal estimation by the Kalman smoother.
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Figure 8. ECG, TI, and ICC signals for 5 s segments of correctly (top) and incorrectly (bottom)
classified faPEA and unPEA segments.

5. Discussion

To the best of our knowledge, the proposed method is the first automated method to
discriminate PEA rhythms with favorable evolution to ROSC in OHCA data. The algorithm
consisted of the extraction of the ICC component of the TI (associated with mechanical
wall movement), an ECG and ICC feature extraction phase, and an RF classifier. The
solution outperformed previous solutions both in the AUC (four to nineteen points) and
BAC (three to sixteen points) [12,14,23,24,26]. Several aspects of the solution explained the
better performance. First, the ECG and TI feature set was larger than in previous studies,
and the features were carefully selected to reflect or be associated with ventricular wall
movement or ROSC. Second, the features obtained from QRS complex segmentation were
not used. In nonarrest patients, QRS detection and segmentation are very accurate [43], but
their accuracy substantially decreases for cardiac arrest rhythms [35]. For instance, it was
observed that the methods based on HR and QRS width presented the lowest performance
in part because of the inaccuracies of the automatic algorithms for cardiac arrest data.
Third, features obtained from the ICC were added, and these features revealed information
on the incipient mechanical activity of the heart in PEA rhythms that converted to ROSC.

The models with reduced the feature sets (seven features for ECG and ICC and four
features for ECG-only) had better or comparable performance to those with the complete
feature set. Moreover, adding ICC features improved the ECG-only methods by 2.5 points
in AUC and 3.1 points in BAC, demonstrating the utility of the TI signal as a surrogate
measure of ventricular wall movement [23,26]. A high correlation between the features from
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the detail components of the ECG and ICC (mean ρ = 0.9) and between the spectral features
of the ECG (mean ρ = 0.7) was observed. An effective feature selection process improves
the models, particularly when an exhaustive feature extraction process is carried out [23,29].
More importantly, models with fewer features are computationally less expensive and
more explainable. For the RF classifier, using an embedded feature selection based on RF
feature importance is an efficient way to obtain close-to-optimal feature subsets.

The time from PEA onset to an accurate prognosis of its evolution is key for the prompt
implementation of efficient therapies. In the dataset used in this study, the mean time from
PEA onset to outcome (ROSC or no ROSC) was 22 min, and the proposed solution had an
AUC and BAC of 81% and 74% within the first minute from PEA onset. Evidently, as time
evolved, the accuracy of the prognosis improved, and the AUC and BAC rose to 86% and
79% for an analysis interval of 10 min. In cases in which PEA onset was far from ROSC,
errors were more frequent, as shown in Figure 8c for a patient that recovered ROSC 38
min after PEA onset. In any case, there is a clinical tradeoff between the accuracy of the
prognosis and the prompt implementation of specific therapies. An alternative approach
may be to report the probability of conversion to ROSC as a clinical support tool. Such a
probability can be obtained from most machine learning models and in particular in the RF
model by computing the proportion of trees with positive faPEA classification [35,41].

The solutions proposed in this study were based on the ECG only and on combined
features from ECG and TI (the ICC was derived from TI). In both cases, reasonable tradeoffs
between time-to-prognosis and accuracy can be reached. The reason for using these
signals is that they are universally available in defibrillators and monitor defibrillators, the
equipment used by EMS crews to monitor OHCA patients. All these devices have an ECG
channel through the defibrillation pads [35], but not all include a TI signal with sufficient
resolution to implement these algorithms [22,23]. Since the proposed algorithms are fully
automatic, this means they could be integrated into this equipment as decision support
tools for the management of OHCA patients in PEA; that is, they would contribute to a
personalized resuscitation treatment, as proposed in the latest resuscitation guidelines [44].

The availability of signals during resuscitation is key to improve the accuracy of
automatic algorithms. In particular, the prognosis of ROSC during resuscitation (for all
rhythms, not only PEA) is a very active field of research. New and established technologies
such as capnography [23,45], cerebral oximetry [46,47], echocardiography [18,48], or point-
of-care testing (blood gas analysis) [49] have been explored. A complete up-to-date review
is available in [17]. These are, in general, emerging technologies to monitor and guide
treatment during OHCA, and only echocardiography and, more recently, capnography
have been specifically used to stratify PEA during OHCA [18,23]. In the future, combined
algorithms integrating information from all these sources should be explored to improve the
prognosis of the evolution of PEA. However, acquiring multimodal OHCA datasets with
all these sources of information is complex because OHCA is a critical chronodependent
clinical situation treated in a prehospital setting. Therefore, these types of datasets are very
scarce and have a limited amount of patients [23].

This study had some limitations. First, the data came from a single type of device, the
HeartStart MRx defibrillator. Although the ECGs acquired by different commercial devices
have slight differences in bandwidth and resolution, no substantial differences would be
expected in the ECG-based model for other devices. Conversely, the TI is acquired by
proprietary circuitry, with very different amplitude resolutions and sampling rates. The
ICC has a very small amplitude rarely exceeding 100 mΩ, so how well the ICC can be
estimated from the TI recorded in other devices needs to be tested. Second, the number
of cases included in the study was substantial, but augmenting the dataset’s size would
allow the development of more accurate models. In particular, advanced solutions based
on deep learning algorithms could also be developed based on features extracted by neural
network architectures [50–52].
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6. Conclusions

This study introduced the first machine learning algorithm that discriminates PEA
rhythms with favorable evolution to ROSC from those with unfavorable evolution. The
proposed algorithm was based on features automatically extracted from the ECG and the
TI signal after PEA onset. The RF model proposed outperformed previous solutions, and it
demonstrated that both ECG and TI signals contain relevant information for the prognosis
of PEA evolution. The results also encourage the development of improved solutions
tested on larger datasets. This may lead to decision support tools that assist rescuers in the
definition of the best resuscitation treatment during PEA in OHCA, increasing the chances
of survival and good neurological outcome. Current commercial defibrillators could benefit
from advances in signal processing and machine learning techniques, improving their
impact in the course of cardiac arrest resuscitation.
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Abstract
Background: Pulseless electrical activity (PEA) is the most common rhythm during in-hospital

cardiac arrest (IHCA) with a prevalence around 50%. Knowing the prognosis of PEA evolution

towards return of spontaneous circulation (ROSC) could help optimizing both resuscitation

maneuvers and pharmacological therapy. The aim of this study was to develop an automatic

method to predict the evolution of PEA during resuscitation based on the ECG-waveform.

Materials and Methods: The dataset consists of 164 IHCA cases recorded by St. Olav

University Hospital (Norway), Hospital of the University of Pennsylvania (USA) and Penn

Presbyterian Medical Center (USA). ROSC was verified in 108 cases of the patients by

physicians and bioengineers based on episode waveforms and clinical data. PEA segments of

5 sec were extracted from the last 10 min before ROSC or the end of resuscitation therapy.

Three machine learning models were designed for segment binary classification based on an

SVM (Gaussian) model using: 1) ECG-waveform features (9); 2) QRS-features (8); and 3)

both ECG-waveform and QRS-features (17). Ten-fold cross validation was applied to train and

test the models, and the performance was given in terms of area under the curve (AUC),

sensitivity (Se) to correctly detect cases evolving to ROSC, specificity (Sp) and balanced

accuracy (BAC).

Results: A total of 780 segments were extracted (472 with ROSC). The median (IQR) for the

models with the best feature combination are shown in the Table. The most important ECG-

waveform features are associated to the ECG spectral distribution. QRS features that showed

relevant information about the evolution of PEA were heart rate median and standard

deviation, and QRS width, slope and amplitude.
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Conclusions: ROSC/no ROSC prediction of PEA segments is feasible using ECG signal

information. The combination of ECG-waveform and QRS features enhances performance of

predictive model.
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Jon Urteaga a, Andoni Elola b, Anders Norvik c, Eirik Unneland c, Trygve C. Eftestøl d,

Abhishek Bhardwaj e, David Buckler f, Benjamin S. Abella g, Eirik Skogvoll c,

Elisabete Aramendi a,h,*

Abstract
Background: During pulseless electrical activity (PEA) the cardiac mechanical and electrical functions are dissociated, a phenomenon occurring in

25–42% of in-hospital cardiac arrest (IHCA) cases. Accurate evaluation of the likelihood of a PEA patient transitioning to return of spontaneous cir-

culation (ROSC) may be vital for the successful resuscitation.

The aim: We sought to develop a model to automatically discriminate between PEA rhythms with favorable and unfavorable evolution to ROSC.

Methods: A dataset of 190 patients, 120 with ROSC, were acquired with defibrillators from different vendors in three hospitals. The ECG and the

transthoracic impedance (TTI) signal were processed to compute 16 waveform features. Logistic regression models where designed integrating both

automated features and characteristics annotated in the QRS to identify PEAs with better prognosis leading to ROSC. Cross validation techniques

were applied, both patient-specific and stratified, to evaluate the performance of the algorithm.

Results: The best model consisted in a three feature algorithm that exhibited median (interquartile range) Area Under the Curve/Balanced

accuracy/Sensitivity/Specificity of 80.3(9.9)/75.6(8.0)/ 77.4(15.2)/72.3(16.4) %, respectively.

Conclusions: Information hidden in the waveforms of the ECG and TTI signals, along with QRS complex features, can predict the progression of

PEA. Automated methods as the one proposed in this study, could contribute to assist in the targeted treatment of PEA in IHCA.

Keywords: Pulseless electrical activity (PEA), Machine Learning models, Cardiopulmonary resuscitation (CPR), Evolution prediction

Introduction

The cardiac electrical activity with no effective mechanical contrac-

tions (PEA) is a rhythm frequently present in cardiac arrest, with

recorded prevalence of 20–30% in out-of-hospital (OHCA) and up

to 40–60% in in-hospital cardiac arrest (IHCA).1–3 In recent decades,

PEA prevalence in IHCA increased from 36% in 2000 to 46% in

2009,4 and similar increasing trends were observed in out-of-

hospital studies.5–7

In the context of cardiopulmonary resuscitation (CPR), biosignals

as electrocardiogram (ECG) and thoracic impedance (TTI) provide

valuable information that can assist identifying the prognosis of

PEA and guide the appropriate treatment towards the return of spon-

taneous circulation (ROSC).8,9 Knowledge of the prognosis of PEA

can help clinicians make informed decisions about the appropriate

treatment and management of patients, 10,11 discriminating favorable

from unfavorable PEA. Pseudo-PEA rhythms show small mechanical

activity, albeit insufficient for a palpable pulse, in contrast to
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true-PEA with no mechanical cardiac activity.8,12,13 The two types of

PEA have different prognosis and treatment,13–16 and their distinc-

tion is of great clinical interest to predict the hemodynamical evolu-

tion of PEA and their outcome.

Both heart rate (HR) and QRS complex duration are biomarkers

that are readily accessible during both the initial and subsequent

rhythm assessments. Recent studies have indicated their relation

with the outcome and suggest that HR increase and QRS duration

decrease indicate a higher probability of ROSC.10,17–19 More sophis-

ticated features of the ECG and the TTI computed in the frequency

domain, as AMSA and the cross-power between ECG and TTI sig-

nals, have also shown the potential to predict ROSC.9 Their combi-

nations in machine learning (ML) models have been proposed to

predict the immediate rhythm transition during cardiac arrest,20 to

classify different types of rhythm,21 and to distinguish between favor-

able (faPEA) and unfavorable (unPEA) PEA, the former denoting

instances of PEA evolving into sustained ROSC (minimum

20 min), while the latter pertaining to PEA cases wherein pulse is

not regained.9,22

In this study multivariable machine learning models have been

proposed to discriminate PEAs with favorable prognosis in IHCA.

Features based on different signals and QRS complexes have been

included in an automated model, in addition to a new version of the

Amplitude Spectrum Area. The potential of the ECG and TTI fea-

tures, hidden in the biosignal waveforms, were analyzed and com-

bined in a sophisticated regression based classifier. Retrospective

analysis of IHCA episodes permitted the evaluation of the accuracy

of the models.

Materials and methods

Data materials

The data used in this study was a subset of a larger database con-

taining IHCA episodes from different hospitals. The subset com-

prised of 197 episodes recorded by emergency services: 83

episodes from St. Olav University Hospital (Trondheim,Norway), 90

episodes from the Hospital of the University of Pennsylvania (USA)

and 24 episodes from Penn Presbyterian Medical Center (USA).

The episodes from Norway, captured between 2018 and 2021, were

recorded using Lifepak- 20 defibrillators (Stryker, Redmond, USA),

whereas the episodes from Pennsylvania, captured between 2008

and 2010, were recorded using HeartStart MRx-defibrillators (Philips

Medical Systems, Andover, Massachusetts, USA). Out of 197 epi-

sodes, 190 came from different patients, and a summary of the

patient cohort’s characteristics is presented in Table 1.

The median (Interquartile range, IQR) duration of the episodes

was 17.1 (9.1–32.2) min from the start of the episode to the

ROSC/end-of-CPR, and in 120 episodes sustained ROSC was

achieved, 8.2(5.3–19.9) min after switching on the defibrillator. Sus-

tained ROSC was defined as a pulsed rhythm with no chest com-

pressions at least during 20 min.7

Expert clinicians reviewed and manually annotated all episodes.

They annotated rhythm type and QRS complexes in the ECG signal,

and identified chest compression series in the TTI. For the analysis,

PEA segments of 5 s duration, separated by at least 1 s, were

extracted during chest compression pauses. As rates below

12 bpm during longer than 5 s are considered asystole, a minimum

duration of 5 s and 12 bpm were demanded to guarantee that all seg-

ments were PEA rhythms.23–25 Fig. 1 shows two examples of the

dataset, where both the ECG and the TTI signals are represented

with some meaningful features.

Methods

This section described the procedure to define the PEA analysis

based on ML models. The method is divided in three stages consist-

ing of: 1) Preprocessing of ECG and TTI signals, 2) Feature charac-

terization of the signals, and 3) Design of feature-based ML models

for binary classification. This last stage includes the training/valida-

tion of the models as well as their statistical characterization.

ECG and TTI preprocessing

ECG and TTI signals were preprocessed following the scheme pro-

posed in a previous study.9,22 The ECG signal was denoised using a

stationary wavelet transform (SWT) technique. This involved apply-

ing a band-pass filter in the band of 0.5–31.25, Hz to remove base-

line noise, high-frequency noise, motion artifacts, and ventilation

artifacts. The impedance circulation component (ICC), which reflects

the ventricular contractions in the TTI signal correlated with ECG

heartbeats,22,26 was extracted from the TTI signal and filtered

1–8 Hz.9,22 In Fig. 1, it can be observed how the ICC component

of TTI signal correlated with the QRS complexes in the ECG.

Feature extraction

The sets of features considered in this study were gathered in three

groups: The ECG and ICC waveform features, previously proposed

in cardiac arrest studies, and new additional QRS related features.

ECG waveform features

The main ECG waveform computed, non QRS specific features,

were the following:

� The Amplitude Spectrum Area (AMSA) was calculated by sum-

ming the product of the spectral amplitudes and corresponding

frequencies in the band of 2–48 Hz of the ECG signal as pro-

posed in.27 It has been widely reported as a reliable predictor

for successful defibrillation, and it is indicative of both coronary

perfusion pressure and myocardial energy state.9,28,29

� ModAMSA is a modified version of AMSA that calculates the

spectral content in the frequency range of 20–30 Hz. The Mod-

AMSA associated to faPEA rhythms was observed to be higher

than the value for unPEA. The Figure in Appendix A shows

Table 1 – Summary of patient and episode statistics.
Data are presented as percentage or median
(Interquartile range, IQR).

Patient Summary (n = 190)

Metric Value

Age (years) 69.5 (57.8–77.3)

Male gender 54.2%

Survived to discharge 17%

Episode Summary (n = 197)

Metric Value

Monitored CA 78%

Assumed cardiac cause 55%

Received adrenaline 84%
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how the spectral content of both types of rhythms overlaps con-

siderably between 0 and 15 Hz but becomes more distinct

between 20 and 30 Hz.

� The Smoothed Nonlinear Energy Operator(SNEO) computed in

the ECG, SNEOECG, measures the local energy content of the

ECG signal as described in.30 It has been classically applied for

QRS complex detection, 31 shock outcome prediction30 and iden-

tification of circulatory status.22

� The Autoregressive Burg’s value (ARB) computed in the ECG

signal, ARBECG, evaluates the similarity between the power spec-

tral density of the signal with an autoregressive model of the

spectrum.32 It has been used for identification of circulatory sta-

tus22, cardiac rhythm classification33 and prediction of prognosis

of PEA during OHCA.9

� Entropy is a complexity measure that quantifies the regularity of

the ECG.34

ICC waveform features

The ICC of the TTI was computed as described in9,22 and features

computed as follows:

� CrossPower is the cross power between the ECG and ICC signals.

High CrossPower indicates pulsatile rhythms, and it has been pro-

posed for automatic circulation detection in OHCA. 35

� LogPowerICC is the logarithmic energy of the ICC signal, which is

related to the ventricular wall movement.36

� SNEOICC is the SNEO value of the ICC signal, computed as

described in section 3.2.1.

� ARBICC is the ARB of the ICC signal, computed as described in

section 3.2.1.

QRS waveform features

Additionally to ECG waveform features, several metrics related to the

QRS waveform were computed using the manual annotations of the

Q, R, and S waves made by clinicians.

� HRmean and HRvar are the mean and variance values of HR,

respectively, computed as the inverse of consecutive R-R

intervals.

� QRSwidth and QRwidth correspond to the durations of Q-S and Q-R

complex, respectively.

� QRSslope and QRslope are computed as the sum of the amplitude

values of QRS and QR complexes in the first difference signal

divided by QRSwidth and QRwidth, respectively.

� Ramp is the mean value of the amplitude of the R wave peaks in

the segment.

A detailed description of the algorithms applied to compute the

features can be found in Appendix B.

LR classifier

A logistic regression model (LR) was used to classify PEA segments

into faPEA or unPEA. The models were trained and tested combining

multiple variables. LR was the best option to make understandable

binary classifications. The probability of a segment to be a faPEA

was computed following the next equation36:

Fig. 1 – Two PEA cases corresponding to faPEA (left) and unPEA (right) are shown. On the top the ECG signals, with

HRmean, QRwidth, QRSwidth, and Ramp represented. On the bottom the TTI and the computed impedance circulation

component, ICC, in red.
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p ¼ 1

1þ e�z

where z is the linear combination of the independent features

weighted by their coefficients:

z = b0 + b1x1 + b2x2 + ... + bnxn

In this equation, b0, b1, b2, . . ., bn are the regression coefficients esti-

mated during the model fitting process, and x1, x2, . . ., xn are the fea-

tures of the PEA segment.

The maximum Area Under the ROC Curve (AUC) was applied as

the optimization criteria in the design process.

Feature selection has been performed using forward feature

selection. This means that we started with the feature with the high-

est AUC, and at each step, we added the feature that, when com-

bined, provided the best AUC.

Validation

A 10-fold cross-validation (CV) technique was used for model valida-

tion, using different sets of patients for training and testing. This

implies that all segments extracted from a patient were used either

for training or for testing within each fold; segments from the same

patient were never split for training and testing the model. To improve

reliability, the partition was done assigning the same weight to all

patients, which avoided data leakage between folds.

The performance of the classifiers was evaluated using standard

performance metrics for binary classifiers, with faPEA as the positive

class. The AUC, Sensitivity (Se), Specificity (Sp) and Balanced

Accuracy (BAC, the average of Se and Sp) were considered as

the performance metrics.

The performance metric that was primarily focused on optimizing

in this study was the AUC.

Time analysis

In previous studies on rhythm evolution or pulse detection in cardiac

arrest, predictability was shown to vary over time.7,9,37,38 In this sec-

ond analysis segments were separated in four groups (quartiles)

depending on their time distance to the ROSC/end-of-CPR, and

models analyzed in terms of proximity to the end. While maintaining

the 10-fold CV architecture, the models were trained using segments

from all quartiles and performance was evaluated in each specific

quartile.

Additionally, the evolution of the top three features was analyzed

over the last 15 minutes of the episode, and an exponential function

adjusted to characterize their evolution.

Results

A total of 1468 PEA segments of 5 s duration were extracted from

197 episodes, with a median (IQR) of 4(1–8) segments per episode.

The segments observed during episodes with ROSC were catego-

rized as faPEA, while those without ROSC were categorized as

unPEA. There was a total of 767 faPEA segments, median (IQR) 2

(1–9) per episode, and 701 unPEA segments, 5 (3–9) per episode.

The 25th, 50th, and 75th percentiles of their time to ROSC/end-of-

CPR were 180, 383, and 772 seconds, respectively.

In Table 2, the independent analysis of each feature can be

observed for faPEA/unPEA groups. The median (IQR) value of each

Table 2 – Median (IQR) values of each feature for faPEA and unPEA segments are shown, the AUC of the LR
classifier. Mann-Whitney U-test was performed considering one value (median among segments) per feature and
per patient.

ECG Features

Feature faPEA unPEA AUC(%) p-value

AMSA 24.50 (16.56–39.32) 14.00 (9.47–20.50) 75.23 (69.42–81.82) 3.5�10�4

ModAMSA 4.14 (2.15–6.93) 1.52 (0.94–2.51) 79.13 (74.59–85.72) 8.3�10�6

SNEOECG 0.16 (0.04–0.65) 0.07 (0.01–0.23) 63.78 (55.81–71.68) 6.8�10�5

ARBECG 2.18�10�6 (0.71�10�6

–4.57�10�6)

0.48�10�6 (0.26�10�6

–1.15�10�6)

77.89 (73.47–84.47) 1.4�10�9

Entropy 0.29 (0.21–0.35) 0.22 (0.16–0.31) 63.06 (57.69–70.45) 9.6�10�3

TTI Features

Feature faPEA unPEA AUC(%) p-value

CrossPower 0.51 (0.14–1.24) 0.30 (0.07–0.80) 58.93 (54.31–64.19) 4.8�10�3

LogPowerICC 4083 (2518–5412) 3308 (1673–4412) 59.54 (55.37–64.83) 2.1�10�3

SNEOICC 1.1�10�3 (0.17�10�3

–4.65�10�3)

0.48�10�3 (0.11�10�3

–1.80�10�3)

59.99 (55.56–64.34) 4.3�10�2

ARBICC 43.36�10�9 (4.81�10�9

–340.91�10�9)

27.51�10�9 (5.76�10�9

–113.21�10�9)

57.53 (54.16–64.93) 2.4�10�2

QRS Features

Feature faPEA unPEA AUC(%) p-value

HRmean 74.26 (46.57–113.40) 70.83 (38.11–90.40) 56.48 (52.51–62.31) 2.2�10�2

HRvar 5.14 (0.41–157.79) 6.77 (0.06–101.21) 57.75 (55.42–62.98) 1.2�10�2

QRSwidth 155 (113–195) 205 (160–262) 68.74 (60.92–77.76) 6.6�10�5

QRwidth 52 (40–77) 67 (50–97) 65.31 (56.35–73.33) 2.3�10�3

Ramp 0.36 (0.04–0.70) 0.19 (0.23–0.40) 63.29 (57.29–68.74) 1.0�10�2

QRSslope 0.013 (0.009–0.019) 0.007 (0.005–0.011) 77.63 (68.41–82.08) 4.3�10�7

QRslope 0.011 (0.008–0.017) 0.007 (0.005–0.096) 72.43 (65.91–78.91) 2.0�10�6
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type of segments was computed using the whole dataset, while AUC

was computed following the 10-fold CV model explained in methods

section. The results in terms of discrimination power are quite

aligned with previous OHCA analysis for ECG and TTI signals,9

showing AUC values above 75% in several single features.

All the features showed different medians for unPEA and faPEA

groups according to Mann-Whitney U-test (p < 0.05). However, the

features that showed lowest p values, with p < 0.005, were Mod-

AMSA, AMSA, SNEOECG, ARBECG, LogPowerICC, CrossPower,

QRSwidth, QRwidth, QRSslope and QRslope.

The performance of the LR classifiers in terms of the number of

features, following the criteria of forward feature selection explained

in the methods section, is shown in Table 3. The analysis revealed

that the best performance was achieved with a three-feature model

based on: ModAMSA, LogPowerICC, QRSwidth, with AUC/BAC val-

ues of 80.3% and 75.6%, respectively. No improvement was

observed increasing the number of features.

In the time analysis, the performance of the three-feature LR

model was analyzed in terms of the distance to the ROSC/end-of-

CPR and results are shown in Fig. 2. It can be observed that the clas-

sifier performs better for segments closer to the end (Q4 compared

to Q1). Specifically, the Q4 group with a time-distance of 0–180 s

from the end showed an AUC/BAC of 87.3%/BAC of 79.1%, while

the Q1 at > 772 s from the end presented AUC/BAC of 69.6%/59.9%.

To better understand the results, we analyzed the evolution of the

top three features in the last 15 minutes before ROSC. Fig. 3 shows

that the values of ModAMSA, QRSwidth and ICC log Power separate

for faPEA(blue) compared to unPEA(red) further as ROSC

approaches. These results confirm the potential of these features

to evaluate the proximity to ROSC and discriminate between PEA

with favorable and unfavorable prognosis.

The study also confirms previous findings9,10,17–19 that as PEA

episodes progress, the predictability of PEA prognosis increases.

This is supported by the results in Fig. 2, as well as the observation

that features of each type become increasingly distinct over time, as

seen in Fig. 3.

Discussion

This work presents a novel predictive model that integrates ECG and

TTI features to discriminate PEAs with positive prognosis. This is the

first time such a model is designed for IHCA patients and integrates

QRS specific features.

The application of ML models to design predictive models for

IHCA reinforce previous conclusions of Urteaga et al. with OHCA.9

Both studies highlight the importance of feature selection and inte-

gration of different sources of information to develop accurate tools

for PEA state evolution prediction in cardiac arrest patients.

In contrast to previous automated methods, this study integrates

QRS complex features that have demonstrated great potential to

predict the outcome of PEA.10,17–19,39,40 The AUC obtained for the

QRS complex duration is aligned with previous results, and combin-

ing QRS complex features with other ECG/ICC features has

improved the overall performance of the model 0.6 points of AUC

and 4.1 points of BAC. Fig. 3 showed that QRS complexes are nar-

rower in faPEA segments compared to unPEA, and that they evolve

to narrower values as episode progresses towards ROSC. However,

the discriminative power of HR does not support its use in this appli-

cation (see Table 2).
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The QRSwidth and the HR are the characteristics that have been

studied as indicators of PEA prognosis. Norvik et al. and Aufderheide

et al. have found a correlation between QRSwidth and HR with sur-

vival.17,19,41 Both studies demonstrated that smaller QRSwidth and

higher HR are associated with more favorable outcomes in PEA.

On the other hand, Weisser et al. only found a correlation between

HR and prognosis, not with QRSwidth.
42 This is in contrast to Kim

et al., who found a correlation with the duration of the QRS complex

but not with HR.40 In this study, the correlation of QRSwidth with the

prognosis of pulseless electrical activity (PEA) has been demon-

strated. In Fig. 2, it can be observed how the mean value of QRSwidth

differs more as it approaches the ROSC/end-of-CPR. This is consis-

tent with the results of Norvik et al.19

It is worth highlighting that ModAMSA, which is the independent

feature that shows the best performance in Table 2, also exhibits the

most significant difference over time in Fig. 2. High values of Mod-

AMSA are associated with more content in the high-frequency spec-

trum, which is caused by high HR and narrow QRS complexes with

high amplitude.

The results also demonstrate that ModAMSA, a modified version

of the AMSA, has better predictive capabilities than the original fea-

ture to differentiate an unPEA from a faPEA. This finding highlights

the potential of the frequency range of 20–30 Hz to classify PEA seg-

ments according to their prognosis. This frequency band has already

shown potential for the detection and classification of cardiac

rhythms in previous studies. 9,34,43 Other applications of

AMSA44–47 might benefit from this new definition and provide more

accurate predictive models.

Regarding the number of features included in the predictive

models, it can be concluded that more features do not necessarily

improve the accuracy of the algorithm (see Table 3) because their

contribution may result redundant or irrelevant to the model. In our

case the best model was reached with three features, one from each

group: ECG signal waveform, ICC signal waveform, and QRS com-

plex shape. Each of these features also happens to have the highest

AUC value among all the features that showed p < 0.005 within their

Fig. 2 – Performance of the LRmodel with three features

for segments according to their distance from the

ROSC/end-of-episode. The figure shows the median

(IQR) values for AUC, BAC, Se and Sp.

Fig. 3 – The evolution of the top three features (ModAMSA, ICCLogPower, and QRSwidth) is shown in the figure,

representing the last 15 minutes before the ROSC/end-of-episode. Blue and red dots represent the feature values for

faPEA and unPEA cases, respectively. The fitted exponential line is also shown for each group.

6 R E S U S C I T A T I O N P L U S 1 7 ( 2 0 2 4 ) 1 0 0 5 9 8



respective group. This can explain the reason behind the selection of

those features. Adding new features does not include relevant infor-

mation in the model, probably because they are correlated with

features already present in the model, as seen for ARBECG (Pearson

correlation coefficient of 0.78 with ModAMSA) and for QRSwidth

(Pearson correlation coefficient of 0.76 with QRwidth). The correlation

matrix can be found in Appendix C.

Another critical consideration lies in the database’s heterogene-

ity. In this context, it is noteworthy that 83 entries originate from

Norway, while 114 emanate from Pennsylvania. Beyond mere geo-

graphical disparities, distinctions exist in the types of defibrillator

equipment utilized and the dates of data collection, potentially

engendering divergent treatment modalities. To ascertain the conse-

quential influence of these factors, Appendix D delineates the mod-

el’s performance across each country. The analysis demonstrated

a good performance of the model for both cases (AUC � 80% and

BAC � 75%) and did not reveal a significant difference between

them (p > 0.05 for both AUC and BAC). Nevertheless, to comprehen-

sively validate the model’s robustness, further experimentation incor-

porating additional countries and diverse defibrillator apparatuses is

warranted.

When comparing the results with similar studies with OHCA,9 the

proposed algorithm performed 5.4-points below the AUC of the best

OHCA models. We believe that in-hospital patients’ condition might

have contributed to this difference. as they are probably affected

by other illness or injuries that jeopardize the design of PEA evolution

models based exclusively in biosignals. Extra information as clinical/

demographic data might contribute to build more complex and accu-

rate predictive models.

Assessment of the patient’s response to therapy is crucial in car-

diac arrest resuscitation. Many contributions highlight the need of

short-time prognosis tools that may assist clinicians in decision mak-

ing.10,19 With a favorable prognosis, it is reasonable to continue the

ongoing efforts quite unaltered. However, with unfavorable progno-

sis, one may re-assess the situation from a broad perspective includ-

ing CPR quality, and/or identification of reversible causes. Further

research and prospective studies are needed to address the implica-

tions of integrating these tools into clinical practice.

Limitations of the study

The annotation of the QRS complexes to obtain the QRS-features

included in the automated model was performed manually by medi-

cal experts reviewing the signals with an ad-hoc tool.

Although a completely automated method is desired, existing

algorithms for QRS complex delineation were developed for stable

patients and are not accurate for patients in cardiac arrest.39,48–51

Further research is needed to overcome this limitation and develop

QRS delineation algorithms robust enough in emergency scenarios.

Conclusions

A machine learning model was characterized to predict the evolution

of PEA rhythms in cardiac arrest patient. The innovative LR model

included features from the ECG and the TTI, with QRS-specific met-

rics that boosted the accuracy of the model. This new approach,

evaluated with patients in IHCA, contributes to improve our knowl-

edge on biosignal based predictive models in the field of

resuscitation.
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Appendix A. Spectrum of the ECG signal for faPEA and unPEA segments 1 

 
In Figure A.1 the ECG signal spectrum is depicted for faPEA and unPEA segments. It illus- 2 

trates that the spectral characteristics of both rhythm types exhibit significant overlap in the 0 to 3 
15 Hz range, but they become more distinguishable in the 20 to 30 Hz range. 4 

 

Figure A.1: The spectrum of the ECG signal for faPEA and unPEA segments is shown. The blue line and shaded 5 
blue area indicate the mean and standard deviation, respectively, of faPEA segments, while the red line represents the 6 
same for unPEA segments. On the left, the spectrum between 0 and 50 Hz is shown, while on the right, it is between 7 
20 and 30 Hz, which is the range used in ModAMSA.  8 



2  

v 

Appendix B. Feature extraction 9 

 
This section describes the algorithms used to compute the fifteen features of this work: Five 10 

were extracted from the ECG signal, four from the IT signal, and six based on the QRS complexes. 11 
 
The amplitude spectrum area (AMSA) represents the sum of the spectral amplitudes 12 

of the ECG signal, with each amplitude weighted by its corresponding frequency. To compute 13 
AMSA, the spectral amplitudes Ai(fi) at frequency fi are needed, which were computed using a 14 
4096-point Fast Fourier Transform (FFT) on the Tuckey windowed ECG segment, following the 15 
next equation: 1,2 16 

 

AMSA = ∑ 𝐴𝐴𝑖𝑖𝑖𝑖 ⋅ 𝑓𝑓𝑖𝑖 ,      2 < 𝑓𝑓𝑖𝑖(𝐻𝐻𝐻𝐻) < 48 (B.1) 17 

 

The modified AMSA (ModAMSA) represents the weighted sum of the spectral amplitudes 18 
of the ECG signal, similar to AMSA, but in this case, only within the frequency range of 20 − 30Hz. 19 

 

ModAMSA = ∑ 𝐴𝐴𝑖𝑖𝑖𝑖 ⋅ 𝑓𝑓𝑖𝑖 , 20 < 𝑓𝑓𝑖𝑖(Hz) < 30    (B.2) 20 

 21 

The Smoothed Nonlinear Energy Operator (SNEO) has been calculated for both the 22 
ECG signal (SNEOECG) and the ICC signal (SNEOICC). The SNEO of the signal x(n) is the 23 
convolution between a Kaiser window and a non-linear Teager-Kaiser Energy Operator (TKEO): 3 24 

 

𝜓𝜓𝑆𝑆,𝐿𝐿[𝑥𝑥(𝑛𝑛)] = 𝜓𝜓𝑘𝑘[𝑥𝑥(𝑛𝑛)] ⊗𝑤𝑤𝐿𝐿(𝑛𝑛)     (B.3)  25 

 
TKEO (𝜓𝜓𝑘𝑘[𝑥𝑥(𝑛𝑛)]) is computed using the following equation: 26 

 

𝜓𝜓𝑘𝑘[𝑥𝑥(𝑛𝑛)] = 𝑥𝑥2(𝑛𝑛) − 𝑥𝑥[𝑛𝑛 − 𝑘𝑘]𝑥𝑥[𝑛𝑛 + 𝑘𝑘]    (B.4)  27 
 
where k is the lag parameter which is associated to the window length (L) by L = 4k + 1. 28 
 

The autoregressive Burg’s values (ARB) are the autoregressive parameters of order 4 29 
estimated using Burg’s method. 4,5 The signal x(n) can be modelled as: 30 

 
𝑥𝑥(𝑛𝑛) = −∑ 𝑎𝑎𝑘𝑘4

𝑘𝑘=1 𝑠𝑠(𝑛𝑛 − 𝑘𝑘) + 𝑣𝑣(𝑛𝑛),    (B.5) 31 
 

where v(n) represents an independent identically distributed stochastic sequence with zero mean 32 
and variance σ2, and the ak coefficients are referred to autoregressive coefficients of the model. 33 
ARBECG and ARBICC are the a4 coefficients of ECG and ICC signals, respectively. 34 

 

The overall cross-power (CrossPower) was previously defined as: 6 35 



3  

 
CrossPower = 𝑚𝑚𝑚𝑚𝑛𝑛(𝑃𝑃𝑐𝑐1,𝑃𝑃𝑐𝑐2),    (B.6) 36 

where Pc k is the k-th half, k = {1, 2}, cross power of the 2.5 s segment, which is calculated as 37 
follows: 38 

𝑃𝑃𝑐𝑐𝑘𝑘 = 1
𝑁𝑁/2

∑ |𝑁𝑁/2
𝑛𝑛=1 𝑒𝑒𝑒𝑒𝑔𝑔𝑘𝑘[𝑛𝑛]| ⋅ |𝑚𝑚𝑒𝑒𝑒𝑒𝑘𝑘[𝑛𝑛]|,    (B.7) 39 

40 

considering ecgk[n] and icck[n] the ECG and the ICC samples of the k-th half, respectively. 41 

 

The logarithmic power of the ICC signal (LogPowerICC) refers to the energy of the ICC 42 
in the logarithmic scale. 7,8 It is computed as follows:  43 

 

LogPowerICC = ∑ log𝑁𝑁
𝑛𝑛=1  (𝑚𝑚𝑒𝑒𝑒𝑒[𝑛𝑛]2),    (B.8) 44 

 

where N is the total sample number. 45 
 

The heart rate (HRmean) was computed as the mean value of the inverse of the periods, 46 
where the period is defined as the distance between successive R-wave peak instants (Rl vector of 47 
length L) within segment. HRmean is calculated using the next equation: 48 

 

HRmean = 60
1

𝐿𝐿−1
∑ 𝑅𝑅𝑙𝑙−𝑅𝑅𝑙𝑙−1𝐾𝐾
𝑙𝑙=2

      (B.9) 49 

50 
51 
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The heart rate variability (HRvar), computed the variance associated to the Rl vector as 52 
follows: 53 

HRvar = 60
1

𝐿𝐿−1� ((𝑅𝑅𝑙𝑙−𝑅𝑅𝑙𝑙−1)−HRmean)2𝐾𝐾
𝑙𝑙=2

    (B.10) 54 

 

The R-wave amplitudes (Ramp) calculates the mean value of the ECG signal at the time 55 
instances Rl as follows: 56 

Ramp = 1
𝐿𝐿
� 𝑒𝑒𝑒𝑒𝑔𝑔(𝑅𝑅𝑙𝑙)

𝐿𝐿
𝑙𝑙=1      (B.11) 57 

 58 

The width QRS and QR complexes (QRSwidth and QRwidth) are defined as the average of 59 
the QR and QS time intervals respectively (Ql and Sl vectors of length L): 60 

 

QRSwidth = 1
𝐿𝐿
∑ 𝑄𝑄𝑙𝑙 − 𝑆𝑆𝑙𝑙𝐿𝐿
𝑙𝑙=1      (B.12) 61 

QRwidth = 1
𝐿𝐿
∑ 𝑄𝑄𝑙𝑙 − 𝑅𝑅𝑙𝑙𝐿𝐿
𝑙𝑙=1     (B.13) 62 

To compute a modified slopes of QRS and QR complexes (QRSslope and QRslope), the 63 
first difference signal (∆ecg) of the ECG was calculated as follows:  64 

 

Δ𝑒𝑒𝑒𝑒𝑔𝑔[𝑛𝑛] = � ∣ 𝑒𝑒𝑒𝑒𝑔𝑔[𝑛𝑛] − 𝑒𝑒𝑒𝑒𝑔𝑔[𝑛𝑛 − 1] ∣𝑁𝑁
𝑛𝑛=2     (B.14) 65 

  

Then the slope of the l-th QRS and QR complex are defined as: 66 

 

QRSslope[𝑙𝑙] = � Δ𝑒𝑒𝑒𝑒𝑔𝑔[𝑛𝑛],𝑄𝑄𝑙𝑙 < 𝑛𝑛 < 𝑆𝑆𝑙𝑙𝑛𝑛    (B.15) 67 

QRslope[𝑙𝑙] = � Δ𝑒𝑒𝑒𝑒𝑔𝑔[𝑛𝑛],𝑄𝑄𝑙𝑙 < 𝑛𝑛 < 𝑅𝑅𝑙𝑙𝑛𝑛     (B.16) 68 

 
Finally, the mean values of the slopes are computed: 69 

 

QRSslope = 1
𝐿𝐿
� QRSslope

𝐿𝐿

𝑙𝑙=1
[𝑙𝑙]      (B.17) 70 

QRslope = 1
𝐿𝐿
� QRslope

𝐿𝐿

𝑙𝑙=1
[𝑙𝑙]     (B.18)  71 

 
Entropy was proposed by Chen et al. 9 as a method to determine vector matching in a smooth and 72 
gradual way, introducing concepts from fuzzy set theory. The signal samples within the analysis 73 
interval, denoted as x(n), were divided into sets of vectors, each containing m samples. The total  74 
number of vectors created was N − m + 1, where N represents the total number of samples in the 75 
interval. In the resulting vector structure 𝑥𝑥𝑖𝑖𝑚𝑚 = {𝑥𝑥(𝑚𝑚), 𝑥𝑥(𝑚𝑚 + 1), … , 𝑥𝑥(𝑚𝑚 + 𝑚𝑚− 1)}, the baseline is 76 
subtracted as follows: 77 
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𝑥𝑥𝑖𝑖𝑚𝑚 = {𝑥𝑥(𝑚𝑚), 𝑥𝑥(𝑚𝑚 + 1), … , 𝑥𝑥(𝑚𝑚 + 𝑚𝑚− 1)} − 1
𝑚𝑚
� 𝑥𝑥(𝑚𝑚 + 𝑙𝑙)𝑚𝑚−1

𝑙𝑙=0   (B.19) 78 
 

The maximum norm (L∞-norm) was employed to measure the Chebyshev distance between 79 

two vectors, denoted as 𝒙𝒙𝑖𝑖𝑚𝑚 and 𝒙𝒙𝑗𝑗𝑚𝑚: 80 

 
𝑑𝑑𝑖𝑖𝑗𝑗 = 𝑚𝑚𝑎𝑎𝑥𝑥

𝑘𝑘=0,…,𝑚𝑚−1
(|𝑥𝑥(𝑚𝑚 + 𝑘𝑘) − 𝑥𝑥(𝑗𝑗 + 𝑘𝑘)|)    (B.20) 81 

 

Matches were computed using a set of functions that decay exponentially with increasing 82 

distance. These functions, denoted as 𝐷𝐷𝑖𝑖𝑗𝑗𝑚𝑚(𝑛𝑛, 𝑟𝑟) = exp (−(𝑑𝑑𝑖𝑖𝑗𝑗 𝑟𝑟� )𝑛𝑛) were used in this study 83 

with a specific value of n = 2 and a Gaussian distance formula 𝐷𝐷𝑖𝑖𝑗𝑗𝑚𝑚(2, 𝑟𝑟) = exp (−(𝑑𝑑𝑖𝑖𝑗𝑗 𝑟𝑟� )2), as 84 
proposed in a previous work. 10,11 The match counts were calculated based on these functions as 85 
follows: 86 

𝐶𝐶𝑖𝑖𝑚𝑚(𝑟𝑟) = 1
𝑁𝑁−𝑚𝑚−1

� 𝐷𝐷𝑖𝑖𝑗𝑗𝑚𝑚(2, 𝑟𝑟)
𝑁𝑁−𝑚𝑚

𝑗𝑗=1,𝑗𝑗≠𝑖𝑖
    (B.21) 87 

 
The probability that two vectors of length m will match within a tolerance of r is given by the 88 

expression: 89 
 

𝜙𝜙𝑚𝑚(𝑟𝑟) = 1
𝑁𝑁−𝑚𝑚

� 𝐶𝐶𝑖𝑖𝑚𝑚(𝑟𝑟)𝑁𝑁−𝑚𝑚
𝑖𝑖=1     (B.22) 90 

 
 91 

The same procedure was repeated for the vector of m + 1 samples to obtain ϕm+1(r) and 92 
Entropy was computed as. 93 

 

Entropy(𝑚𝑚, 𝑟𝑟,𝑁𝑁) = ln 𝜙𝜙𝑚𝑚(𝑟𝑟) − ln 𝜙𝜙𝑚𝑚+1(𝑟𝑟) (B.23)  94 



6  

Appendix C. Correlation matrix 95 

 
Figure C.1 provides a visual representation of the Pearson correlation coefficients that were 96 

calculated to examine the relationships between the different features utilized in this study. 97 
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Figure C.1: Correlation matrix for the study features. Each cell indicates the Pearson correlation coefficient for each 98 
pair of features.  99 

1     0.91   0.42   0.63   0.25   0.33   0.25   0.05   0.31     0     0.01   0.02   0.10   0.21   0.69   0.66 
 
0.91     1      0.22   0.78   0.18   0.41   0.13   0.03   0.40   0.03   0.03   0.11   0.14   0.21   0.53   0.47 
 
0.42   0.22     1     0.10   0.39   0.01   0.14   0.02   0.01   0.25   0.08   0.03   0.01   0.14   0.35   0.31 
 
0.63   0.78   0.10     1      0.01   0.18   0.01   0.01   0.17   0.01   0.01   0.05   0.04   0.06   0.13   0.13 
 
0.25   0.18   0.39   0.01     1      0.03   0.41   0.10   0.05   0.13   0.08   0.15   0.12   0.05   0.29   0.22 
 
0.33   0.41   0.01   0.18   0.03     1     0.07     0      0.97   0.03   0.01   0.04   0.03   0.01   0.03   0.03 
 
0.25   0.13   0.14   0.01   0.41   0.07     1      0.12   0.07   0.26   0.06   0.42   0.26   0.13   0.27   0.31 
 
0.05   0.03   0.02   0.01   0.10     0     0.12     1      0.03   0.07   0.01   0.09   0.07   0.01   0.06   0.07 
 
0.31   0.40   0.01   0.17   0.05   0.97   0.07   0.03     1      0.04   0.01   0.06   0.04   0.01   0.04   0.04 
 

0     0.03   0.25   0.01   0.13   0.03   0.26   0.07   0.04     1     0.12   0.32   0.20   0.06   0.12   0.18 

0.01 0.03 0.08 0.01 0.08 0.01 0.06 0.01 0.01 0.12 1 0.09 0.05 0.02 0 0 

0.02   0.11   0.03   0.05   0.15   0.04   0.42   0.09   0.06   0.32   0.09     1      0.76   0.04   0.06   0.05 
 
0.10   0.14   0.01   0.04   0.12   0.03   0.26   0.07   0.04   0.20   0.05   0.76     1      0.24   0.10   0.04 
 
0.21   0.21   0.14   0.06   0.05   0.01   0.13   0.01   0.01   0.06   0.02   0.04   0.24     1      0.21   0.17 
 
0.69   0.53   0.35   0.13   0.29   0.03   0.27   0.06   0.04   0.12     0     0.06   0.10   0.21     1     0.80 
 
0.66 0.47 0.31 0.13 0.22 0.03 0.31 0.07 0.04 0.18 0 0.05 0.04 0.17 0.80 1 
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Appendix D. Model’s performance across each country 100 

Tables D.1 and D.2 display the model performance when separately tested on patients from 101 
Norway and the USA. Results are reported in terms of AUC, BAC, Se, and Sp. 102 

 

  
 

No. Features AUC (%) BAC (%) Se (%) Sp (%) 

ModAMSA 1 78.4 
(67.0-
90.6) 

74.7 
(64.7-
85.0) 

68.8 
(52.7-
78.5) 

83.7 (68.1-
95.1) 

ModAMSA + LogPowerICC 2 79.9 
(68.9-
91.1) 

73.6 
(64.8-
83.4) 

64.0 
(50.1-
78.7) 

87.5 (67.3-
97.1) 

ModAMSA + LogPowerICC + QRSwidth 3 79.3 (71.1-
90.7) 

76.0 
(67.0-
86.2) 

72.0 
(60.4-
85.0) 

79.1 (62.9-
94.4) 

ModAMSA + LogPowerICC + QRSwidth + ARBECG 4 78.6 
(71.2-
90.2) 

75.8 
(67.8-
83.7)  

72.2 (61.1-
85.8) 

77.3 (62.3-
95.0) 

ModAMSA + LogPowerICC + QRSwidth + ARBECG + QRwidth 5 78.5 
(73.5-
87.9) 

73.6 
(64.3-
86.5) 

72.6 
(60.1-
83.4)  

75.8 
(58.5-
95.0) 

ModAMSA + LogPowerICC + QRSwidth + ARBECG + QRwidth + CrossPower 6 79.1 
(73.3-
86.8) 

74.4 
(64.6-
84.3) 

72.7 
(59.5-
83.4) 

76.2 
(58.5-
94.4) 

Table 4: he LR model’s performance in terms of median (IQR) AUC, BAC, Se, and Sp for patients from Norway. All 103 
possible combinations using one to six features have been tested, only the best for each number of features is shown. 104 

 

  
 

No. Features AUC (%) BAC (%) Se (%) Sp (%) 

ModAMSA 1 79.7 
(71.8-
90.2) 

69.3 
(61.6-
79.5) 

60.7 
(51.6-
71.7) 

80.3 (66.1-
93.6) 

ModAMSA + LogPowerICC 2 79.4 
(73.4-
88.2) 

68.9 
(63.4-
79.9) 

65.7 
(57.6-
76.8) 

79.6 (66.1-
92.5) 

ModAMSA + LogPowerICC + QRSwidth 3 81.2 
(76.5-
91.0) 

75.3 
(65.3-
81.4) 

82.5 
(74.7-
90.0) 

66.4 (55.2-
78.6) 

ModAMSA + LogPowerICC + QRSwidth + ARBECG 4 80.9 
(74.2-
88.5) 

75.4 
(65.1-
81.4) 

84.2 
(73.4-
90.0) 

68.2 (55.2-
79.0) 

ModAMSA + LogPowerICC + QRSwidth + ARBECG + QRwidth 5 80.7 
(72.4-
89.3) 

73.2 
(64.1-
78.8) 

83.3 
(74.8-
91.0) 

63.1 (50.7-
76.3) 

ModAMSA + LogPowerICC + QRSwidth + ARBECG + QRwidth + CrossPower 6 80.5 
(70.1-
89.1) 

71.0 
(61.0-
77.7) 

80.7 
(71.3-
90.3) 

65.5 (48.6-
82.3) 

Table 5: he LR model’s performance in terms of median (IQR) AUC, BAC, Se, and Sp for patients from USA. All 105 
possible combinations using one to six features have been tested, only the best for each number of features is shown. 106 
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A Random Forest Model for Pulseless Electrical Activity Prognosis
Prediction During Out-of-Hospital Cardiac Arrest Using Invasive Blood

Pressure

Jon Urteaga1, Andoni Elola2, Per O. Berve3, Lars Wik3 and Elisabete Aramendi1,4

Abstract— Out-of-hospital cardiac arrest (OHCA) is a major
health concern, with an incidence of approximately 55 per
100,000 person-years in the United States. Pulseless electrical
activity (PEA) is a cardiac rhythm observed in 20-30% of
OHCA cases and it consists on a regular electrical activity
presenting disassociation with cardiac mechanical contractions.
Discriminating those PEA with favorable prognosis is crucial
to decide pre/post resuscitation therapy. A machine learning
model is proposed to assist rescuers to predict evolution of
PEA. The ECG and the transthoracic impedance recorded
using defibrillation pads were integrated in the model, together
with the invasive blood pressure. A total of 238 PEA segments
were extracted from 49 patients. A Random Forest model
was trained with 25 features extracted from the three signals
to discriminate between the PEA with favorable prognosis
(return of spontaneous circulation). The optimal model showed
median (interquartile range) values of 88.9(14.2)% for Area
Under the Curve, 94.1(21.7)% for Sensitivity, 68.1(30.6)%
for Specificity, 66.4(29.5)% for Positive Predictive Value, and
87.5(21.5)% for Negative Predictive Value.

Clinical relevance— The study concludes that adding IBP
based features to models traditionally based on ECG and TTI
enhances PEA prognosis prediction during OHCA.

I. INTRODUCTION

Out-of-hospital cardiac arrest (OHCA) persists as a no-
table public health concern, resulting in 270,000 annual
fatalities in Europe and 420,000 in the United States [1], [2].
Providing effective cardiopulmonary resuscitation (CPR),
which involves chest compressions, ventilation, and defibril-
lation for shockable heart rhythms, is crucial for improving
the chances of survival in cases of OHCA [2].

Pulseless electrical activity (PEA), characterized by orga-
nized cardiac electrical activity without a discernible pulse, is
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Champan and Fredrick Arnwald of Stryker Ltd. for their invaluable support
and contributions to this study.
*This work was partially supported by the MCIN/
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been provided by the Basque Government through grants IT1717-22 and
PRE2021 2 0173.
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a frequently observed rhythm during cardiac arrest (CA) [3].
It occurs in approximately 20-30% of OHCA cases and in up
to 40-60% of cases within hospital settings [3], [4]. Recog-
nizing the potential outcome of PEA assists healthcare pro-
fessionals in making well-informed decisions about how to
treat and manage patients [5], [6]. Depending to the prognosis
of PEA, it may suffice to persist with chest compressions
and ventilations, or a specific pharmacological intervention
may be deemed necessary [3], [7], [8]. PEA cases with
favorable prognosis (faPEA) are those where a return of
spontaneous circulation (ROSC) is likely, conversely those
with low likelihood are considered unfavorable (unPEA). Re-
cent studies focus on the characterization and classification
of PEA rhythms based on the ECG and/or the transthoracic
impedance (TTI) recorded through the defibrillation pads,
and even integrating additional information as capnography,
several proposals have been published for manual and auto-
mated classification and prognosis prediction [9], [10], [11],
[12].

Invasive arterial blood pressure (IBP) serves as a funda-
mental hemodynamic variable, holding promise for mon-
itoring treatment and assessing responses during OHCA.
The IBP waveform finds extensive application in clinical
practice, providing insights into cardiac function. The latest
resuscitation guidelines endorse the utilization of IBP in the
management of OHCA patients [13], [14]. The established
correlation between blood pressure and the survival of pa-
tients experiencing cardiac arrest (CA) reinforces the utility
of IBP in guiding resuscitation therapy.

In this study, a model grounded in machine learning (ML)
is proposed for binary classification of PEA with favor-
able/unfavorable prognosis. This model leverages features
based on the available literature including ECG, TTI, and
IBP. Fig. 1 depicts the flowchart of the proposed approach.

II. STUDY DATASET

The data for this study comes from a randomized clinical
trial (NCT02479152) investigating the hemodynamics of car-
diac arrest patients treated with both manual and mechanical
chest compressions. Collected between 2015 and 2017 using
the Lifepak 15 (Stryker Ltd.) monitor-defibrillator, the data
was obtained by the doctor-manned vehicle associated with
the Oslo Emergency Medical System’s Air Ambulance De-
partment. The ECG and TTI signals were recorded through
the defibrillation pads, while the IBP signal was acquired



Fig. 1. Comprehensive diagram illustrating the PEA classification procedure, including stages such as measurement, preprocessing, feature extraction,
and binary classification of PEA rhythms in both faPEA and unPEA.

through on-site radial/femoral cannulation, all signals with a
sampling frequency of 250Hz.

Segments of PEA lasting a minimum of 5 s, encompassing
concurrent ECG, TTI, and IBP signals were extracted during
chest compression pauses to avoid compression artifacts.
PEA cases leading to significant periods of ROSC lasting a
minimum of 5min without CPR after the pulse was restored
were categorized as faPEA; conversely, cases without ROSC
were designated as unPEA.

A sum of 238 segments (with a total duration of 116 min)
were extracted from 49 patients, with a median (Interquartile
range - IQR) of 4 (4) segments per patient and a duration
of 13.0 (24.7) s each. 172 segments, amounting to a total
duration of 89.9 min, were classified as unPEA, whereas
the remaining 66 segments, with a cumulative duration
of 26.1 min, were categorized as faPEA. PEA segments
were divided into 1026 (846 from unPEA) non-overlapping
windows of 5 s for processing and classification. Fig. 2 shows
two examples of 5 s segments along with their signals: to the
left a unPEA segment and the right a faPEA segment.

III. METHODS
The method for PEA prognosis prediction employing ML

models can be segmented into three stages: 1) Preprocessing
of ECG, TTI and IBP signals, 2) Feature characterization of
the signals, and 3) Formulation of feature-based ML models
for the binary classification of the PEA rhythms in faPEA
and unPEA. The third stage encompasses training/validation
of the models, along with their subsequent statistical char-
acterization.

A. Signal preprocessing
ECG signal was denoised using a stationary wavelet

transform (SWT) technique. This included reconstructing

the signal with detail components that are in the range of
0.5 − 31.25 Hz to eliminate baseline noise, high-frequency
noise, motion artifacts, and ventilation artifacts [15], [12].

The impedance circulation component (ICC), reflecting
ventricular contractions in the TTI signal correlated with
ECG heartbeats [16], was isolated from the TTI signal fil-
tered within the 1− 8 Hz range [15], [12].

The raw IBP signal exhibited artifacts, high frequency
noise and baseline wandering. Using the SWT with 8-level
decomposition, noise reduction was achieved by applying
soft thresholding in all levels. The threshold was computed
from the second detail as follows:

γ = σ
√
2 · ln(N) (1)

Fig. 2. ECG, TTI, ICC and IBP signals from 5-s windows for unPEA
(left) and faPEA (right) segments.



N referring to the duration of the signal and σ computed
as follows:

σ =
Median {|d2|}

0.6745
(2)

The denoised IBP signal was reconstructed using the
sixth and seventh detail coefficients to remove undesired
components.

B. Feature extraction

In total 25 features were computed for each window
according to the following descriptions:

1) ECG features:
• The Amplitude Spectrum Area (AMSA) was calculated

by summing the product of spectral amplitudes and
frequencies in the 2-48 Hz band of the ECG signal [17].

• Smoothed Nonlinear Energy Operator of the ECG signal
(SNEOECG) is obtained by convolving a Kaiser win-
dow (wL(n)) with a non-linear Teager-Kaiser Energy
Operator (TKEO) (ψk[x(n)]) [18]:

ψS,L[x(n)] = ψk[x(n)]⊗ wL(n) (3)

The TKEO (ψk[x(n)]) is computed using the formula:

ψk[x(n)] = x2(n)− x[n− k]x[n+ k] (4)

Where, x(n) represents the ECG signal and k the lag
parameter, which is linked to the window length (L)
through the equation L = 4k + 1.

• The autoregressive Burg’s values are obtained through
Burg’s method to describe the autoregressive nature of
a signal [19]. Represented as ak, these values model the
signal x(n) by considering its past values and a random
component:

x(n) = −
4∑

k=1

aks(n− k) + v(n)

Here, v(n) is a random sequence, and the ak coefficients
indicate the autoregressive properties of the model.
ARBECG refers to the error made when estimating
spectral power using a 4th order autoregressive Burg
model.

• Entropy serves as a measure of complexity, assessing
the regularity of the ECG pattern [20].

• Highpower measured the power of the ECG in the
bandwidth of 17.5− 40 Hz [20].

• IQR values were computed for the denoised ECG and
its SWT detail coefficients d5,ECG − d7,ECG.

2) TTI features:
• SNEOTTI is the Smoothed Nonlinear Energy Operator

of the TTI signal, calculated as previously explained.
• ARBTTI is the fourth-order autoregressive Burg’s co-

efficient, calculated as previously explained, but for the
TTI signal.

• IQR values were computed for the denoised TTI and its
SWT detail coefficients d5,TTI − d7,TTI.

• LogPower represents the logarithmic energy of the
TTI, which is correlated with ventricular wall move-
ment [21].

• ECGvsTTICrossPower denotes the cross power between
the denoised ECG and TTI signals [22].

3) IBP features: To compute the features from IBP sig-
nal, the instants of systolic peak and diastolic onsets were
computed using an automated algorithm [23].

• Systolic arterial pressure (SAP) is the maximum pres-
sure value achieved during the cardiac contraction
phase [24].

• Diastolic arterial pressure (DAP) is the minimum pres-
sure measured during the cardiac relaxation phase [24].

• Pulse pressure (PP) is the difference between SAP and
DAP [24].

• The Mean Arterial Pressure (MAP) is defined as the
average arterial pressure throughout one cardiac cycle
and it is calculated with the following formula [25]:

MAP = DAP+
1

3
PP (5)

• The Heart Rate (HR) is computed as the inverse of the
interval between heartbeats in the IBP signal.

• IBPPower represents the energy of the IBP signal.
• ECGvsIBPCrossPower denotes the cross power between

the ECG and IBP signals.
• TTIvsIBPCrossPower denotes the cross power between

the TTI and IBP signals.

C. Building the classifier
A Random Forest (RF) classifier was employed for feature

selection and binary classification of 5 s windows into
faPEA and unPEA. RF, known for robustness with unbal-
anced datasets, comprises 500 trees, each trained with a
bootstrap replica of the dataset. Trees grow via recursive
binary splitting with random feature selection. The final
decision results from a majority vote. Parameters include a
10 % bootstrap replica and a minimum of 5 observations per
terminal node [15].

D. Evaluation
The performance of the RF was analyzed by training with

three different sets of features: 1) ECG and TTI features, 2)
IBP features, and 3) features from all signals.

Classifiers underwent 10-fold cross-validation with
patient-wise, stratified partitions to avoid data leakage
and maintain class imbalance consistency. This process
was repeated 10 times with different random partitions.
Evaluation metrics included Sensitivity (Se), Specificity
(Sp), Positive Predictive Value (PPV), Negative Predictive
Value (NPV), Balanced Accuracy (BAC) and Area under
the curve (AUC).

The importance of features is calculated by the RF clas-
sifier based on permuted error. In 10-fold cross-validation,
features were iteratively removed (one at a time) based on
their importance, and RF models were retrained to re-rank
the remaining features for the given Nf . Selection probability
for each feature was the percentage of times it was chosen.



Fig. 3. Performance of the RF models in terms of the AUC (left) and BAC (right) as function of Nf the number of features included in each model
using features from the ECG/TTI, the IBP and the ECG/TTI/IBP signals.

IV. RESULTS

Fig. 3 shows the performance of the RF binary classifier.
The AUC (left) and BAC (right) are given as function of Nf ,
the number of features included in each model. Three models
were tested using features from 1) ECG/TTI, 2) the IBP and
3) ECG/TTI/IBP signals. Is is noticeable that the inclusion
of the IBP improves the models using exclusively the ECG
and TTI. The maximum AUC was provided by a 4-feature
model, and the maximum BAC by a 6-feature model.

The comprehensive performance of the method is pre-
sented in Tab. I, encompassing AUC, BAC, Se, Sp, PPV,
and NPV. Various models with different sets of features were
evaluated. Using ECG and TTI features; using IBP features,
using features of all three signals; and two reduced models,
one with the top 4 features (identified as the features most
frequently selected by the RF model) and another with the

top 6 features. In accordance with the results shown in Fig.
3, it is observed that utilizing all features of the IBP signal
yields results with an AUC 20 points higher than when using
ECG & TTI. Combining all three signals further enhances the
discrimination capability by three points compared to using
only the IBP signal. It also outperforms similar state-of-the-
art studies that only utilize features computed from ECG and
TTI [15], [26]. The models with reduced feature sets showed
better performance, between 1.5 and 2 points of AUC, than
using all the features.

Fig. 4 shows the proportion of times each feature was
included in the Nf -feature model. It can be observed that
features with the highest selection probabilities are those
utilizing the IBP signal: TTIvsIBPCrossPower, IBPPower,
ECGvsIBPCrossPower and PP. However, it should be noted
that TTIvsIBPCrossPower and ECGvsIBPCrossPower use the
IBP signal in conjunction with the TTI and ECG signals, re-

TABLE I
THE TABLE PRESENTS THE PERFORMANCE OF THE METHODS WITH DIFFERENT SETS OF FEATURES. IT DISPLAYS THE MEDIAN (IQR) VALUES FOR

AUC, SE, SP, PPV, AND NPV.

Feat # AUC BAC SE SP PPV NPV
ECG & TTI 17 62.24 (17.34) 69.77 (22.89) 61.07 (47.89) 65.32 (27.40) 49.44 (34.19) 73.23 (35.05)
IBP 6 83.48 (19.75) 73.19 (17.27) 67.14 (38.18) 80.71 (29.65) 69.65 (29.85) 84.38 (23.14)
ECG & TTI & IBP 25 86.72 (19.38) 74.66 (14.57) 78.87 (33.33) 69.84 (25.50) 63.48 (30.66) 87.35 (22.73)
Reduced #1 4 88.88 (14.23) 76.07 (14.35) 94.11 (21.67) 68.13 (30.62) 66.40 (29.47) 95.01 (19.39)
Reduced #2 6 88.24 (18.00) 77.96 (17.54) 84.94 (22.82) 73.44 (28.70) 66.49 (27.14) 87.53 (21.55)



Fig. 4. The frequency of selection for the 25 features, as a function of
Nf , the number of features included in the RF classifier.

spectively. These findings are consistent with those presented
in Tab. I, where it is demonstrated that by combining various
signals, superior results are achieved.

V. CONCLUSIONS

In this study, a ML-based method was introduced for the
prediction of PEA prognosis, incorporating the IBP signal.
The proposal was compared with previously proposed mod-
els based on the ECG and TTI signals. It was demonstrated
that features extracted from the IBP are the most discrim-
inative and that they boost the classifier performance of
models based on the ECG & TTI. This study emphasizes the
value of using IBP monitoring to address PEA OHCA. This
underscores the importance of considering IBP alongside
other monitoring modalities for a comprehensive approach
to managing OHCA and improving patient outcomes.
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Abstract

Continuous invasive arterial blood pressure (ABP) and
its characteristic waveform features are widely used to
monitor cardiovascular health. The invasive ABP signal
has been proven useful to guide therapy during cardiopul-
monary resuscitation (CPR) of patients in cardiac arrest.
Automated algorithms to compute ABP parameters were
not designed to work during CPR, so their performance
in this scenario is unknown. The aim of this study was
to develop automated algorithms to detect pulse and mea-
sure physiological ABP variables during CPR. A dataset of
122 segments of invasive ABP were extracted during chest
compression pauses from 26 patients with regular ECG
during and a total duration of 262min. The ABP was de-
noised using a stationary wavelet decomposition and pulse
peaks were detected in the first difference of the ABP by
applying adaptive thresholding. The following parameters
were computed: systolic blood pressure (SBP), diastolic
blood pressure (DBP), pulse pressure (PP) and heart rate
(HR). The algorithm presented a median (IQR) Se/PPV/F1
of 97.6(17.5)/99.3(10.0)/97.2(10.1)% for diastolic peak
detection, 4-points above the F1 obtained with Physionet’s
wabp algorithm. The absolute and relative errors were
0.62(1.40)mmHg and 1.22(1.62)%, 0.74(1.43)mmHg
and 1.81(2.76)%, 1.13(1.67)mmHg and 4.68(4.86)%,
0.50(1.42)min−1 and 0.58(1.31)% for SBP, DBP, PP and
HR, respectively.

1. Introduction

Arterial blood pressure (ABP) monitoring is widely
used in modern medicine to prevent, detect and evalu-
ate cardiovascular diseases [1–3]. The ABP signal wave-
form contains valuable information about the cardiovascu-
lar system, including heart rate, blood pressure values and
pulse waveform [4, 5].

The invasive ABP signal is also used to monitor cardio-

vascular health during post cardiac arrest care and in inten-
sive care units, and it is recommended to monitor hemo-
dynamically unstable patients [3, 6, 7]. To improve sur-
vival rates, the American Heart Association and the Aus-
tralian Resuscitation guidelines recommended that during
post resuscitation care systolic blood pressure (SBP) to be
mantained above 90mmHg and 100mmHg, respectively
[8–10]. Furthermore, invasive ABP has been proven to be
useful to guide therapy during cardiopulmonary resuscita-
tion (CPR) [11–14].

Several automatic algorithms have been proposed to de-
noise and characterize the ABP signal [4, 5, 15], which
is usually corrupted by artifacts such as clotting, move-
ment artifacts and high frequency noise [1, 16]. Filters
are applied to remove noise and artefact before calculating
physiological ABP variables, such as systolic blood pres-
sure (SBP), diastolic blood pressure (DBP), pulse pressure
(PP), heart rate (HR) and the dicrotic notch [4, 5, 15].

Known automated algorithms were designed for hemo-
dynamically stable patients, but they have not been tested
during CPR. The aim of this study was to develop auto-
mated algorithms to detect pulse and measure physiolog-
ical ABP variables in patients during chest compression
pauses in CPR therapy.

2. Materials

The dataset used in this study was recorded by the physi-
cian manned rapid response car of the Oslo Emergency
Medical System in patients during out-of-hospital cardiac
arrest. All episodes were recorded using LifePak 15 defib-
rillators, and include the ECG and the invasive ABP (ra-
dial cannulation) signals, both with a sampling frequency
of 250Hz.

A total of 122 segments with concurrent recordings of
ECG and ABP were extracted from 26 patients during
chest compression pauses, periods without chest compres-
sions artifacts. The top pannel of Figure 1 shows 5 s of
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Figure 1. The top panel represents a 5 s segment of the ABP waveform. SBP and DBP, are indicated by green and red
dots, respectively. The bottom panel shows the first difference of the ABP signal where yellow dots and dash lines show
the peak value and instant of the first difference, respectively.

the ABP waveform, where the main variables, SBP, DBP
and PP are annotated. The total duration of the dataset was
262min, with a mean duration of 2.15 ± 5min per seg-
ment. The systolic and diastolic peaks of each heartbeat
were manually annotated to be used as gold standard.

3. Methods

Figure 2 shows the overall scheme followed in this study
to detect peaks in the ABP signal and measure the ABP
variables. First, the ABP signal was preprocessed to re-
move undesired components. Then, an adaptive peak de-
tector was applied to the first difference of the ABP wave-
form to determine systolic and diastolic peaks. Finally, the
physiological variables were computed from the original
ABP signal.

3.1. Signal preprocessing

The ABP signal was preprocessed using the stationary
wavelet transform (SWT) to remove baseline wandering

and high frequency noise. An 8-level SWT decomposi-
tion was used with a Daubechies-4 mother wavelet and soft
thresholding. Detail coefficients d6 and d7 were used to
reconstruct the denoised ABP signal, ABPfilt, correspond-
ing to the 1 − 4Hz frequency band.

3.2. Pulse peak detection

The systolic peak, corresponding to the maximum pres-
sure value of the heartbeat, and the diastolic peak, corre-
sponding to the inflection just before heartbeat compres-
sion phase, were computed for each heartbeat. Heartbeats
were detected using the first difference of the ABP signal.
Peaks with first difference above a threshold for i-th pulse
were considered, and the threshold was adapted according
to the following equation:

Thi = median(Pi−1 : Pi−5)/2 (1)

where the median amplitude of the previous 5 peaks were
considered. A minimum distance of 300ms was set be-
tween consecutive peaks.

Wavedet
decomposition

Preprocessing Pulse Peak detection

First
difference

Pulse peak detection
with adaptive threshold

Compute
physiological

ABP variables

ABP waveform ABP
filt Pulse peaks

SBP,DBP,
PP,HR

Figure 2. Overall scheme of the automated method applied to the ABP waveform to compute the pulse peaks and the ABP
features.
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The local maxima of the first difference in each heart-
beat correspond to the maximum upslope of the ABP
pulse, as shown in Figure 1. The systolic and diastolic
peaks were computed by identifying the posterior and pre-
vious inflexion points to the instance of the maximum ups-
lope in ABP signal, respectively. At the top panel of Figure
1 the instant of the maximum upslope is shown as a yellow
dash line, and the systolic and diastolic peaks by red and
green dots, respectively.

3.3. Computation of the physiological ABP
variables

Variables used to monitor cardiovascular health were
computed from the raw ABP signal using the systolic and
diastolic peaks. SBP and DBP were used to compute the
PP, their difference. The HR was computed as the in-
verse of the median distance between consecutive diastolic
peaks.

3.4. Statistical evaluation

The ABP heartbeat detector proposed in this study was
compared to the wabp algorithm from Physionet, a well
known method proposed by Zong et al. [4].

Manually annotated diastolic peaks were considered as
ground truth to evaluate the methods. A detected peak was
considered a positive heartbeat detection if it fell within
300ms of the ground truth. Methods were evaluated in
terms of sensitivity (Se): percentage of correctly detected
peaks; positive predictive value (PPV): percentage of de-
tected peaks that are actual peaks; and F-score (F1): the
harmonic mean of Se and PPV. The performance metrics
were computed per patient and the final results were pre-
sented as the median (interquartile range, IQR) of all pa-
tients.

The absolute error of the physiological ABP variables
were computed patient wise so all patients contributed
equally.

4. Results

Table 1 shows the Se, PPV and F1 of the proposed heart-
beat detector, and results are compared those of the wabp
algorithm. It can be observed that the new algorithm out-
performed the wabp algorithm in 27-points of Se, 1-point
of PPV and 5-points of F1.

In Table 2 the absolute and percentage errors are re-
ported for the SBP, DBP, PP and HR derived from the sys-
tolic and diastolic peak detections. It can be observed that
absolute errors were below or close to 1% for the pressure
values, and bellow 5% in percentage errors.

Figure 3 shows three examples of ABP segments of the
dataset. In the first example the proposed diastolic peak

Table 1. Performance of the method introduced in this
study compared to the wabp algorithm for heartbeat detec-
tion (using the diastolic peak). The table shows the me-
dian (IQR) values for Se, PPV and F1.

Se (%) PPV (%) F1 (%)

This study 97.6 (17.5) 99.3 (10.0) 97.2 (10.1)
Zong et al. [4] 70.2 (85.0) 98.3 (100.0) 92.9 (61.1)

Table 2. Performance of the method to compute physio-
logical ABP variables. The table shows the median (IQR)
absolute and percentage errors for SBP, DBP, PP and HR.

Absolute error Percentage error

SBP 0.62 (1.40)mmHg 1.22 (1.62) %
DBP 0.74 (1.43)mmHg 1.81 (2.76) %
PP 1.13 (1.67)mmHg 4.68 (4.86) %
HR 0.50 (1.42)min−1 0.58 (1.31) %

detector and the wabp algorithm correctly identified every
diastolic peak. The second and third examples show cases
where the wabp algorithm missed several peaks, which
were correctly detected by the proposed algorithm.
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Figure 3. Three examples of the performance of the di-
astolic peak detection algorithm. The gold standard an-
notations are shown as red dots, and the annotations of the
algorithms in green (this study) and blue (wabp algorithm).
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5. Discussion and conclusions

The invasive ABP signal is widely used to monitor
cardiovascular health in patients with different diseases.
However, current methods to automatically monitor the
ABP signal were designed to be used with hemodynam-
ically stable patients. This is, to the best of our knowledge,
the first automatic method that detects diastolic and sys-
tolic time-stamp during CPR, which could be used there-
after to accurately compute the characteristic ABP vari-
ables.

Current ABP algorithms are inaccurate durig CPR due
to the irregular waveform and the noise/artifact compo-
nents of the ABP signal. The wabp algorithm showed
low sensitivity compared to the algorithm proposed in
this study (70% vs 97%). During CPR the pulse pres-
sure showed high amplitude variability in short inter-
vals, intrapatient SD of 3.3mmHg and interpatient SD of
20.6mmHg in this dataset, and the proposed algorithm
based on adaptive thresholding outperformed the classi-
cal method. Filtering the signal using the SWT was also
more efficient than using constant coefficient filters, and
improved the accuracy of the heartbeat detector. Conse-
quently the overall F1 score was more than four points
above, and the physiological variables were computed with
errors below or close to 1%.
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A B S T R A C T

Invasive arterial blood pressure (IBP) monitoring is important to assess patient’s cardiovascular competence
and guide clinical treatment. Besides, international resuscitation guidelines in force suggest its use during
Cardiopulmonary Resuscitation (CPR), but current automated algorithms for IBP variables computation were
not designed for cardiac arrest patients. A lack of knowledge is detected in the automated processing of IBP
signal during CPR.

The aim of this study was to design algorithms for heartbeat detection and for IBP physiological variable
computation during CPR, and compare to state-of-the-art (SoA) proposals. The dataset used consists of 81 out-
of-hospital-cardiac-arrest (OHCA) patients and two additional public datasets with hemodynamically stable
patients. A set of 377 IBP segments, total duration of 1127 min, were extracted from the OHCA dataset during
the pauses of chest compressions. The method includes artifact removing from the in IBP using Stationary
Wavelet Decomposition and heartbeat detection in the first difference signal. A multicomponent evaluation
and two adaptive thresholds were applied to compute IBP physiological variables.

Pulsatile segments with heartbeats were discriminated from pulseless segments with mean (standard
deviation) sensitivity(Se)/specificity and positive (PPV)/negative predictive values of 98.8(6.9)∕91.6(20.2)% and
97.4(9.7)∕98.7(6.1)%, respectively. The heartbeat detection showed 96.1(8.3)% of Se, 96.1(7.6)% of PPV and
95.7(6.4)% of F1-score , with absolute errors of 0.55(2.91)∕0.39(4.87)∕0.78(6.08) mmHg in systolic, diastolic and
pulse pressure values, respectively. The proposed algorithms outperformed SoA solutions with both OHCA and
stable patients.

1. Introduction

Cardiac arrest (CA) is defined as cessation of cardiac functions, and
out-of-hospital cardiac arrest (OHCA) stands as the predominant cause
of annual mortality in Europe and the United States, accounting for
respective total death tolls of 275,000 and 420,000 [1–3]. Application
of Cardiopulmonary Resuscitation (CPR, chest compressions and ven-
tilations), and defibrillation of shockable heart rhythm increases the
survival rates from 4% to above 10% [3]. Many contributions have
been proposed to improve CPR quality, to personalize the treatment
and to predict the prognosis of the patient. However, the survival rates
keep very low worldwide [4–6].

Invasive arterial blood pressure (IBP) is a basic hemodynamic in-
dicator claimed to be promising to monitor treatment and response
during OHCA [7]. Blood pressure is defined as the pressure exerted by

∗ Corresponding author.
E-mail address: jon.urteaga@ehu.eus (J. Urteaga).

the blood in the arteries and it is usually monitored through cannula-
tion in a peripheral artery. IBP waveform is widely used in the clinical
practice, since it describes the cardiac function of contraction and
relaxation, and it contains information about the cardiovascular system,
such as heart rate (HR), cardiac rhythms and pressure values [8,9]. That
information is essential in modern medicine for cardiovascular disease
detection and monitoring in both operating room and intensive care
unit [9–13]. There are several techniques to measure the blood pressure
signal using, invasive and non-invasive measurement techniques but
IBP is the gold standard in cardiovascular health monitoring [14–16].

Recent resuscitation guidelines recommend the use of IBP during
treatment of OHCA patients. The association between blood pressure
and the survival of patients in CA has been proven, supporting its
benefit to guide resuscitation therapy [17,18]. Both European and
American guidelines recommend minimum pressure values aligned
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Fig. 1. Four examples of 5 s segments of IBP signals. The two segments at the top correspond to OHCA cases, and the two at the bottom to stable patients from the public
datasets. The systolic arterial pressure (SAP), diastolic arterial pressure (DAP), peak pressure (PP) and HR are indicated.

with improved survival rates. During CPR a minimum diastolic arterial
pressure (DAP) of 30 mmHg is the goal and a minimum systolic
arterial pressure (SAP) of 90 mmHg is recommended before starting
post-resuscitation therapy [19–21].

In hemodynamically stable patients, the continuous IBP waveform
exhibits systolic peak, diastolic onset and a diastolic notch with each
heartbeat [9,22]. SAP is defined as the maximum pressure value
achieved during the cardiac contraction phase (ventricular systole),
while the DAP is the minimum pressure measured during the cardiac
relaxation phase (ventricular diastole). The difference between systolic
and diastolic pressures is called pulse pressure (PP) [22,23]. These
physiological variables are shown in Fig. 1.

Fiducial points in the IBP are needed to compute main physiolog-
ical variables as proposed in the literature [8–10,22,24,25]. However,
during CA, the IBP signal shows aberrant waveforms with atypical
physiological variables. IBP waveform is often distorted by the pa-
tient movement, the positioning of the catheter in the artery, the
hemodynamic situation or high frequency artifacts, which may lead to
unreliable measures of physiological variables. [9,10,26].

Many IBP delineators have shown excellent performance in hemody-
namically stable patients, but none has been tested with OHCA patients
where a poorer performance is expected. This study proposes new
algorithms for heartbeat detection, which permit the discrimination of
pulsatile segments, and heartbeat delineation, which permit the calcu-
lation of IBP physiological variables. Fig. 2 illustrates the flow chart
of the process of pulsatile segment discrimination and the subsequent
calculation of physiological variables. The algorithms were tested with
both OHCA and hemodynamically stable patients, and compared with
state-of-the-art (SoA) algorithms.

2. Materials

Two datasets were used in this study. The first acquired by the
emergency medical systems (EMS) during OHCA and the second cor-
responding to hemodynamically stable patients available in public
repositories. To illustrate the differences, examples of continuous IBP
waveforms for both datasets are shown in Fig. 1. The greater variability
in waveform and amplitude can be observed for the OHCA cases.

2.1. OHCA dataset

The OHCA dataset was extracted from a larger dataset recorded
between 2015 and 2017 by physician manned rapid response car of the
Oslo EMS. They used Lifepak 15 monitor/defibrillators (Physio-Control,
Redmond, United States of America). All episodes included electro-
cardiogram (ECG) signal recorded through defibrillation pads and IBP
waveform signal acquired via onsite radial/femoral cannulation [27].

Segments with concurrent ECG and IBP signals with a sampling
frequency of 250 Hz were extracted during the pauses of chest compres-
sions to avoid compression artifacts. A total of 377 segments (total dura-
tion of 1127 min) were extracted from 81 patients, median (Interquartile
range, IQR) of 4 (4) segments per patient and 39.8 (132.1) s duration.

The instants of systolic peaks (𝑡𝑠𝑝) and diastolic onsets (𝑡𝑑𝑜), des-
ignated as gold standard, were manually annotated utilizing the IBP
and ECG signals with the aid of a ad-hoc created Matlab tool. A
minimum PP of 4 mmHg was set for the systolic peaks to consider as
heartbeat [28]. A total of 252 segments showed at least one heartbeat
and included 75682 systolic peaks. The average values for SAP, DAP
and PP were 70.09 (63.90) mmHg, 40.65 (28.00) and 26.01 (38.87) mmHg,
respectively.

Fig. 3 illustrates ECG and IBP examples of five different cardiac
rhythms from the OHCA dataset [29,30]. Asystole and ventricular
fibrillation (VF) are unorganized rhythms, whereas pulsatile rhythm
(PR) and pulseless electrical activity (PEA), both true and pseudo PEA,
are organized rhythms. Unorganized rhythms and true PEA do not show
any fluctuation in the IBP signal as no effective heartbeats are associ-
ated with these rhythms. Pseudo PEA shows small fluctuations due to
some cardiac mechanical activity, although insufficient to maintain a
stable spontaneous circulation as it is the case in PR rhythms.

2.2. Public datasets

The Polysomnographic and the Complex Systems Laboratory (CSL)
public datasets were considered to extract the segments from hemody-
namically stable patients.

The Polysomnographic dataset, available in PhysioNet,1 includes
ECG and the IBP signal of 18 sleeping patients [31]. Heartbeat anno-
tations in the ECG, fixed with a delay of 200 ms were used to annotate
the heartbeats in the IBP signal, as proposed by Zong et al. [10].

The CSL dataset, recorded at Doernbecher Children’s Hospital, Ore-
gon Health & Science University, is a standard dataset for the evalua-
tion of IBP delineation algorithms.2 It contains two episodes of 60 min
of IBP signal with systolic peak instants annotated by two expert
clinicians [25].

A total of 20 segments (total duration of 5257 min and 381443
annotated heartbeats) were extracted, with a median (IQR) duration of
335 (202.5) s and 22319 (14291) heartbeats per segment.

1 https://physionet.org/content/slpdb/1.0.0/
2 https://www.pdx.edu/electrical-computer-engineering/biomedical-

signal-processing-lab
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Fig. 2. Detailed flow chart outlining the IBP signal delineation process. It encompasses measurement, preprocessing, heartbeat delineation, discrimination of segments with
heartbeats, and computation of IBP physiological variables.

Fig. 3. Examples of 10 s segments of ECG and IBP signals of the dataset, corresponding to different cardiac rhythms. They include rhythms with no heartbeats as asystole,
ventricular fibrillation (VF) and true pulseless electrical activity (PEA), and rhythms with heartbeats as pseudo PEA and pulsed rhythms (PR).

3. Methods

This section describes the method proposed to delineate the IBP
signal and measure physiological variables. Fig. 4 shows the overall
scheme of the method. First, the IBP signal was preprocessed to re-
move undesired components. Then, a peak detector was applied in the
IBP signal’s first difference to compute potential heartbeats. Adaptive
thresholding was applied based on features associated to each peak to
confirm detected heartbeats. Finally, the physiological variables as SAP,
DAP, PP and HR were computed in pulsatile segments.

3.1. IBP preprocessing

The raw IBP signal, 𝐼𝐵𝑃𝑟𝑎𝑤, showed artifacts due to quantification
noise, baseline wandering and other high frequency noise. The signal
was preprocessed using the stationary wavelet transform (SWT) with 8-
level decomposition (Daubechies-4 mother wavelet). In order to reduce
noise in the signal, the universal threshold for each segment was
calculated in 𝑑2, the 2nd detail coefficients of 𝐼𝐵𝑃𝑓𝑖𝑙𝑡, as follows:

𝛾 = 𝜎
√
2 ⋅ 𝑙𝑛(𝑁) (1)
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Fig. 4. Overall scheme of the IBP delineator including the preprocessing phase, where original IBP signal (𝐼𝐵𝑃𝑟𝑎𝑤) was filtered to obtain 𝐼𝐵𝑃𝑓𝑖𝑙𝑡 (1); the heartbeat detection,
where 𝑡𝑠𝑝 and 𝑡𝑑𝑜 were computed from the rectified first difference signal (𝛥𝑠𝑟𝑒𝑐 ) (2); and the physiological variable computation (3).

when referring to N as the signal’s duration and 𝜎 is computed as
follows:

𝜎 =
Median

{||𝑑2||
}

0.6745
(2)

Then, soft thresholding was applied in the rest of the levels for
denoising. The filtered IBP signal, 𝐼𝐵𝑃𝑓𝑖𝑙𝑡, was reconstructed using the
sixth and seventh detail coefficients.

3.2. Heartbeat detection and delineation

In the heartbeat detection procedure 𝛥𝑠 was obtained as the first
difference of 𝐼𝐵𝑃𝑓𝑖𝑙𝑡 followed by low-pass filtering (zero-phase third
order Butterworth filter with a cut-off frequency of 5 Hz). The rectified
version, 𝛥𝑠𝑟𝑒𝑐 , was derived setting to zero the negative values (see
Fig. 5).

In Fig. 5, it is noticeable that the peaks of 𝛥𝑠𝑟𝑒𝑐 are aligned with the
maximum slope instants in 𝐼𝐵𝑃𝑓𝑖𝑙𝑡, associated to the heart’s contraction
which occurs between the diastolic onset and the systolic peak. The
𝑡𝑠𝑝 instant represents the systolic peak position in the 𝐼𝐵𝑃𝑓𝑖𝑙𝑡, and
was located in 𝛥𝑠𝑟𝑒𝑐 signal detecting the change from positive value
to zero (due to rectification). The 𝑡𝑑𝑜 instant represents the diastolic
onset position in the 𝐼𝐵𝑃𝑓𝑖𝑙𝑡, and was located in 𝛥𝑠𝑟𝑒𝑐 signal detecting
the change from zero to a positive value.

Local peaks were searched in 𝛥𝑠𝑟𝑒𝑐 with a minimum distance of
100 ms between consecutive peaks (see Fig. 5). 𝑡𝑠𝑝 and 𝑡𝑑𝑜 instants
of each heartbeat were computed as the first zero value point after
and before the peak in 𝛥𝑠𝑟𝑒𝑐 , respectively. Peaks and onsets were time
aligned with the maximum and minimum in a tolerance interval of
100 ms before and after the detected peaks and onsets, respectively.
Finally, SAP and DAP values were measured in 𝐼𝐵𝑃𝑟𝑎𝑤.

The potential heartbeats detected in the previous step were con-
firmed after applying adaptive thresholding criteria using two phys-
iological variables. Heartbeats with SAP and PP above 𝑡ℎ𝑆𝐴𝑃 and
𝑡ℎ𝑃𝑃 , respectively, were considered as true heartbeats. Thresholds were
updated according to the following equations:

𝑡ℎ𝑆𝐴𝑃 = 𝑤𝑆𝐴𝑃 ∗ median{𝑆𝐴𝑃𝑖−5,… , 𝑆𝐴𝑃𝑖} (3)

𝑡ℎ𝑃𝑃 = 𝑤𝑃𝑃 ∗ median{𝑃𝑃𝑖−1,… , 𝑃𝑃𝑖−5} (4)

where 𝑤𝑆𝐴𝑃 and 𝑤𝑃𝑃 were weights within [0.05, 0.5]. The initial value
for both thresholds is 5 mmHg and weights were optimized as explained
in Section 3.4.

3.3. Computation of physiological variables

For each detected heartbeat SAP and DAP were computed as the
values of 𝐼𝐵𝑃𝑟𝑎𝑤 signal at 𝑡𝑠𝑝 and 𝑡𝑑𝑜 instants, respectively. PP was
defined as the difference between SAP and DAP values, and HR was
computed as the inverse of the time distance in minutes between
consecutive 𝑡𝑑𝑜 instants.

3.4. Statistical evaluation of the methods

3.4.1. Comparison with the SoA algorithms
The IBP delineator proposed in this study was compared to the

algorithm proposed by Zong et al. [10] and the delineator proposed
by Li et al. [9]. The scripts to implement both methods are public
and can be accessed via PhysioNet3 [32] and Matlab4 File Exchange,
respectively. We used Zong et al.’s function (called 𝑟𝑢𝑛_𝑤𝑎𝑏𝑝) which
takes the IBP signal at a sampling rate of 125 Hz as input and provides
the positions of 𝑡𝑑𝑝 in samples as output. We first resampled our IBP
signals from the original sampling rates. In contrast, Li et al.’s function
(called 𝑑𝑒𝑙𝑖𝑛𝑒𝑎𝑡𝑜𝑟) requires the IBP signal and the sampling rate as
inputs, and delivers both the 𝑡𝑑𝑝 and 𝑡𝑠𝑝 instants as outputs.

3 https://physionet.org/content/pcst/1.0.0/
4 https://es.mathworks.com/matlabcentral/fileexchange/29484-pulse-

waveform-delineator?s_tid=FX_rc3_behav
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Fig. 5. From top to button: 𝐼𝐵𝑃𝑟𝑎𝑤, 𝐼𝐵𝑃𝑓𝑖𝑙𝑡; and the first difference signal, 𝛥𝑠 (in orange), and rectified first difference signal, 𝛥𝑠𝑟𝑒𝑐 (in blue). The yellow dots in the button panel
indicate maximums of 𝛥𝑠𝑟𝑒𝑐 . Green and red dots are 𝑡𝑠𝑝 and 𝑡𝑑𝑜 instants, respectively.

3.4.2. Heartbeat detector
Performance of the detector was given in terms of heartbeat detec-

tion sensitivity (𝑆𝑒ℎ𝑏), positive predictive value (𝑃𝑃𝑉ℎ𝑏) and F-score
(𝐹1ℎ𝑏), harmonic mean of 𝑆𝑒ℎ𝑏 and 𝑃𝑃𝑉ℎ𝑏. Correct detections were
defined as those falling within a 50 ms interval around the ground
truth annotation, and results were given as patient wise mean (standard
deviation, std). This analysis was performed for the segments with at
least one heartbeat annotated.

For the OHCA, a 10-fold cross-validation scheme was used to eval-
uate the heartbeat delineator. The optimization of 𝑤𝑆𝐴𝑃 and 𝑤𝑃𝑃 was
done in the training set at each iteration to maximize 𝐹1ℎ𝑏 using
a uniform grid search. For public datasets, the weights were set to
𝑤𝑆𝐴𝑃 = 0.28 and 𝑤𝑃𝑃 = 0.3, the mean values of those variables
in the OHCA dataset, because the low number of segments made the
optimization unfeasible.

3.4.3. Pulsatile segment discrimination
It is essential to correctly discriminate segments with or without

heartbeats (see Section 2.1). A secondary analysis was performed to
assess the algorithm at discriminating pulsatile segments (segments
containing at least one heartbeat). The performance was evaluated in
terms of sensitivity (𝑆𝑒𝑠), specificity (𝑆𝑝𝑠), positive predictive value
(𝑃𝑃𝑉𝑠) and negative predictive value (𝑁𝑃𝑉𝑠); considering as positive
class segments with at least one heartbeat. This analysis was only done
with OHCA segments, because all segments of the public datasets were
pulsatile.

3.4.4. Accuracy of the IBP physiological variables
The physiological variables measured during chest compression

pauses from the IBP, i.e., SAP, DAP, PP and HR, were compared to the
ground truth. The errors were plotted using Bland-Altman diagrams and
the 95% Level of Agreement (LOA).

The measurement of physiological variables by the proposed solu-
tion underwent comparison against the SoA in terms of absolute/rela-
tive median error LOA. Zong et al. [10] algorithm only computes 𝑡𝑑𝑜,
therefore only DAP and HR were compared. For the method proposed in
this study and by Li et al. [9], all physiological variables were compared
for the OHCA and CSL datasets. But only DAP and HR were considered
in Polysomographic dataset because only 𝑡𝑑𝑜 instants were available.

3.4.5. Signal quality index analysis
For a better interpretation of the performance of our methods,

two Signal Quality Indexes (SQI) were applied to the IBP signal: the
Non-Binary SQI (NB-SQI) and the jSQI, proposed in [33] and [34],
respectively.

Table 1
Overall performance of proposed method compared to SoAs. The OHCA and the
two public datasets were used to evaluate the algorithms for heartbeat detection.
Performance is provided in terms of mean (std) sensitivity (𝑆𝑒ℎ𝑏),positive predictive
value (𝑃𝑃𝑉ℎ𝑏), and F1 (𝐹1ℎ𝑏).

Heartbeat detection

𝑆𝑒ℎ𝑏 (%) 𝑃𝑃𝑉ℎ𝑏 (%) 𝐹1ℎ𝑏 (%)

OHCA
dataset

Proposed 96.1 (8.3) 96.1 (7.6) 95.7 (6.4)

Zong [10] 62.8 (36.3) 93.8 (10.5) 71.9 (29.8)

Li [9] 94.1 (9.6) 85.4 (23.7) 86.7 (19.6)

Public
dataset

Proposed 98.4 (1.5) 98.8 (1.3) 98.6 (1.3)

Zong [10] 97.9 (3.8) 98.4 (3.2) 98.1 (3.4)

Li [9] 98.6 (1.3) 99.1 (1.0) 98.6 (1.0)

NB-SQI is based on 30-feature vector (computed in time, wavelet
and statistical domains) and provides a scalar value between 0–5 for
low to excellent heartbeats. jSQI is based on HR, mean pressure and
waveform abnormalities, and provides a binary value 0/1 for low/high
quality heartbeats.

Every segment was divided into 8 s windows before SQI compu-
tation. NB-SQI was normalized (0–1) and jSQI was computed as the
fraction of high quality heartbeats in that window. The mean SQI was
computed for each segment.

3.5. Time duration analysis

Duration of the pauses with no chest compressions is critical in the
survival of a patient in CA, as longer pauses are linked to poorer prog-
nosis. In this study the OHCA segments were extracted from intervals
with no chest compressions to avoid artifacts. The effect of the duration
of the segment in our algorithms was analyzed. The total segments were
split in four groups equally distributed according to their duration, and
performance was evaluated in terms of 𝐹1ℎ𝑏.

4. Results

4.1. Heartbeat detection and pulsatile segment discrimination

Table 1 compares the performance of the proposed heartbeat detec-
tion method with SoA algorithms. It can be observed that our solution
outperforms previous proposals with the OHCA dataset, and similar
performance is reported for the public datasets.

Table 2 provides the performance of the pulsatile segment discrim-
inator for the OHCA consisted of 377 segments (252 pulsatile).
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Fig. 6. Blad–Altman diagrams for SAP and DAP in the top panel, and for HR and PP in the panel below. The dashed lines depict the limits of the 95% LOA.

Table 2
Overall performance of proposed method compared to SoAs in OHCA dataset. Per-
formance is provided in terms of sensitivity (𝑆𝑒𝑠), specificity (𝑆𝑝𝑠),positive predictive
value (𝑃𝑃𝑉𝑠), and negative predictive value (𝑁𝑃𝑉𝑠). All the results were given as
patient wise mean (std).

Pulsatile segment discrimination

𝑆𝑒𝑠 (%) 𝑆𝑝𝑠 (%) 𝑃𝑃𝑉𝑠 (%) 𝑁𝑃𝑉𝑠 (%)

Proposed 98.8 (6.9) 91.6 (20.2) 97.4 (9.7) 98.7 (6.1)
Zong [10] 81.2 (31.0) 75.6 (31.5) 92.4 (20.5) 87.7 (21.8)
Li [9] 99.7 (2.6) 8.9 (23.3) 82.4 (24.4) 88.9 (33.3)

4.2. Accuracy of IBP physiological variables

The comparison of performance between the proposed method and
SoA methods in computing physiological variables is presented in
Table 3. It can be observed that the proposed algorithm outperforms the
SoA algorithms for OHCA dataset. For public datasets, the performance
for computing the physiological variables was similar to Li et al. [9]
and better than Zong et al. [10].

The detailed error distribution is shown in Fig. 6, where Bland-
Altman diagrams report the errors for SAP, DAP, PP and HR. The mea-
sured LOA (4.9/2.9/16.4/6.1 mmHg for SAP/DAP/HR/PP) is smaller
than using Li et al. (12.8/5.9/45.3/18.2 mmHg) and Zong et al. (-
/20.4/-/70.5 mmHg) methods (note that Zong method does not calcu-
late SAP and PP).

4.3. SQI analysis

The values of both indexes, NB-SQI and jSQI, were significantly
lower for the OHCA dataset than for the public datasets (𝑝 < 0.05).
The patient wise mean(std) values were 60.42(28.17) vs 91.79(20.88)%
for jSQI and 33.47(18.80) vs 75.66(12.10)% for NB-SQI. These results
highlight the differences in waveform for the CA IBP compared with
stable patients, for which higher SQI are associated attending to current
quality measurement methods. OHCA episodes are not hemodynami-
cally stable patients, episodes are noisier and IBP waveform shows more
aberrant fluctuations with more variability in peak amplitude.

Fig. 7 shows the violin plots of 𝐹1ℎ𝑏 for the OHCA dataset segments
grouped in quartiles depending on the SQI (highest values in 4th quar-
tile). A clear positive relation can be observed between the performance

Fig. 7. Violin plots of F1hb for NB-SQI (blue) and jSQI (orange) grouped by SQI
quartiles (Q1 the lowest). The white dot indicates the median value, the dark colored
areas represent the 25–75 percentile interval, and light colored areas represent values
higher than percentile 75 or lower than percentile 25.

of the methods and the SQI. Elevated median values and reduced
variability were observed in segments of higher quality, varying from
median NB-SQI/jSQI values of 0.94/0.92 in Q1 to 0.99/0.99 in 4th
quartile.

4.4. Time duration analysis

The performance of the proposed heartbeat detector for segments
of different duration is shown in Fig. 8. Compared to the method
by Li et al. [9] it can be observed that both increase performance
with longer segments: 97.4%/92.5%, respectively, for 8–16 s segments,
and 99.4%/97.9%, respectively, for segments longer than 138 s. The
positive correlation between F1hb and the duration of the segment was
expected. In OHCA episodes, PR segments (which are the most similar
rhythms compared with hemodynamically stable patients) tend to be
longer as they were not corrupted by chest compressions, while other
organized rhythms such as PEA (more challenging to delineate cor-
rectly) need compression therapy and segments without compressions
are shorter.

5. Discussion

An automated algorithm for IBP signal delineation and physiological
variables computation was proposed. It outperforms SoA solutions
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Table 3
Overall performance of proposed method compared to SoAs. The OHCA and public datasets were used to evaluate the algorithms for physiological variable computation. Performance
is provided in terms absolute/relative mean (LOA) error.

IBP physiological variables

𝐷𝐴𝑃 (mmHg%) 𝑆𝐴𝑃 (mmHg%) 𝑃𝑃 (mmHg%) 𝐻𝑅 (min−1/%)

OHCA
Proposed 0.55(2.89)/1.25(7.05) 0.39(4.87)/0.44(5.74) 0.79(6.07)/2.45(18.91) 1.82(16.39)/2.35(27.54)

Zong [10] 2.20(20.59)/5.17(47.47) –(–)/–(–) –(–)/–(–) 51.50(72.67)/98.24(2.51)

Li [9] 0.75(5.90)/1.63(13.98) 1.35(12.80)/1.46(15.34) 1.70(16.11)/4.46(45.35) 4.78(45.30)/6.71(69.65)

Public
Proposed 0.19(6.03)/0.26(6.84) 0.35(2.02)/0.39(2.94)a 0.78(3.92)/1.63(7.91)a 0.17(1.87)/0.08(0.84)

Zong [10] 0.18(5.98)/0.24(6.88) –(–)/–(–) –(–)/–(–) 0.13(14.13)/0.05(8.37)

Li [9] 0.20(5.87)/0.27(6.56) 0.49(0.64)/0.69(1.03)a 0.73(3.68)/1.48(7.81)a 0.17(1.66)/0.08(0.80)

a In the public dataset, SAP and PP were computed using episodes from CSL dataset because systolic peak annotations were not available in Polysomographic dataset.

Fig. 8. Violin plots of the proposed heartbeat detector (blue) compared to the method
by Li et al. (orange) for segments of different duration. The white dot indicates the
median value, the dark colored areas represent the 25–75 percentile interval, and light
colored areas represent values higher than percentile 75 or lower than percentile 25.

with OHCA patients in both heartbeat detection and computation of
variables as SAP, DAP, PP and HR. To the best of our knowledge,
this represents the first proposal tested utilizing the IBP signal of
patients suffering CA. The approach was challenging because IBP is not
normally available in OHCA and because the waveform highly differs
from the IBP signal acquired in hemodynamically stable patients, as
those of public datasets.

This study also reports the performance of SoA algorithms with
OHCA data. Proposals by Zong et al. and Li et al. exhibit strong
performance metrics with stable patients but limited performance with
the OHCA database. Both algorithms were designed for stable patients
and include low-pass filters (with cutoff frequencies of 16 Hz[10] and
25 Hz[9], respectively). Conversely, the proposed SWT-based filtering
in our algorithms applies a more restrictive 1–4 Hz bandpass filter
for IBP signals, aligned with the frequency band of interest in OHCA.
This more selective filtering effectively removes noise and undesired
components during OHCA. Additionally, both SoA algorithms were
designed to detect heartbeats in every IBP segment. They compute
minimum peak thresholds using either complete or partial segments of
the IBP signal, and for pulseless cases as those in CA, they apply a very
low minimum threshold. In contrast, our algorithm applies adaptive
thresholding, adequate to the variety of IBP signals of both OHCA and
public datasets.

Fig. 9 shows the performance of the different algorithms with two
examples with different noise levels. In the top example with little
noise, all algorithms correctly identify the heartbeats, and the 𝑡𝑠𝑝/𝑡𝑑𝑜
instants. The example in the button with a higher noise level, was more

challenging for the SoA algorithms as they incorrectly identify fluctua-
tions as heartbeats (false positives) and miss detecting some heartbeats
(false negatives). Mislabeling minor fluctuations as heartbeats distorts
physiological variable computation, which jeopardize accurate health
assessments in medical algorithms, impacting diagnoses and patient
monitoring.

The quality of the signals acquired in out-of-hospital scenario is
highly affected by the state of the patients and by external actions that
jeopardize the performance of the algorithms. The existing SQIs, such as
those for ECG [35–37] or impedance [38,39], have been widely utilized
and could serve as the basis for a signal quality control mechanism.
The SQIs used in the study were designed for hemodynamically stable
patients, and they revealed significantly lower values in OHCA than
in the public. It would be beneficial to develop a SQI specifically
tailored for the population of hemodynamically unstable patients. By
incorporating an appropriate SQI, it would be possible to anticipate the
reliability of algorithms, detect low-performance segments, and prevent
the occurrence of erroneous values in real applications.

The analysis of IBP during OHCA is associated to many applications
in monitoring both the CPR therapy and the patient response. On
one hand, goal-directed CPR has shown to improve survival rates in
animals [7,40,41], and recent consensus statements from the American
Heart Association suggest aiming for a DAP exceeding 25 to 30 mmHg
in adult CPR [42]. On the other hand, several blood pressure variables
have been associated to post-CA outcomes [20,43]: PP values above
65mmHg happen to be correlated with favorable outcome [43,44], and
restoration of PR, in contrast to PEA, can be identified based on IBP
metrics avoiding the inaccuracy of pulse palpation [20,43,45,46]. It
can be concluded that advanced IBP signal processing might play a
crucial role in assisting clinicians and rescue teams in the challenge of
enhancing resuscitation treatment. The integration of automated IBP
analysis in monitor-defibrillators presents a technological challenge in
the development of future resuscitation science.

6. Conclusion

This study proposes an algorithm for the automatic delineation of
the IBP signal, which can be used in both hemodynamically stable and
OHCA patients. The solution is based on a filtering technique using
the STW and adaptive thresholding for peak detection. This method
could be employed to automatically calculate physiological variables
and assist rescuers in making decisions during OHCA. The progress in
this field would ultimately contribute to enhance assessment and care
during OHCA, improving patient outcome and survival rates.

7. Limitations

The main limitation of this study relies on the size of the OHCA
dataset used. Despite the exceptionality of the IBP records acquired
in an out-of-hospital environment, a larger dataset with a variety of
defibrillators and more emergency teams and protocols involved, would
further support the conclusions of this study.
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Fig. 9. Two IBP segments of 3 s showing algorithms performance. DAP denoted by dots, SAP by triangles and PP by dash-dotted line. Green, purple, orange, and yellow indicate
gold standard, the algorithm proposed in this study, Zong et al.’s algorithm, and Li et al.’s algorithm, respectively.
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Abstract

Pulseless electrical activity (PEA) is one of the most
common rhythms during a cardiac arrest (CA), and it con-
sists in lack of palpable pulse in presence of electrical
activity in the heart. The main treatment for a CA is
the cardiopulmonary resuscitation (CPR), including chest
compressions and ventilations, together with defibrillation
shocks and drugs when necessary. The therapy of PEA
depends on its characteristics, mainly the morphology of
the QRS complex. Well known algorithms for QRS com-
plex detection and delineation were designed for hemo-
dynamically stable patients with pulsed rhythm (PR). The
aim of this study was to develop an automatic method for
QRS complex detection in patients with PEA during CA.
The database for this study consists of 5128 PEA segments
from 264 in-hospital CA patients. The ECG signal was de-
composed using the stationary wavelet transform, a peak
detector was applied on the third detail component and a
multicomponent verification was set to detect the peaks.
Finally, a time alignment of the detected QRS complexes
was performed using the original ECG signal. The pro-
posed method presents median (IQR) Se/PPV/F1 values of
92.4(15.2)/88.5(15.4)/88.8(15.6) for PEA segments.

1. Introduction

Cardiac arrest (CA) is a main cause of death in the in-
dustrialized world, with an average incidence of 55 per
100.000 persons-year and a survival rate below 8.4% [1,2].
An early recognition and a rapid treatment of the CA are
essential to enhance survival chance, and the treatment de-
pends on the heart rhythm of the patient [3]. The pulse-
less electrical activity (PEA) is one of the most frequent
rhythms by the time the emergency services arrive, with
an incidence between 20-30% and 40-60% in out- and in-
hospital CA, respectively [4–6].

PEA is a clinical condition with a electromechanical dis-
sociation, characterized by organized cardiac electrical ac-
tivity without palpable pulse [7]. The cardiopulmonary re-
suscitation (CPR) and pharmacological treatment of a PEA
during a CA depends on the characteristics of the PEA. Re-
cent studies have shown that PEAs with narrow QRS du-
ration and high slopes have better prognosis and deserve
different treatment in contrast to those with wider QRS
complex in which immediate pharmacological treatment
is advised [8–10].

ECG waves delineation is essential for rhythm charac-
terization. Once ECG is delineated information such as
hear rate, and wave segment duration and amplitude fea-
tures can be computed. The QRS complex is the most
characteristic waveform in the ECG and its detection is the
most critical step in ECG delineation [11, 12].

Several automatic methods have been proposed in the
literature for QRS detection and delineation in patients
with pulsed rhythm (PR) [11–15]. Wavelet transform is
considered a encouraging technique for QRS detection and
delineation. Decomposing ECG in different frequency
band details allows discriminating different waves in the
ECG avoiding the baseline and high frequency noise [11].
The QRS is usually identified detecting the maximum
slope point of the R wave, which is considered the refer-
ence point of the QRS complex and it has high amplitude
that makes easier to detect [11, 13].

Well known automated QRS detectors have not been
evaluated in patients during PEA. In this study an auto-
mated algorithm was designed for QRS complex detection
in PEA rhythms.

2. Materials

The database used in this study is a subset of a larger
in hospital CA episodes database. It consists of 264
episodes, recorded by emergency services and include
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ECG, transthoracic impedance (TI) and ventilations sig-
nals. 89 of those episodes were from St. Olav Univer-
sity Hospital (Norway), 136 from Hospital of the Uni-
versity of Pennsylvania (USA) and 39 from Penn Pres-
byterian Medical Center (USA). The 89 episodes from
Norway were recorded using LIFEPAK-20 (Stryker, Red-
mond, USA) defibrillators between 2018 and 2021, while
the 175 episodes form USA hospital were recorded using
HeartStart MRx-defibrillators (Philips Medical Systems,
Andover, Massachusetts, USA) between 2008 and 2010.

All episodes were manually assessed and annotated by
expert clinicians. Rhythm type and QRS complexes were
annotated in the ECG signal, and the intervals with chest
compressions identified in the TI signal. Intervals with du-
ration between 3-6 s were selected in chest compression
pauses, and separated in 3 s segments. A total of 5128
segments with a mean duration of 3.47 s per segment were
extracted. The total duration of the database was 335min,
with 19085 heart beats, 3.7 per segment.

3. Methods

Figure 1 shows the overall scheme of the proposed al-
gorithm. First, the ECG signal was decomposed using a
8-level stationary wavelet transform (SWT). Then, possi-
ble peaks were searched in the 3rd detail component and
a multicomponent evaluation was applied to validate those
peaks. Finally, the peak positions were searched in the
maximums of the ECG signal.

3.1. SWT decomposition

For the SWT decomposition Daubechies-3 mother
wavelet was applied and 8-level decomposition used, fol-
lowing procedures proposed in [2, 15].

3.2. QRS reference point detection

As the energy of the QRS complex is concentrated in
3-40 Hz frequency band [16, 17] the detailed components
d3-d5 were analysed to detect the QRS reference points.
An example of a PEA segment decomposition in d3, d4
and d5 details is shown in Figure 2.

The QRS reference points were computed in the d3 de-
tail component applying the amplitude threshold given in
1. A minimum peak to peak distance of 100ms was estab-
lished between consecutive peaks.

Th3 = 0.5 ∗ max(−d3) (1)

A multicomponent evaluation was applied in d4 and d5
detail components. Peaks predected in d3 were considered
as QRS reference points only if its value in d4 and d5 detail
coefficients were above th4 and th5 thresholds:

Th4 = 0.4 ∗ max(−d4) (2)

Th5 = 0.2 ∗ max(−d5) (3)

3.3. Align QRS reference points

Finally, the QRS reference points computed in the previ-
ous steps were time aligned with the maximum of the ECG
signal in a tolerance interval of 150ms before and after the
detected peak.

3.4. Statistical evaluation

QRS instants manually annotated by clinicians were
considered as ground truth for evaluation purposes. A QRS
was considered correct if detected in a range of 100ms
around the ground truth. Algorithms were evaluated in
terms of sensitivity (Se), percentage of correctly detected
QRS complexes; positive predictive value (PPV), percent-
age of detected QRS complexes that are actually QRS; and

Stationary wavelet
decomposition

Preliminary QRS
complex detection

Multicomponent
assessment

Align QRS
reference points

QRS reference point detection

ECG

d3, d4
& d5

Preliminary QRS

QRS reference

points

Figure 1. Overall scheme of the automatic algorithm to detect QRS complexes during PEA.
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Figure 2. Examples of the ECG signal and its detail com-
ponents d3, d4 and d5.

F-score (F1), the harmonic mean of Se and PPV. The per-
formance metrics were calculated per patient, and the final
results were presented as the median (interquartile range,
IQR) for all patients.

The QRS detector proposed in the study was compared
with two QRS detection/delineation algorithms proposed
in the literature: Martinez et al. [12] and Elola et al. [18].

4. Results

The performance metrics are shown in the Table 1 in
terms of Se, PPV and F1. It can be observed that the pro-
posed algorithm outperformed the best literature algorithm
in more than 6 points of F1. Its higher Se means that it cor-
rectly detects many QRS complexes missed by the other
algorithms.

Table 1. Performance metrics for the proposed algorithm
and two other methods. The table shows the median (IQR)
values for Se, PPV and F1.

Se (%) PPV (%) F1 (%)

This study 92.4 (15.2) 88.5 (15.4) 88.8 (15.6)
Martinez et al. [12] 75.6 (16.4) 89.1 (18.9) 80.0 (16.6)
Elola et al. [18] 82.7 (28.5) 84.5 (28.7) 82.7 (28.3)

5. Discussion and conclusions

The detection and delineation of QRS complexes is
widely used in rhythm characterization during CA. How-
ever, automated methods proposed in the literature have
not been tested with organized PEA rhythms. This study
is the fist proposing an automatic algorithm for QRS com-
plex detection in patients in CA presenting PEA.

Comparing to proposals by Martinez et al. [12] and
Elola et al. [18], our algorithm outperforms in 10 points of
Se with similar PPV values. Two are the main reasons for
this improvement. Firstly, the proposed technique is better
adapted to the chaotic and variable characteristics of QRS
complex during CA. Secondly, CPR therapy implies that
the ECG analysis intervals are limited to pauses between
compressions, with a duration of 3-10 s. Unlike other pub-
lished methods, the proposed algorithm was optimized for
short-duration segments.

This work is subject to a number of limitations. On the
one hand, the database has a limited number of patients,
and only in-hospital CA were included in this study. On
the other hand, the algorithm assumes that all segments
are organized rhythms with PEA, and it would required an
adaptation for other organized rhythms or non-organized
rhythms.

This study is the first step for the development of au-
tomatic algorithms that characterize the QRS complex of
PEA patients during a CA. This characterization could as-
sist and guide clinicians in determining the most appropri-
ate resuscitation treatment.
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A Deep Learning Model for QRS Delineation in Organized Rhythms
during In-Hospital Cardiac Arrest

Jon Urteaga, Andoni Elola, Daniel Herráez, Anders Norvik, Eirik Unneland, Abhishek Bhardwaj, David
Buckler, Benjamin S. Abella, Eirik Skogvoll, Elisabete Aramendi, Member, IEEE

Abstract— Cardiac arrest (CA) is the sudden cessation of
heart function, typically resulting in loss of consciousness and
cessation of pulse and breathing. The electrocardiogram (ECG)
stands as an essential tool extensively utilized by clinicians,
during CA treatment. Within the ECG, the QRS complex reflects
the depolarization of the ventricles, yielding valuable perspec-
tives on cardiac health and potential irregularities. The delin-
eation of QRS complexes is crucial for obtaining that informa-
tion, but classical algorithms have not been tested with CA
rhythms. This research aims to introduce a new deep learning-
based model for accurately delineating QRS complexes in pa-
tients experiencing organized rhythms during in-hospital CA. Two
databases have been employed, one comprising 332 episodes of
in-hospital CA (151815 QRS complexes) and another consisting
of 105 hemodynamically stable patients (112497 QRS complexes).
The method comprises three stages: signal preprocessing for
noise removal, windowing and sample classification with a U-Net
model, and finally, the segmented windows are merged to complete
the process. The proposed method exhibited median (interquar-
tile range) F1 score/Sensitivity/Specificity/intersection over union
values of 97.03(8.28)/97.69(11.38)/96.47(9.92)/79.09(15.78), and a
8.56(11.62)ms error for QRSon, and 25.11(25.86)ms for QRSoff

instant delineation.

Index Terms— Cardiac Arrest, Deep Learning, Delin-
eation, QRS complex, U-Net

I. INTRODUCTION

The electrocardiogram (ECG) is an indispensable tool extensively
employed by clinicians to diagnose heart diseases by non-invasively
recording the heart’s electrical activity. Within the ECG, the QRS
complex, consisting of Q, R, and S fiducial points, reflects ventricular
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depolarization, offering insights into cardiac health and abnormalities
[1]–[3].

ECG monitoring is also indispensable during cardiac arrest (CA),
which stands as a leading cause of death in industrialized nations.
With an average incidence of 55 cases per 100,000 persons-year and
a survival rate below 8.4% [4], [5]. Timely recognition and swift
intervention are paramount to improve survival rates, with treatment
hinging on the patient’s heart rhythm [6].

Pulseless electrical activity (PEA) is defined as the electromechan-
ical dissociation between the electrical and mechanical activity of
the heart, where the heart shows a organized electrical activity, but
lacks a palpable pulse [7]. It is a specific rhythm of CA with a high
prevalence as initial rhythm, occurring in 20-30% and 40-60% of
out-of-hospital and in-hospital CAs (IHCA), respectively [8]–[10].
The management of PEA during cardiac arrest, including cardiopul-
monary resuscitation (CPR) and pharmacological interventions, is
contingent upon the specific etiology and characteristics of the PEA.
Recent research indicates that PEAs characterized by narrow QRS
duration and steep slopes exhibit a more favorable prognosis, while
those with wider QRS complexes the prognosis is less favorable.
Therefore the latter may require pharmacological intervention or other
specific intervention [11]–[13]. Emergency medical services aim to
restore spontaneous circulation (ROSC), resulting in a pulsed rhythm
(PR).

Both, the PEA and PR, correspond to regular rhythms exhibiting
QRS complexes. The delineation of these complexes is crucial for
rhythm characterization and essential for computing vital information
like heart rate, complex durations, and amplitude features [1], [10].
QRS complex delineation involves precisely identifying the start and
end points (QRSon and QRSoff ) in the waveform, as indicated in
Fig. 1, facilitating accurate assessment of the heart’s electrical activity
and its clinical interpretation [14], [15]. Apart from monitoring
patient’s vital signs, QRS delineation is a basic preprocessing step
for many classification tasks during CA, such as re-arrest prediction,
rhythm classification or outcome prediction [16]–[18].

Manually delineating ECG recordings is characterized by a labor-
intensive and repetitive task. Consequently, many algorithms have
been proposed for ECG signal delineation. These approaches en-
compass advanced signal processing methodologies [15], [19]–[23]
and machine learning techniques or deep learning algorithms [1],
[3], [14], [24]–[26]. State of the art (SoA) algorithms have not been
assessed within the clinical setting of patients in CA, where irregular,
aberrant and uneven QRS complexes are expected [27]. As a result,
their applicability in these critical scenarios remain unexplored. As
observed in Figure 1, the waveforms of PR and PEA during IHCA
differs from the waveform of a stable patient’s PR. Hence, the need
for a dedicated algorithm for delineation becomes necessary.

The aim of this study is to assess the performance of existing
algorithms and propose a new deep learning-based approach for QRS
delineation, for both stable and IHCA patients.

II. MATERIALS
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Fig. 1: Examples of 6 s segments of regular rhythms. Two PEA and one PR from IHCA are shown in the upper row. Below, two PR segments
from hemodynamically stable patients are presented. QRS complexes are indicated by green shading.

A. IHCA database
The IHCA database utilized in this study is a subset extracted

from a larger IHCA database. It comprises a total of 332 episodes
that were recorded by emergency services and encompasses ECG
and transthoracic impedance (TI). A set of, 124 were from St.
Olav University Hospital in Norway, 163 from the Hospital of the
University of Pennsylvania in the USA, and 45 from the Penn
Presbyterian Medical Center, also in the USA. The 124 episodes from
Norway were recorded between 2018 and 2021 using LIFEPAK-20
defibrillators manufactured by Stryker (Redmond, USA). Conversely,
the 208 episodes from the US hospitals were captured between
2008 and 2010 using HeartStart MRx defibrillators manufactured
by Philips Medical Systems, situated in Andover, Massachusetts,
USA. Medical professionals conducted the annotation of rhythms
and QRS complexes, which served as the gold standard in this study.
Intervals with chest compressions have also been annotated utilizing
the transthoracic impedance signal.

ECG segments of organized rhythms (PR/PEA) with a minimum
duration of 6 s extracted during pauses in chest compressions, as
observed in the transthoracic impedance. In total, 2485 segments
were acquired (with mean (standard deviation, SD) duration of 43.6
(188.6) s), amounting to 30 h of data and 151815 QRS complexes.
Among these, 978 segments were associated with PR rhythms,
totaling 25 h, while the remaining 1507 segments, accounting for 5 h,
were associated with PEA rhythms. Three examples of the segments
extracted from the IHCA database can be observed in the top row of
Figure 1.

B. Public dataset
The dataset of stable patients was extracted from the QT public

dataset from Physionet [28], widely used to develop QRS delineation

algorithms. The database comprises recordings of 105 patients, re-
sulting in a total duration of 1575min and 112497 QRS complexes
annotated by medical professionals. In Figure 1 two examples of 6 s
segments extracted from this database are shown in the lower row.

III. METHODS

The method proposed to delineate the QRS complexes is divided
into three stages: First, the signal is preprocessed to remove the noise.
Next, it is windowed into 6 s overlapping segments to feed the U-
Net model dedicated to delineate the QRS complexes, and finally the
segmented windows are merged.

A. Preprocessing
The raw ECG signal frequently exhibited movements noise, base-

line drift and other high-frequency interferences. The signal (with
a sampling frequency of 250 Hz) was decomposed using an 8-
level stationary wavelet transform (SWT) with Daubechies-4 mother
wavelet. Then the signal was reconstructed using only d3 (15.62-
31.25 Hz), d4 (7.81-15.62 Hz), d5 (3.90-7.81 Hz), d6 (1.95-3.90
Hz) and d7 (0.98-1.95 Hz) detail coefficients to eliminate undesired
components. Details were chosen according to the frequency bands
associated to the QRS complexes [2], [10], [29]. The ECG signal
was divided into 6 s windows with a 50% overlap to feed the U-
Net model. The U-Net model utilized in this study requires the input
length to be a multiple of 16. Padding was applied to reach processing
segments of 1536 samples.

B. U-Net model
U-NET architecture is a robust deep learning framework widely

used in image processing, including medical image segmentation
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[30], [31]. It is characterized by the U-shaped encoder-decoder
structure, which is able to extract high-level spatial information. The
encoder extracts the information from the input data through multiple
convolutional layers while employing downsampling blocks to reduce
data complexity. The decoder rebuilds the output by employing a
combination of convolutional blocks, upsampling techniques, and
concatenation operations, restoring the information back to a more
detailed and complete state [29], [32], [33].

The architecture employed in this study is a modified version of
the U-Net tailored for one-dimensional data (shown in Figure 2).

The encoding path comprises four downsampling blocks, consist-
ing of: Firstly, convolution layers with a filter order of 18 and ReLU
activation, batch normalization, and a dropout layer set at a rate of
0.25 to avoid overfitting. Secondly, an additional convolution layer
with same filter order, activation and normalization. Finally, a max
pooling layer with a pool size of 3 and a stride of 2 is applied,
enabling the network to focus on essential features while reducing
computational load. This pattern repeats across subsequent blocks,
doubling the number of feature maps at each iteration. Following the
fourth downsampling block and preceding the first upsampling block,
two additional convolutional layers have been incorporated similar to
the convolutional layers found within the downsampling block.

The decoding path comprises four blocks, each including: An up-
sampling layer that duplicates values and concatenation to skip con-
nections (merging the decoder’s output with the same-level encoder’s
feature maps). Convolution layers with a 18 order filter and ReLU
activation, followed by a batch normalization layer and a dropout
layer with a rate of 0.25. Then, the process is repeated without
dropout before passing the feature maps to the next upsampling block.
Finally, a convolution of order 18 is applied with sigmoid activation
function in order to obtain a single feature map, which is the binary
mask. Each element of the obtained binary mask denotes inclusion in
the QRS complex (value of 1) or exclusion from the complex (value
of 0) as shown in Figure 2.

C. Window merging

Each window processed by the U-net scheme is merged to recon-
struct the segment delineated with 1/0 values. Since the overlapping
during windowing was 50%, the central 3 s (50% of the window) of
consecutive windows were concatenated. This helps avoiding edge
effects in cases where the QRS complex is near the beginning or end,
providing the model with sufficient information to handle accurately.

D. Training of the Deep Neural Network

The optimizer chosen for this work was the Adaptive Moment Esti-
mation (Adam) method, which is widely used in deep learning due to
it capability to dynamically adjusts learning rates for each parameter,
resulting in faster convergence and improved model training [34].

The loss function used in the training process of the model was
defined as 1-Dice, which is aimed to be reduced during the training.
The Dice coefficient measures the similarity between two sets of
elements as follows [35], [36]:

Dice(A,B) =
2 · |A ∩B|
|A|+ |B|

Where A and B represent the sets being compared, |A| and |B|
represent the sizes, and |A ∩ B| stands for the number of elements
shared between both sets [35]. For this study, A corresponds to the
output of the method, and B to the gold standard.

The output of Dice coefficient is a value between 0 and 1, where
0 means no commonality and 1 means complete similarity.

IV. EVALUATION

A 10-fold patient wise cross-validation approach was employed
to evaluate the model. The dataset was divided into 10 equal parts,
enabling the model to be trained and tested 10 times. Each iteration
used a different test set, ensuring an impartial evaluation of the
model’s performance.

A. Metrics
The evaluation of the models was conducted to 1) detect the

QRS complexes and 2) delineate the QRS complex detecting the
QRSon/QRSoff . A tolerance of 100ms was considered in the QRS
detection instant [37], [38], and performance was measured in terms
of sensitivity (Se), positive predictive value (PPV), and F1-score,
which represents the harmonic mean of Se and PPV. Additionally,
time errors in the QRSon/QRSoff instant detection were quantified.
Lastly, an Intersection over Union (IOU) was calculated, which
combines the results in detection and delineation. In cases where the
QRS complex was not detected, the IOU value was zero, otherwise,
it was calculated using the following formula:

IOU(A,B) =
|A ∩B|
|A ∪B|

Where A and B represent the sets being compared (A corresponds
to the QRS gold standard annotations and B to the delineation
performed by the method being evaluated), |A ∩ B| denotes the
overlap area between A and B, and |A ∪ B| denotes the total area
covered by either A and B, without double-counting.

In each segment, Se, PPV and F1 metrics were calculated for QRS
detection. Errors in QRSon/QRSoff and IOU were computed as the
mean value for all complexes in that segment. The final results are
presented in terms of patient wise mean (SD).

Additionally, the error of two physiological parameters were com-
puted: Heart Rate (HR), calculated as the inverse of the mean time
difference between consecutive QRSon instants, and the duration of
the QRS complex (QRSwidth), computed as the difference between
QRSon and QRSoff of each complex.

B. SoA Methods
The proposed method was compared to four SoA algorithms.

Two of them, Martinez et al. [15] and Pilia et al. [20], employed
advanced signal processing techniques such as Stationary Wavelet
Transform and adaptive thresholds. The other two, Peimankar et
al. [25] and Camps et al. [14], applied deep learning methods
for QRS delineation. The former used convolutional layers and a
long short-term memory (LSTM) model, while the latter combined
convolutional layers with fully connected neural networks. The source
code for the first two methods was available online (PhysioNet1 and
GitHub2 File Exchange, respectively), and we implemented the other
two architectures in accordance with the specifications outlined in
their respective papers, adhering to the preprocessing methodologies
proposed in this study.

C. Noise analysis
In order to assess the robustness of the proposed algorithm in

different contexts where the ECG can be distorted by real-world
conditions, a noise analysis was performed. Different types of noise
at several signal-to-noise ratio (SNR) levels were added to the ECG,
and the QRS detection algorithm performance assessed. The most

1https://physionet.org/content/ecgkit/1.0/common/
wavedet/

2https://github.com/KIT-IBT/ECGdeli/tree/master
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Fig. 2: Overall architecture of the deep learning model for every 6 s window delineation

common noises were artificially generated and added: colored noise,
muscular noise, electrode motion noise and baseline wandering.

Colored noise was generated a spectral density function defined
by the formula S(f) ∝ 1

fα , where α value sets the variation of
the spectral density with frequency: 0 for white and 1 for pink [39].
Noise associated to muscle interference, baseline shifts and electrode
movement were extracted from the MIT/BIH open database available
in PhysioNet3.

Aligned with similar analyses in QRS detection robustness [1],
[40], [41], SNR values of -6 dB, 0 dB, 6 dB, and 12 dB were tested.
The models trained with the clean IHCA dataset, were tested with
the segments corrupted with noise.

V. RESULTS

The overall results of the proposed algorithm for the detection and
delineation of QRS complexes in the IHCA database can be observed
in Table I. The results are reported in the form of the overall True
Positive (TP), False Positive (FP), and False Negative (FN) values
across the entire dataset. Patient wise mean (SD) values of Se, PPV,
F1, IOU and QRSon/QRSoff errors are given. It can be observed
that the proposed algorithm outperforms other SoA proposals, with
F1 and IOU 1.0-7.5 and 0.9-28.8 points higher and QRSon/QRSoff

errors 0.3−14.3/0.3−13.9ms lower. For some segments, the Se was
0, resulting in an indeterminate PPV. Those segments were excluded
when computing the mean of F1 (and PPV), which explains why
some methods (Martinez et al. and Camps et al.) showed low Se but
high F1.

3https://physionet.org/content/nstdb/1.0.0/

Performance of the algorithm for the QT database is shown in Table
II. It can be observed that Martinez et al. surpasses our proposal
by 2.2 points for F1 and IOU, with similar QRSon/QRSoff

errors. This could be attributed to the fact that SoA algorithms were
trained using the QT database. Regarding the deep learning-based
algorithms, both Peimankar et al. and Camps et al. demonstrate
poorer performance in both detection and delineation, probably due
to overfitting with the IHCA database, resulting in a compromised
performance on the QT database.

Errors in computing the HR and the QRS duration are shown
for the IHCA and the QT datasets in Figure 3 and Figure 4,
respectively. It can be observed that our proposal based on the U-Net
provides smaller errors than other SoA solutions in IHCA, statistically
significant (p ⩽ 0.005 Wilconxon test) for all solutions except
for Peimankar with QRS width. Comparison with the QT dataset
showed lower errors for Martinez et al. and Pilia et al., although not
statistically significant in either HR or QRS duration.

Performance of the algorithm for different regular rhythms
is shown in Figure 5. In overall, slightly higher performance
was observed with PR segments. The mean (SD) values of
F1/Se/PPV/IOU/QRSon/QRSoff for PEA are 95.84 (7.62)/96.36
(13.51)/94.65 (11.82)/77.07 (15.88)/9.94 (12.59)/26.05 (22.34), while
for PR segments, they are 98.47 (4.42)/97.84 (11.86)/98.17
(5.19)/79.72 (13.69)/8.03 (6.60)/23.02 (21.45). Similar results were
obtained when comparing performance of the SoA algorithms with
PEA and PR rhythms as shown in tables III and IV of the Appendix
I. Slightly higher performance with PR rhythms could have been
expected as these algorithms were designed with stable patients with
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Model TP FP FN F1(%) Se(%) PPV(%) IOU(%) QRSon/QRSoff (ms)

U-Net 165302 2305 1250 97.03 (8.28) 97.69 (11.38) 96.47 (9.92) 79.09 (15.78) 8.56 (11.62)/25.11 (25.86)
Martinez et al. [15] 106754 556 59798 93.80 (14.31) 63.96 (45.46) 96.98(10.85) 50.25 (38.11) 8.89 (15.38)/32.73 (34.94)

Pilia et al. [20] 162835 2678 3717 93.30 (13.49) 93.28 (17.84) 93.45(16.06) 61.88 (18.71) 22.92 (19.34)/38.98 (35.08)
Peimankar et al. [25] 163906 2883 2646 96.03 (9.38) 96.93 (12.10) 95.56 (11.20) 78.15 (16.58) 9.34 (14.39)/25.43 (26.14)

Camps et al. [14] 156945 10330 9607 89.55 (17.96) 84.47 (31.40) 92.47(14.32) 59.31 (28.48) 16.78 (22.31)/35.77 (35.71)

TABLE I: Performance of the QRS delineation methods for the IHCA database in terms of mean (SD) values of F1, Se, PPV, IOU and
QRSon/QRSoff errors.
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Fig. 3: Boxplots representing the errors of different methods for
calculating HR (on the left) and QRS width (on the right) for the
IHCA database in terms of median (IQR).
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Fig. 5: Performance of the proposed method with PEA (orange) and
PR (blue) rhythm segments in terms of F1, Se, PPV, IOU, QRSon,
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cardiac rhythms closer to PR in ECG waveform and regularity.

An additional independent analysis was conducted, wherein the
model proposed in this study was trained using the QT database.
The results presented in Appendix II reveal that when training the
model with the QT database, the performance of the proposed model
is similar to that of Martinez et al., which is the most effective within
this particular database.

The performance analysis of the proposed method with different
noises can be observed in Figure 6. With a different color line for
each type of noise, the QRS detection error in terms of F1 is shown
on the left, while the delineation error in terms of QRSon and
QRSoff are displayed on the center and right panels, respectively.
As expected, all performance metrics deteriorate as SNR decreases.
Baseline wondering is the most easily manageable noise, whereas
electrode movement, white and pink noises are the most challenging,
aligned with previous studies [39], [42]. Similar results were obtained
in the noise analysis for the SoA methods as provided in Appendix
III. They confirm the higher robustness of our proposal across all
SNR values and types of noise.

VI. DISCUSSION

The proposed method for QRS complex detection and delineation
based on the U-Net architecture has surpassed SoA methods. For
the IHCA database, it has demonstrated a mean (SD) QRS detection
performance of 97.03 (8.28) %, 97.69 (11.38) % 96.47 (9.92) % in
terms of F1, Se and PPV, respectively; a delineation error of 8.56
(11.62)ms for QRSon and 25.11 (25.86)ms for QRSoff ; and a
IOU of 79.09 (15.78) %.
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Model TP FP FN F1(%) Se(%) PPV(%) IOU(%) QRSon/QRSoff (ms)

U-Net 107094 883 3783 97.37 (12.74) 96.39(16.92) 99.23(2.91) 77.11 (16.93) 16.78 (11.80)/11.25 (10.46)
Martinez et al. [15] 110323 172 554 99.63 (1.05) 99.48 (1.39) 99.79 (0.86) 79.29 (7.03) 16.53 (8.74)/11.26 (9.33)

Pilia et al. [20] 110509 850 368 99.40 (3.38) 99.63 (1.28) 99.32 (4.86) 72.11 (8.76) 16.89 (9.28)/23.33 (17.09)
Peimankar et al. [25] 90568 1198 20309 92.64 (22.49) 79.68 (38.28) 98.05 (11.43) 62.95 (32.21) 19.12 (13.23)/14.56 (14.56)

Camps et al. [14] 97912 8608 12965 86.96 (25.57) 85.92 (29.78) 95.08 (11.11) 61.31 (25.58) 25.34 (18.72)/18.43 (19.66)

TABLE II: Performance of the QRS delineation methods for the QT database in terms of mean (SD) values of F1, Se, PPV, IOU and
QRSon/QRSoff errors.
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Fig. 6: Performance analysis of the algorithm for different types of noise: white, pink, baseline wandering, electrode motion and muscular.
The F1 score, QRSon and QRSoff errors are shown int the left, central and right panel, respectively.

The SoA algorithms compared in this study were designed using
hemodynamically stable patients, which leads to algorithms that
exhibit excellent performance with stable patients but considerably
poorer performance when tested on CA patients, specially with PEA
rhythms. In contrast, the proposed method demonstrates competency
for both patient categories and efficacy with both PR and PEA
rhythms, surpassing the SoA methods.

Regarding the deep learning-based methods, the number of train-
able parameters was 540931 for the proposed U-Net, 1395038 for
Peimankar et al., and 41672 for Camps et al. Consequently, the
Peimankar et al. approach requires more time for both the training
and testing phases in comparison to the other two methods. This
is also attributed to the computational weight associated with the
use of LSTM layers, which are inherently more demanding than the
convolutional and fully connected layers featured in the alternative
methods. It can also be observed in Table II that the Peimankar et
al. method performs less effectively when tested on stable patients
after being trained with IHCA patients. This may be attributed to
overfitting, which seems to be affect less the proposed algorithm
which keeps accurate when tested on a different datasets.

The potential applications of a QRS delineation during CA could
be manifold in the optimization of the resuscitation therapy. Close
relationship between the duration of the QRS complex and the HR
with key aspects of CA arrest have been reported, mainly with the
cardiac rhythm interpretation, outcome prediction, rearrest prediction,

patient response to treatment, etc. [16], [18], [43]–[45]. Application
of this algorithm for real-time delineation could be integrated in
current monitors in order to monitor therapy and predict evolution
through QRS complex features that are currently done using manual
annotations [17], [46]–[48]. Additionally, retrospective analysis of
massive CA episodes could benefit for the automated delineation
of QRS and contribute to research studies of resuscitation therapy
efficiency.

VII. LIMITATIONS

Algorithms proposed in this study were designed using 332 IHCA
patients from three hospitals and 105 stable patients from various
healthcare facilities. Diversity in hospitals and patient types con-
tributes to a more comprehensive evaluation, preventing overfitting
to a specific patient type or monitoring equipment. However, further
assessment is needed for patients experiencing out-of-hospital CA,
as such cases may vary slightly from those recorded within hospital
settings, potentially affecting the performance of the methods.

VIII. CONCLUSION

A method employing SWT denoising and U-Net architecture
has been introduced for QRS complex segmentation during CA.
Demonstrating superiority over comparable SoA methods, it has
proven to be reliable with stable patients and robust when exposed
to various types of noise.
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APPENDIX I
DELINEATION PERFORMANCE FOR PEA AND PR

SEGMENTS

The delineation models were tested to analyze their performance
with different types of organized rhythms present during CA, i.e.
PEA and PR. The results of this analysis are presented in Tables III
and IV for PEA and PR segments, respectively. It can be observed
that the results for PR segments are slightly better than those for PEA
segments.

APPENDIX II
TRAIN WITH QT DATABASE

An extensive analysis was undertaken where the models were
trained utilizing the hemodynamically stable patients database (QT
database). In Tables V and VI, the performance of this method is
shown when tested on the QT and IHCA databases, respectively.
The findings demonstrate that upon training the model with the QT
database, the performance of U-Net model aligns comparably with
that of Martinez et al.

APPENDIX III
NOISE ANALYSIS

Figures 7, 8, 9, and 10 display the performance of methods
proposed by Martinez et al., Pilia et al., Peimankar et al., and Camps
et al. across multiple noise types at SNR levels of -6 dB, 0 dB, 6
dB, and 12 dB. These comparisons, together with the results of the
method proposed in this study depicted in Figure 6, offer valuable
insights into the adaptability of these methods under diverse noise
conditions.
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TABLE III: Performance of the QRS delineation methods for PEA segments of the IHCA database in terms of mean (SD) values of F1, Se,
PPV, IOU and QRSon/QRSoff errors.
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Fig. 7: Performance analysis of the Martinez et al. method for different types of noise: white (in gray), pink (in pink), baseline wandering
(in blue), electrode motion (in green), and muscular (in yellow). The F1 score, QRSon and QRSoff values are shown int the left, central
and right panel, respectively.
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Fig. 8: Performance analysis of the Pilia et al. method for different types of noise: white (in gray), pink (in pink), baseline wandering (in
blue), electrode motion (in green), and muscular (in yellow). The F1 score, QRSon and QRSoff values are shown int the left, central and
right panel, respectively.
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Fig. 9: Performance analysis of the Peimankar et al. method for different types of noise: white (in gray), pink (in pink), baseline wandering
(in blue), electrode motion (in green), and muscular (in yellow). The F1 score, QRSon and QRSoff values are shown int the left, central
and right panel, respectively.

-6 0 6 12

50

55

60

65

70

75

80

85

90

95

100

F1
(%

)

-6 0
10

20

30

40

50

60

70

80

90
White noise
Pink noise
Baseline wandering noise
Electrode movement noise
Muscle noise

-6 0

20

30

40

50

60

70

80

90

100

110

Fig. 10: Performance analysis of the Camps et al. method for different types of noise: white (in gray), pink (in pink), baseline wandering
(in blue), electrode motion (in green), and muscular (in yellow). The F1 score, QRSon and QRSoff values are shown int the left, central
and right panel, respectively.
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