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Résumé : Cette these explore des matériaux
novateurs dont les propriétés sont intrinseque-
ment liées a leur structure électronique. Nous
nous concentrons sur I'étude expérimentale
de trois matériaux. Premiérement, le CuRhO
dopé au Mg, qui présente une valeur élevée
du coefficient thermoélectrique en raison de
sa structure électronique unique. Deuxieme-
ment, des films minces du métal corrélé CaVOs;,
qui subissent une transition métal-isolant (MIT)
en dessous d’'une épaisseur critique. Enfin, une
hétérostructure de dihalogénure de métal de
transition magnétique 2D, FeCly, déposée sur
une surface Au(111), avec des états électro-
niques uniques pres du niveau de Fermi.

Le CuRhO; est un matériau isolant avec une
valeur élevée du coefficient de thermopouvoir.
Le dopage en trous du matériau avec du Mg le
rend conducteur tout en conservant un ther-
mopouvoir relativement élevé. L'origine de ce
thermopouvoir élevé a été théoriquement attri-
buée a la structure de bande en « moule a pud-
ding » du matériau. Grace a '’ARPES, nous avons
vérifié expérimentalement que les bandes ob-
servées dans le CURhO2 dopé a 10% de Mg cor-
respondent aux bandes calculées par DFT et
sont de type « moule a pudding ». Nous avons
ensuite calculé le coefficient de Seebeck a par-
tir des bandes DFT du matériau dopé (S ~ 260
wV/K), qui s'avere en accord avec les valeurs
expérimentales.

Les films minces de CaVO3 ont été obser-
vés comme subissant une MIT en fonction de
I'épaisseur du film. Des films minces de CaVOs3
avec des épaisseurs de 9o u.c., 45 u.c., 30 U.C.,
20 U.C. et 15 u.c. sur un substrat de SrTiOs
ont été mesurés par ARPES, et les change-
ments dans la structure électronique ont été
suivis. Les changements observés dans la sur-
face de Fermi indiquent une augmentation de
la contrainte de traction sur le film a mesure

que I'épaisseur diminue. Une réduction de la
largeur de bande de conduction et une aug-
mentation des états V3T dans les films plus
minces ont été observées, indiquant la localisa-
tion des électrons pres du niveau de Fermi. Une
MIT a été observée lors de la transition d'un film
meétallique de 20 u.c. a un film isolant de 15 u.c.,
avec la disparition de la bande de conduction
et 'apparition d'une bande plate isolante a ~
-0,9 eV. Nous concluons que la contrainte épi-
taxiale accrue, et non la dimensionnalité, est a
l'origine de la MIT, en accord avec les études
précédentes.

Le dihalogénure de métal de transition
magnétique 2D FeCly sur Au(111) est observé
comme hébergeant des états nouveaux au ni-
veau de Fermi. Une monocouche (ML) de FeCl,
déposée sur une surface Au(111) a été caracté-
risée par STM. La ML de FeCly présente une
modulation pseudo-périodique sur sa surface,
avec une périodicité moyenne de ~ 2,3 nm,
ce qui donne lieu a des points lumineux et
sombres dans la densité locale d'états (LDOS)
observés a un biais d'échantillon de 1,5 eV. La
LDOS a été mesurée a ces sites par spectrosco-
pie tunnel a balayage (STS) et s'est révélée diffée-
rente aux emplacements lumineux et sombres.
Le STS aux points lumineux a révélé la présence
de plusieurs états pres du niveau de Fermi. Des
mesures d'interférence quasi-particulaire (QPI)
ont révélé la présence de deux bandes disper-
santes avec une masse effective m* similaire a
celle des états de surface (SS) d’Au(111). Les deux
bandes sont observées comme étant séparées
par Ak ~ 0,36nm ™! et AE ~ 0,3eV. L'origine
de ces bandes est hypothétiquement attribuée
soit a un dédoublement Zeeman des bandes
Rashba de I'Au(111) en raison de la proximité
magnétique avec FeCly, soit a des états quan-
tifiés dans le puits a l'interface FeCly-Au(111).
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Abstract : This thesis explores novel mate-
rials whose properties are inherently tied to
their electronic structure. We focus on the ex-
perimental study of three materials. First, Mg-
doped CuRhOs, which displays a high value
of the thermoelectric coefficient owing to its
unique electronic structure. Second, thin films
of the correlated metal CaVOj3, which undergo
a metal-to-insulator transition (MIT) below a cri-
tical film thickness. Lastly, a heterostructure of
2D magnetic transition metal dihalide FeCls on
top of an Au(111) surface, with unique electronic
states near the Fermi level.

CuRhOs is an insulating material with a high
value of the thermopower coefficient. Hole do-
ping the material with Mg makes it conduc-
tive while still retaining a relatively high ther-
mopower. The origin of the high thermopo-
wer has been theoretically proposed as origi-
nating from the "pudding-mold" band structure
of the material. Through ARPES, we experimen-
tally verify that the observed bands in the 10%
Mg-doped CuRhOy match the DFT-calculated
bands and are of the "pudding-mold" type. We
then calculate the Seebeck coefficient from the
DFT bands of the doped material (S ~ 260
1V/K), which is found to be in agreement with
the experimental values.

Thin films of CaVO3; are observed to un-
dergo an MIT as a function of film thickness.
Thin films of CaVO3; with thicknesses of 9o
u.c., 45 u.c., 30 u.c., 20 u.c., and 15 u.c. on an
SrTiO3 substrate were measured by ARPES, and
changes in the electronic structure were tra-
cked. The observed changes in the Fermi sur-
face point towards increased tensile strain on

the film as the thickness is decreased. A de-
crease in conduction band bandwidth and an
increase in V3* states in thinner films were ob-
served, indicating the localization of electrons
near the Fermi level. An MIT was observed
when transitioning from a metallic 20 u.c. film
to an insulating 15 u.c. film, with the disappea-
rance of the conduction band and the appea-
rance of an insulating flat band at ~ -0.9 eV.
We conclude that the increased epitaxial strain,
rather than dimensionality, is the driver of the
MIT, in agreement with previous studies.

A 2D magnetic transition metal halide FeCl,
on Au(111) is observed to host novel states at the
Fermi level. A monolayer (ML) of FeCly; deposi-
ted on an Au(111) surface was characterized by
STM. The FeCly ML hosts pseudo-periodic mo-
dulation on its surface, with an average perio-
dicity of ~ 2.3 nm, which gives rise to bright and
dark spots in the local density of states (LDOS)
observed at 1.5 eV sample bias. The LDOS was
measured at these sites through scanning tun-
neling spectroscopy (STS) and was found to
differ at the bright and dark locations. STS at
bright spots revealed the presence of multiple
states near the Fermi level. Quasi-particle in-
terference (QPI) measurements revealed the
presence of two dispersing bands with effec-
tive mass m* similar to Au(111) surface states
(SS). The two bands are observed to be split by
Ak ~ 0.36nm =t and AE ~ 0.3¢V. The origin of
these bands is hypothesized to be either Zee-
man splitting of Rashba bands of Au(111) due to
magnetic proximity with FeCly or from quanti-
zed well states at the FeCly-Au(111) interface.
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1 - Introduction

Understanding the relationship between the atomic structure, functional
properties, and electronic structure of materials is a fundamental challenge
in condensed matter physics. Many of the most intriguing phenomena in ma-
terials science, such as superconductivity, magnetism, and thermoelectric ef-
fects, arise from subtle interactions between these three domains. Despite
significant progress, the intricate ways in which atomic arrangements and
electronic correlations give rise to unique functional behaviors remain open
questions.

This thesis is driven by the need to deepen our understanding of how the
atomic and electronic structures of materials govern their physical properties.
Mg-doped metallic thermoelectric CuURhO,, thin films of the correlated metal
CaVOgs, and the magnetic 2D van der Waals insulator FeCly on Au(111) have
been selected as case studies for their rich electronic behavior and poten-
tial applications in thermoelectrics, quantum devices, and spintronics. Each
of these materials exhibits complex interactions between their atomic confi-
gurations and electronic structures, providing ideal platforms to explore how
subtle modifications—such as doping, dimensionality reduction, or external
stimuli—can drastically alter their functional properties.

We start with an introduction to the basic concepts of bands in a solid in
Chapter 2, an integral part of understanding the electronic structure of our
materials. We also provide an overview of the foundations of density func-
tional theory (DFT), a tool that we use throughout this work to calculate the
electronic structure of our materials and compare with experimental data.

In Chapter 3, we provide an overview of the basics of angle-resolved pho-
toemission spectroscopy (ARPES) and scanning tunneling microscopy/ spec-
troscopy (STM/STS), our main experimental tools to probe the electronic struc-
ture of materials. ARPES allows us to map the energy and momentum of elec-
tronsin a solid, providing direct insight into the band structure and the effects
of electron correlations, while STM/STS provides atomically resolved images
and spectroscopic data to probe the local density of states at the surface.
These experimental techniques are crucial for studying the materials presen-
ted in this thesis, enabling us to bridge the gap between theoretical predic-
tions and experimental observations.

In Chapter 4, we dive into the thermoelectric properties of Mg-doped CuRhOs.
This material has garnered attention due to its high Seebeck coefficient and
potential for thermoelectric applications. Using ARPES, we experimentally ve-
rify the existence of a "pudding-mold" band, a unique feature in the band
structure that leads to enhanced thermopower. We compare these experi-
mental results with DFT calculations to understand the underlying mecha-



nisms driving the high thermoelectric performance of this material.

Chapter 5 explores the metal-insulator transition (MIT) in thin films of
CaVOs, a strongly correlated metal. By systematically reducing the thickness
of the CaVOg films, we observe a transition from a metallic to an insulating
state, driven not by quantum confinement, but by epitaxial strain from the
substrate. Through ARPES measurements, we track changes in the Fermi sur-
face, band structure, and electron correlation effects as the film thickness va-
ries.

Finally, in Chapter 6, we investigate the electronic and magnetic properties
of FeCly, a 2D van der Waals magnetic insulator, when deposited on an Au(111)
surface. This heterostructure presents a novel platform for studying spintro-
nics and quantum materials due to the interplay between the magnetic order
in FeCly and the metallic states of Au(111). Using STM/STS, we reveal the emer-
gence of dispersing states near the Fermi level on the supposedly insulating
FeCl, monolayer, which we study in detail using quasi-particle interference

(QPI).



2 - Theoretical background

This chapter gives an introductory exposition on the theoretical concepts
repeatedly used throughout this work.

2.1. Bands in a solid

Isolated atoms and molecules, by definition, have a set of localized elec-
tronic states. The electrons in these sets are immobile (having no place to
move to), and in momentum space, i.e., the Fourier transform (FT) of position
space, the energy bands appear flat (FT of a delta function is a constant).

Now, as we move towards a larger collection of atoms and molecules, the
electrons obtain the freedom to move around more freely and become delo-
calized, giving rise to more non-trivial profiles in momentum space, forming
bands that are conventionally represented by the occupied energy states E(k)
as a function of electron momentum k.

The tight-binding model in one dimension provides us with a good frame-
work for understanding the simplest bands. Consider the linear configuration
of N atoms with one electron per site. The atoms are spaced apart by the lat-
tice constant a. The energy of occupation of a site by an electron is given by ¢q
and the energy t for an electron to hop from one site to the nearest neighbor
atom. Then the Hamiltonian associated with this system in second quantiza-
tion formalism can be written as

H==eoiles = Yt (elewn + 1) (2.1
i i

where ¢ and ¢ are electron creation and annihilation operators at site i.
These operators can be written in momentum space as

1 iker; A AT 1 —iker; AT
Ci = —F— e e, ¢ =-— e ic (2.2)

wherek = Z’TT” and L = Nais the length of the system. Replacing 2.2 in 2.1 we
get

H

1 A A
S (v N )
k (2.3)

== (co + 2t cos(ka))éféx
k

where we used ), éjcZ = N as the total number of electrons and r; = na
where n is an integer.
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Figure 2.1 - a) Schematic of band formation going from an isolated atom to
a solid. Left : electronic energy levels for an isolated atom, while right shows
formations of bands with broad energy states as atoms come close together.
Adapted from [7]. b) Band structure of a 1-D atomic chain in the tight-binding
model. ¢) Band structure of a 1-D atomic chain modified by a staggered po-
tential.

Therefore, the energy-momentum dispersion relation, or the band dia-
gram for this 1-D chain as shown in fig. 2.1 b, is given by

E(k) = —€p — 2t cos(ka). (2.4)

Now, in the real world, a crystal can have a complicated structure with
multiple orbitals and electrons per site hopping to different sites with differing
energy weights, resulting in a very different-looking band, but the essential

4



information obtained is the same, i.e., how electrons are moving around in a
crystal.

Electrons in solids can no longer be described by the free electron disper-
sion E(k) = k%/2m.. However, when electron-electron interactions are not
strong, electrons can still be described as particle-like excitations, but now
with an effective mass (m*) which is modified based on the interactions of the
electron within the solid, such as with electronic nuclei, lattice vibrations (pho-
nons), and other electrons. As a simplification, we use the idea of a quasipar-
ticle, which behaves like a "renormalized" or "dressed" electron that accounts
for these interactions.

One important point is that the highest energy occupied by an electron
in this system is €p, and this is known as the Fermi energy. As this energy lies
in the middle of the energy band, there are continuous empty states slightly
above this energy that the electron can occupy and hop around different sites
if excited by the thermal energy kT, where kp is the Boltzmann constant, and
T is the temperature. Therefore, it's an example of a metallic system. If there
were no empty states present above the Fermi energy, i.e., an energy gap, this
hopping would be prohibited, and the system would be insulating.

One way we can see how a system may become insulating is by introdu-
cing a site-dependent staggered potential V; ;11 = A(—1) in our original Ha-
miltonian, eq. 2.1. This potential introduces a differential tunneling between
sites i and i + 1 depending on the site index i (see fig. 2.1 ¢). Note that due to
this differential tunneling, translational symmetry by a is broken and a new
unit cell with 2q spacing is established, as now only sites i and ¢ + 2 are equi-
valent.

The new Hamiltonian can be written as

H=— Z eoézéi — Zt (CTC'H—I + cl+1c,) A Z (c Ci+1 + cIHcZ)

i A 2,0+1
(2.5)
Setting ¢p = 0, and referring to creation operators at odd and even sites
as AT and BT, respectively, we can rewrite 7 as

H=—t(1-2))" (alB+Bla) - t(1+4) > (4L1Bi+ BlAi1) @6)

Using eq. 2.2 to transform to the k-space basis and using the new unit cell
spacing 2a and total unit cells N/2, H can be written as

. t ot 0 —t/ _ {eiQka Ak
H= zk: (Ak:Bk) ( L4 _ fo—i2ka 0 By (2.7)

wheret' =t(1 — A)and t = t(1 + A).



This is then diagonalized to get the two-band dispersion relation

Ei, = £/ (2t cosk)? + A2 (2.8)

The value of A dictates the value of the gap thus formed between the two
bands (fig. 2.1 ¢). Thus, we see how a modulation of the tunneling strength ¢ by
a periodic potential V' can result in the formation of a band gap and transition
to an insulating state. These periodic modulations can be implicit in the struc-
ture of the lattice or can be caused by external parameters, such as those
observed in the emergence of charge density waves (CDW) [43] and Pierls
transitions [72].

2.2 . Electron Correlations through the Hubbard Model

Our simplified tight-binding Hamiltonian doesn’tinclude any electron-electron
interactions, which we will now consider by the inclusion of the simplest in-
teraction term, U, which is the energy cost on an atom if occupied by two
electrons instead of one. We will now also consider the spin state, o, of an
electron, and an atomic site can only be occupied by electrons of opposite
spin (Pauli's exclusion principle [120]).

The Hubbard Hamiltonian can thus be written as

H= =t 3 (elytvo +elytio) =€ (ir+ i) + U Y iy, (29)

(3,i")o i i

where o =1, ] are the spin states of the electron, n;, = é}aéw is the elec-
tron number operator at site ¢ with spin o, and (i, i’) represents nearest neigh-
bor sites between which hopping is allowed. U is the energy cost of an atomic
site being occupied by two electrons.

As simple as this equation looks, it still cannot be solved exactly. However,
considering the limit of ¢ = 0 and setting e = 0, the Hamiltonian becomes

7:[ = UZﬁZTﬁli (2.10)

At half-filling, i.e., a total of one electron per atomic site, the ground state is
E = 0, where each atomic site is occupied by one electron. The lowest excited
states in the system, that is, one site with two electrons, have the energy U.
Therefore, our system has an insulating gap of energy U, which is caused by
electron-electron interactions instead of the band structure. Such a system is
called a "Mott Insulator" [108].

We can also use mean-field theory (MFT) to study magnetism arising from
the Hubbard model. Using the mean-field approximation, n;, can be expres-
sed as its average plus the deviation from the average value,

6
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Figure 2.2 - a) Cartoon representation of a half-filled Hubbard model. Left de-
picts the case of weak Hubbard interaction term U compared to hopping t,
and right depicts the case of strong correlations. Electrons are indicated by
the red balls. b) Schematic phase diagram of a cuprate superconductor as a
function of hole doping p and temperature T'. From [124].

nit = (nir) + (niy — (nir))

(2.11)
nip = (niy) + (niy — (nqy)) -

Using this, we can write



nipniy = [(nir) + (nip — (nig)] [(nay) + (nay — (nqy))]
~ (nig) (nig) + (niy) (nir — (i) + (nig) (nay, — (nay)) (2.12)
= nip (nyy) +niy (nig) — (nat) (nay) -

The Hubbard interaction term within the MFT can be written as

U Z (Nip (Pay) + ngy (Rap) — () (Ray)) - (2.13)

1

Consider an antiferromagnetic pattern with mean fermionic occupation :

<nia>

(Rit) = p+ (=1)'m
(i) = p—(=1)'m
where p is a constant between 0 and 1 and m is the order parameter that

defines the strength of the antiferromagnetic field. The interaction term now
becomes

(2.14)

UZ ((P — (=1'm)asy + (p — (=1)'m)sy — (ip) <ﬁi¢>> - (215)

which can be reduced back to our case of the staggered potential (eq. 2.5),
thus opening a band gap. The staggered potential in our case is referred to as
the "spin density wave" (SDW), and this kind of antiferromagnetic insulator is
called a "Slater Insulator". Note that MFT is only valid for small values of U. If
the correlations are strong, MFT cannot be used as the average occupancy of
a spin state cannot be meaningfully defined.

Strong correlations are usually encountered in systems with poorly scree-
ned d and f orbitals, which have narrow bandwidths (small hopping t). Depen-
ding on external parameters like temperature, doping, strain, or electric field,
the relative strength of correlations U with respect to the bandwidth ( t) can
be modified and can give rise to phase transitions such as a metal-to-insulator
transition (MIT). Fig. 2.2 b shows the rich phase diagram of a typical high-T. su-
perconductor, a hallmark example of a correlated material.

2.3 . Rashba Spin-Orbit Coupling in Solids

The Rashba spin-orbit coupling (SOC) is a fundamental phenomenon ob-
served in materials where inversion symmetry is broken, such as at surfaces,
interfaces, or in certain bulk crystals lacking a center of symmetry. This in-
teraction leads to a momentum-dependent splitting of spin bands, causing
the electron’s spin orientation to depend on its momentum—a feature known

8
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Figure 2.3 - Schematic of band dispersion : a) for a free electron and with Ra-

shba SOC; b) in-plane spin-momentum texture in a Rashba-split band. Arrows
indicate electron spin direction.

as spin-momentum locking. Phenomenologically, the Rashba effect arises be-
cause the absence of inversion symmetry in a crystal creates an internal elec-
tric field, which, through relativistic effects, couples the electron’s spin to its
motion.

An electron with velocity v in an electric field E feels an effective magnetic
field Begf in its rest frame, given by [42]

v X E

Betr = —5 (2.16)
C

In crystals, this electric field E can arise from the breaking of inversion
symmetry in the material, for example, by an applied electric field or at the
surface. On the surface of a crystal, the potential felt by an electron out of
the plane is asymmetric due to the presence of a vacuum discontinuity. This
asymmetric potential gives rise to an electric field E, which is equal to the
negative gradient of the potential : E = —VV. In a crystal lattice, electrons
move through the electric fields generated by ions. Heavier ions mean higher
nuclear charge Z and stronger electric fields generated.

The electron spin magnetic moment u, interacts with Beg, which gives
rise to an additional term in the electronic Hamiltonian H given by

Hsoc = —pg - Begr (2.17)

This can also be expressed as

Hsoc = g;;:f (S-(vxE)) (2.18)

where we have expanded p, = —%£58, with g, as the electron g-factor,
1p the Bohr magneton, and S the electron spin.

By using the fact that v = p/m and p = hk, where p is the electron mo-
mentum and k is the electron’s wavevector, we can finally write

9
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Hgoc = aR(S X k) -E (2.19)

where ag = (%) E is the Rashba coupling constant, and E is the direc-
tion of the electric field E.

The inclusion of Hgoc in a free electron-like Hamiltonian results in a mo-
dification of the dispersion relation as given by [18]

h?k?
Ei(k) = o + ag k| (2.20)

where + denotes the spin orientation. The linear term ag |k| causes a split-
ting of the energy bands and shifts the energy minima away from k& = 0, re-
sulting in momentum-shifted dispersions.

The bottoms of the bands for the two branches lie at momentum kg

maR
72
and the total momentum shift between the dispersions of the two spin
orientations is Aksoc = 209
The spin expectation value of the eigenstates of this Hamiltonian is given
by

ko =F (2.21)

zxk
k

which means that the spins are oriented perpendicular to both the electric
field direction z and the momentum k, giving rise to a helical spin texture.

(o)r ==+ (2.22)

2.4 . Density Functional Theory

Density Functional Theory (DFT) is a powerful method for performing ab
initio calculations to understand the electronic structure in many-body sys-
tems. The theoretical basis of DFT rests on two important theorems, known as
the Hohenberg-Kohn (H-K) theorems, established by Walter Kohn and Pierre
Hohenberg [48]. These two key theorems are summarized as follows :

+ Theorem 1: For a system of interacting particles in an external potential
V(r) : the potential is uniquely determined, up to a constant, by the
ground-state particle density n(r).

* Theorem 2 : There exists a universal functional for the total energy,
E[n], which is expressed in terms of the electron density n(r) : This func-
tional applies to any external potential V' (r). For a given V(r), the true
ground-state energy is the global minimum of this functional, and the
corresponding density is the exact ground-state electron density.

10



Self-consistent Kohn—-Sham equations

Initial guess

nt(@),nt(r)
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Calculate effective potential

ngf (r) = Vexe(r) + VHartree [n] + V)& [ilT, Il‘J’]

Solve KS equation
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Calculate electron density
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Energy, forces, stresses, eigenvalues, ...

Figure 2.4 - From [85]. Schematic illustration of the self-consistent procedure
for solving the Kohn-Sham equations.

Using these theorems, we can define an energy functional in terms of the
electron density :

"



Enk =Tn] + Einln / &*rVea (r)n(r) + Bir (2.23)

Here, T'[n| refers to the kinetic energy, E;,:[n] represents electron-electron
interaction, the term [ d3rVeu(r)n(r) describes the interaction between the
electrons and the external potential (typically from nuclei), and E; accounts
for the interaction between nuclei.

Although this reformulation seems to simplify the problem by replacing
equations for individual electrons with a functional of the particle density, it
remains analytically unsolvable due to complex many-body interactions. To
manage this, Walter Kohn and Lu Jeu Sham proposed an alternative frame-
work, reducing the problem to non-interacting electrons in an effective poten-
tial [61]. In the Kohn-Sham (K-S) approach, the energy functional is expressed
as:

Exs = Tu[n] + / PrVes(1)n(F) + Erarirecln] + Ert + Exoln]  (2.24)

In this formulation, T denotes the kinetic energy of non-interacting electrons,
written as :

_ ! ZZ W7 IV27) = ZZ [ vl eas)

o =1 o =1

where 7 (r) is the electronic wavefunction of a spin ¢ electron indexed
by iand N7 is the total number of electrons in spin state 0. The term Egxartree
refers to the classical Coulomb interaction between the electron densities :

Enartree = /d3 d3 /M (2.26)

=7

while E'xc encapsulates exchange and correlation effects, which are typically
approximated for practical calculations.

Minimizing the Kohn-Sham energy functional with respect to the wave-
functions leads to Schrodinger-like equations :

(His —€7)¢7(r) =0 (2.27)

where 7 are the Kohn-Sham eigenvalues, and the Kohn-Sham Hamiltonian
Hf 4 is given by :

1
H%g = —§v2 + Vg (2.28)
with the effective potential Vg defined as :

OEHartree aE‘XC’
on(r,o)  On(r,o)

VI?S = Veat (T) + = Veut (T) + VHartree (T) + VXC (T) (2.29)
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These equations are typically solved self-consistently, as depicted in fig.
2.4.

The accuracy of the resulting solutions is dependent on the quality of the
exchange-correlation approximation Exc. A common approximation is the
Local Density Approximation (LDA), where the exchange-correlation functio-
nal depends solely on the local electron density :

E)L(gA = /5XC(n)n(r),d3r (2.30)

In this work, we frequently use the Perdew-Burke-Ernzerhof (PBE) func-
tional [98], which belongs to the class of Generalized Gradient Approximation
(GGA) functionals. Unlike LDA, GGA takes into account both the electron den-
sity and its gradient, which helps to capture the inhomogeneity of the electron
density :

GGA 3
EXe" = /5xc(n, Vn)n(r),d’r (2.31)
2.4.1. DFT+U
T T T T T T T T T T T T T T T T T T T T T T T T T T T
LDA Total LDA Total
Mn1 d Feld
- — =Mn2d - - -Fe2d
0 h--op |g| | A op
5 \‘Il;“ 5 ;‘ /‘I' é
> Py > Iy
o £ X P X © . o A N
£ | LDA+U S| LDA+U
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Figure 2.5 - Density of states (DOS) calculated by LDA and LDA+U for (a) MnO
and (b) FeO. Notice the opening of the band gap in LDA+U. Adapted from [129].

Density functional theory (DFT) has proven to be highly successful in sys-
tems where electronicinteractions are relatively weak, and where quasiparticle-
like excitations can describe the system’s behavior. However, it struggles to ac-
curately describe systems dominated by strong electronic correlations, such
as Mott insulators [16][92]. In these systems, strong Coulomb interactions lo-
calize electrons on specific orbitals, resulting in insulating behavior. Standard
DFT functionals like LDA (local density approximation) and GGA (generalized
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gradient approximation) often over-delocalize valence electrons, leading to
an erroneous prediction of metallic ground states and a failure to capture the
physics of strong correlation and electron localization.

Referring back to the Hubbard model in equation 2.9, when ¢t < U, where
t is the hopping parameter and U is the on-site Coulomb repulsion, an insula-
ting state can emerge. This occurs even with a half-filled band, where electron
counting would otherwise predict a conductor. This behavior is not captured
by standard DFT, which typically works well when U « t, where the system
exhibits quasiparticle-like excitations.

Although more sophisticated many-body techniques, such as DMFT (dy-
namical mean field theory) [35] and cluster approximations [47], can handle
such strongly correlated behavior, these methods are computationally inten-
sive. In contrast, DFT remains computationally efficient, leading to the deve-
lopment of methods like LDA+U [23] (or more generally, DFT+U), which in-
troduces strong corrections to describe correlated states (like d or f orbitals)
while the rest of the electrons are treated in the original DFT framework.

In the DFT+U approach, the total energy functional is modified as :

Eiparu[p(r)] = Ewpalp(r)] + Enup[nl9,] — Fgc[n'] (2.32)

Here, Eyp represents the electron-electron interaction as described by
the Hubbard model, while E4 is the double-counting correction, which re-
moves interaction energy already included in the E\pa term to avoid double-
counting errors. The occupation number of localized orbitals is represented
by nlo ., where m,m’ index the localized states at site I. This can be repre-

sented as the projection of the occupied Kohn-Sham wavefunctions %7, with
momentum k£ and band index v on the localized basis set, gbﬁf, as

P = D 1 W 100) (007 107,) (2.33)
kv
where f7 is the Fermi-Dirac occupation of Kohn-Sham states.

As described in [27], the total Hubbard correction, Ey = Exyp — Egc, Can
be simplified to

UI
Ey[nto ] = Z TTr[nI 7(1 —nh9)) (2.34)
I,o

where only one effective parameter U is used for the correlations. n!-7 is the
matrix for the occupation of electrons in localized orbitals.

Even this simplified approach with effective correlation term U has been
successfully used to describe many materials. Specifically, these calculations
have been able to describe the formation of band gaps in correlated materials

14



which are otherwise ungapped in DFT calculations (fig. 2.5) [127]. In coordina-
tion with experiments, DFT+U calculations have enabled us to have a much
better understanding of the electronic structure of correlated materials.
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3 - Experimental Techniques

This work primarily utilizes the experimental techniques of angle resolved
photoemission spectroscopy (ARPES) and Scanning Tunneling Microscopy/ Spec-
troscopy (STM/STS) to investigate the electronic properties of the materials
under investigation. The following is a short primer on the details of these
techniques.

3.1. Angle resolved photoemission spectroscopy

3.1.1. Photoelectric effect

Angle resolved photoemission spectroscopy (ARPES) is a powerful tool
which directly probes the electronic band structure and interactions in a ma-
terial. It is based on the phenomenon of the photoelectric effect, which was
first observed and documented in the 1g9th century by Heinrich Hertz, Alek-
sandr Stoletov, and Philipp Lenard. A concrete mathematical description was
provided later by Albert Einstein, who was awarded the Nobel Prize in Physics
in 1921 for "his discovery of the law of the photoelectric effect" [28].

Now, the photoelectric effect is essentially the observation that some ma-
terials eject electrons when illuminated by photons, mostly in the ultraviolet
(UV) energy range. These ejected electrons must follow the conservation of
energy principle, and from that, we derive the relation :

FEyin = hv — W — |Eg| (3.1

where Fy, is the kinetic energy of the ejected electron, hv is the energy of
the incoming photon, W is the work function of the material, i.e., the minimum
energy required to free an electron at the surface of the material from the
electrostatic attractive force and place it at a point outside in the vacuum,
and Ep is the binding energy of the electron inside the solid.

Therefore, by illuminating a material with light above the threshold of its
work function and measuring the kinetic energy of the outgoing electrons, we
get information about the energetic character of the bound electrons inside
the material. This phenomenon is widely utilized in the technique called X-ray
photoelectron spectroscopy, to study the chemical composition and electro-
nic structure of materials [29].

If we are dealing with crystalline materials with the conservation of trans-
lational symmetry, the outgoing electrons are also subject to another conser-
vation law : the conservation of momentum. Therefore, they must also follow
the following relation :

p” = ﬁkH =\ 2mEkm - sin 9 (32)
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where p is the momentum of the ejected electron parallel to the plane
of the material, which is equal to k|, the momentum of the electron parallel
to the surface inside the material. 9 is the angle between the normal to the
material surface and the angle of the incoming photon.

This second conservation law allows us to directly probe the momentum
dispersion of crystalline materials, offering much richer insight into their pro-
perties compared to just the energy landscape of the bound electrons. This
insight has been precisely exploited by the development of ARPES since the
1960s, after the breakthrough in the development of microchannel plates [126],
which allowed precise position tracking of ejected electrons in space.

Three-step model

E 4 excitation travel transmission
b) into a bulk tothe through the
final state surface surface

e €
e [rnne— G- A~
hv

" ® © 40

Sample

Figure 3.1 - a) Cartoon representation of Einstein’s photoelectric effect. b)
Schematic of the three-step model of photoemission, adapted from [49].

3.1.2. The 3-step model of photoemission

To quantify the process of photoemission, a commonly used framework
called the 3-step model is applied.
This 3-step model of photoemission entails :

1. Excitation of electrons in the material bulk by incoming photons.
2. Travel of the excited electrons to the material surface.
3. Escape of the electrons into the vacuum.

Excitation of electron in the material bulk by incoming photon

The incoming photon excites the electron in the bulk from its initial state
in an N-electron wavefunction ¢V to the final state w}v, and the probability of
this excitation is given by Fermi's golden rule :

2
wpo = S [F Hnol) "8 (By - B — hw) 3:3)

where wy; is the transition probability between the initial and final state
wavefunctions, Hj is the interaction Hamiltonian governing the light-matter
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Figure 3.2 - Representation of the excitation of an electron in a material with
binding energy Ep to some kinetic energy E};, by a photon with energy hv.
From [49].

interaction, and Ey, I; are the energies of the electron in the final and initial
states, respectively.

The interaction Hamiltonian in the electron system with perturbations due
to the electromagnetic field, in the gauge where the electromagnetic scalar
field ¥ = 0, can be approximated as :

_©
2mc
where we have dropped the quadratic terms in A, which are negligible in

the linear optical regime. Here, A is the electromagnetic vector potential, and
p is the electron momentum.

Hint = (A-p+p-A) (3.4)
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Now, [p,A] = —ihV - A, and in the UV regime, A can be approxima-
tely considered constant over atomic distances, as the wavelength of UV light
(100-4000 A ) is much larger than interatomic distances (few A ). This results
in V- A =0, and the interaction Hamiltonian can now be written as :

Hine = ———A - p (3.5)
and,
wpa= 2 [ |- A pl o) 6By — B~ o) (3:6)

The N-electron wavefunctlon 1 can be decomposed into a Slater deter-
minant of a one-electron state and an N-1-electron state, i.e., ¥V = Aqbk\IfN—l,
where A is the antisymmetrization operator and ¢* is the one-electron wave-
function of an electron with momentum k.

We can use this to write

\I,N‘_LA. ’\IIN _ ’f’_iA. ‘ ky (g N-1)gN-1
< f me p z> <¢f me b ¢z>< m | i >
= M N

(3.7)

where m is the index given to the N-1 final state wavefunction and
My = (8} |~z A - p| 0.

The total photoemission intensity (sum over all possible initial and final
states), as a function of electron momentum k and kinetic energy Fin, I (k, Exin) =

> piWsi s givenas:

Z\cm| § (Epin + EN"1 — EN — hv) (3.8)

I(k,Ein) = > ‘Mfz
5

where |c,,[* = (BN ~1 | Y1) |2 The term [MF |2 is known as the ARPES
matrix element and modifies the photoemission intensity depending on the
symmetry of the incoming light with respect to the sample geometry and the
initial state of the electronic wavefunction.

The rest of the photoemission intensity involving the sum over excited
states m constitutes the one-electron removal spectral function A.

A=Y "|eml? 8 (Bpin + EN ' = EN — ho) (3.9)

ARPES matrix elements

By using the commutation relation hip/m = —i[x, H]|, the matrix element

2

term |M},|* is proportional to ‘<d>‘]§|5 : x|¢>§‘> ,
ting in the direction of A and x is the position operator.

where ¢ is the unit vector poin-
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Figure 3.3 - a) Geometry of the ARPES setup. 6 and ¢ angles define the angle
of emitted photoelectrons. Ay and A are the parallel and perpendicular com-
ponents of A, respectively, with respect to the mirror plane. b) Top-down view
of the sample with the symmetry of the d,, orbital with respect to the mirror
plane (M.P.). c) Momentum space schematic of the Fermi surface of SrVOs.
The blue circle corresponds to the contribution of the d,,, orbital and would
change intensity depending on the light polarization direction in b.

Consider the scenario demonstrated in fig. 3.3 b. We have the d,, or-
bital, which is antisymmetric in the mirror plane, and the detector is loca-
ted in the mirror plane. To have a non-vanishing photoemission intensity,

‘<¢1ﬂ5 : x[¢§‘>’2 # 0. Now, ¢ must be even, as an odd wavefunction is zero
everywhere in the mirror plane, and therefore it is zero at the detector. This
then implies that e-x|¢X) must be an even function for a non-zero integral. The
direction of light polarization given by the vector € determines the parity of the
e - x term, which can be even with light polarized parallel to the mirror plane
(p-polarized) or odd if it is perpendicular to the mirror plane (s-polarized). In
the case of our d,, orbital, the initial state wavefunction ¢¥ is odd in the mir-
ror plane, so the light has to be s-polarized to get some photoemission signal
at the detector. This can be summarized by :

k
<¢>lf\A : p\¢§(> {¢i even (| +[+) = Aeven (3.10)

¢¥odd (+|—|-) = A odd

This works very well when the sample and the detector geometry are well
defined, as in the case of detectors with horizontal slits or slit direction along
the mirror plane, where the incoming electrons are mostly collected from the
emissions along the mirror plane; however, with detectors with vertical slits,
where the incoming electrons may not lie in the mirror plane, the situation is
complicated. More sophisticated methods are required to quantitatively ob-
tain the matrix elements. [91] is a comprehensive review for understanding
and simulating ARPES matrix elements for different types of light polarization
and the initial state wavefunctions.
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One electron removal spectral function
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Figure 3.4 - a) Schematic of a single-band non-interacting system. b) Schema-
tic of an interacting Fermi liquid system. Bottom right : Photoelectron spec-
trum of gaseous hydrogen (black) and ARPES spectrum of solid hydrogen
(red). Adapted from [25].

Ineq. 3.9, the term |¢,, |2 = [(TN 1 | ¥N~1)|2is non-zero only when m = i,
i.e. if the final state wavefunctions XN ~1 are still the eigenstates of the initial
N-1-electron Hamiltonian. This will produce Dirac delta peaks at the energies
of the N-1 initial state wavefunction. However, in real systems with electron-
electron interactions, the final state can no longer be described by a single
wavefunction and is a superposition of initial state wavefunctions. Introdu-
cing such electronic correlations will change the magnitude and width of the
original Dirac delta peaks.

These modifications to the spectral function in the presence of electronic
correlations can be derived from the modified Green's function, which repre-
sents the propagation of an electron in a system, and is given by :

1
w—eb — B(k,w)

Gk,w) = (3.1)

where wis the energy of the particle, 2 is the bare band dispersion energy
at momentum k, and X(k,w) is a complex quantity called the electron self-
energy, which encodes the electronic correlations. The self-energy can be ex-
panded into its real and imaginary parts, X(k,w) = ¥'(k,w) + iX"(k,w). The
real part ¥'(k,w) contains information about the energy shift or the energy
renormalization of the electron, while the imaginary part X" (k, w) gives infor-
mation about the lifetime of the electron.

The one-particle spectral function is given by —(1/7) Im G (k, w) [111], and
we can arrive at the expression :
1 ¥k, w)

A = T Y e + 2 (w)

(3.12)
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The self-energy can thus be obtained from high-resolution ARPES experi-
ments by fitting the imaginary and real parts of the self-energy to the broa-
dening and energy shift of bands, respectively [32].

Travel of the excited electron to the material surface
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Figure 3.5 - Compilation of inelastic mean free path of various materials. Blue
bar indicates typical operating energy in ARPES experiments. Adapted from

[113].

The excited electron from the bulk must now travel to the sample surface
before it can leave the sample. On its way, it can interact with other electrons
and scatter. For the electron to preserve its initial momentum, its mean free
path in the material must be greater than its path length from the bulk to the
surface.

In general, the mean free path ), of the excited electrons has been ob-
served to fit the empirical relation [113] (fig. 3.5) :

o= 238 0.41aEY2 nm (3.13)
2
where a is the thickness of one monolayer of the material, in nanometers
(nm), and F is the electron kinetic energy in eV.
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Escape of the electron into vacuum

Once the electron reaches the surface, it must overcome the potential well
of the surface to escape the material, defined by the work function W of the
material. Therefore, it loses energy equal to W from its total energy before it
can escape into vacuum (eq. 3.1).

The electron does not preserve its crystal momentum normal to the ma-
terial surface due to the surface-vacuum discontinuity and the breaking of
translational symmetry in the normal direction.

If we assume that the final state wavefunction still follows a parabolic dis-
persion, we can write :

2 2 2

F:(k
f() 2m 2m

+ Ey (3.14)

where Ej is the energy at the bottom of the assumed parabolic dispersion,
and Ef(k) = Eg(k) + hv, and Ef = Eyj, + W. Thus, we get :

1
hk1 = [2m (Biin cos® 0 + W — Ep)] (3.15)

[NIES

= [Zm (Ekin cos? 0 — Vo)]

The parameter Vy = Ey — W is called the "inner potential” and is a fitting
parameter calculated based on the periodicity in the out-of-plane dispersion.
Final ARPES photoemission intensity

In the final stage of detection of the photoelectron at the detector, the
intensity is given by :

I(k,w) = Ip(k,v,A)f(w)A(k,w) ® R(Ak, Aw) (3.16)
where Iy(k, v, A) is the matrix element term, and as we are probing only

the occupied states with ARPES, we have to multiply the intensity by the Fermi
distribution f(w) = (e“/kBT +1) . A(k,w) is the one-electron removal spec-

tral function. A convolution with the resolution function of the detector R(Ak, Aw)

is applied at the end to account for instrumentation limits to photoelectron
detection.

3.1.3 . Experimental considerations
Light source

UV light sources required for the photoexcitation process can be produ-
ced by lasers (energy range of 6-11 eV), monochromatized gas discharge lamps
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(photons at discrete energies of 8.4, 9.6, 11.6, 21.2 eV, etc.), or synchrotron fa-
cilities, where undulators or wigglers are used to produce photons at variable
energies from accelerating electrons (fig. 3.6).

Synchrotron light sources are the most versatile, in the sense that they
allow the most freedom with the photon energy and polarization accessible,
while also providing a highly intense source of photons. This intensity can
come with the tradeoff of the bandwidth of the light (few meV to tens meV)
compared to lab-based setups with lasers and gas discharge lamps, which
results in a decreased energy resolution in measurements.

Sample environment

The experiments take place in an ultra-high-vacuum (UHV) environment
with pressure in the range of 1079 to 1072 mbar. As ARPES is a highly surface-
sensitive technique, a UHV environment is important to minimize contami-
nation of the sample surface from molecules like CO5, Oy, and HO in the
environment.

Preparation of a clean, atomically flat sample surface is really important
before measurement. The exact process of this preparation will depend on
the type of sample studied. Some materials can be cleaved in-situ to expose
flat crystalline surfaces. Some samples, such as Au(111) and Cu(111), etc., re-
quire the sputtering-annealing process, where the surface is bombarded by
heavy ions followed by annealing to allow for the surface to reconstruct. Mate-
rials with layers separated by van der Waals gaps, like Bi2Se3, transition metal
dichalcogenides (TMDCs), and graphene, can be prepared by exfoliating the
sample. Finally, some sensitive materials can be directly grown in the UHV
environment and transferred to the measurement chamber without being
exposed to the outside atmosphere.

The detection process

Fig. 3.6 shows the hemispherical analyzer used to detect the ejected elec-
trons. The analyzer has two concentric hemispheres of radius R; and Ry, and
a potential difference of V' is maintained between the two. Before reaching
the entrance of the analyzer, the electrons are decelerated by the electro-
static lens and focused at the entrance slit with aperture width a and ac-
ceptance angle a. Only those electrons in an energy range of pass Epass =

W‘”M can pass through the entrance, which allows us to measure the

kinetic energy of electrons with a resolution of AE, = Epass (Rio + %),where
Ry = M. By scanning the decelerating potential in the electrostatic lens,

we can record the intensity in a wide range of electron kinetic energy. In the
current state-of-the-art analyzers, based on the initial momentum of the elec-
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tron, the electron enters the analyzer at different positions of the entrance slit
and ends up at different positions in the X direction (fig. 3.6 b) at the end of its
journey. By recording the location of this electron by means of micro-channel
plates and CCD cameras, we get the momentum resolution. Also, based on
the kinetic energy of the electron in a narrow range defined by Epass, it lands
at different spots in the Y direction at the detector, thus allowing for simulta-
neous E — k dispersion measurement along a specific k direction.

The sample can then be rotated perpendicular to the slit direction, and
measured to get multiple £ — k dispersions, which can then be combined to
form a 3-D data volume with the E vs k,-k, information. There are some new
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analyzers, like the DA30-L series from Scienta Omicron, which further remove
the need to rotate the sample by using electronic deflection and effectively
deflecting the slit position perpendicular to its aperture [1]. This allows the
sample position to be fixed throughout the measurement, which is particu-
larly advantageous for small samples and samples with different crystalline
domains.

3.1.4 . Analyses of ARPES data

Usually, the extraction of high-quality ARPES data involves long acquisi-
tion times (which in recent times have been significantly reduced by new ex-
perimental breakthroughs [1], as well as the introduction of machine learning
tools [141]). Following the data acquisition, there is a much longer time spent
afterwards analyzing the acquired raw data. Some tools commonly used to
process the data include :

Analysis of energy distribution curves (EDCs) and momentum distri-
bution curves (MDCs). EDCs and MDCs are basically just slices of the energy-
momentum dispersion data along the energy and momentum axis, respecti-
vely. Peak positions from MDC cuts at different energies can be extracted by
fitting them to Lorentzian or Voigt profiles and thus can be parameterized by
fitting the extracted peaks to the function defined by a model Hamiltonian.
The extracted information can also be used to gain insight into many-body in-
teractions in the system through self-energy analyses [63]. Momentum-integrated
EDCs are often good first-order approximations of the average density of
states (DOS) of the system.

Normalization is frequently used to enhance dispersing features in ARPES
data. Specifically, normalization of individual EDCs across different momenta,
by choosing a specific energy-window like the energy window of the valence
band of the system, or noise above the Fermi-level, can help reduce the in-
fluence of any anisotropic detector sensitivity. A note of caution with normali-
zation is that it often drastically changes the angular intensity profile of bands,
depending on the specific procedure employed, and thus any analyses invol-
ving the determination of photoelectric matrix elements is not reliable.

Second derivatives of ARPES measurements along any or all the measu-
rement axes are often used to achieve an accurate determination and reso-
lution of intensity peaks in data, which can often be noisy or have multiple
features that are hard to distinguish from the raw data.

3.2. Scanning Tunneling Microscopy

Scanning tunneling microscopy (STM) is a surface-sensitive experimen-
tal technique used to probe atomically flat surfaces with a resolution that
could be smaller than individual atoms. In contrast to conventional micro-
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raw data processed to show second derivative intensity peaks along the an-
gular direction.

scopy, which relies on photons to relay information about the fine structure of
the object studied, STM, invented by Binnig and Rohrer in the early 1980s [14],
relies on the tunneling of electrons from the material to the metallic probe to
achieve this.

The STM tip, usually made up of tungsten, platinum-iridium, or a noble
metal such as gold and silver, is brought very close to the sample surface, such
that the sample and the tip wavefunction overlap. Upon the application of a

28



Vibration isolation

Feedback Display
amplifier z-value

~
722z

x I . Tunneling
I 17 - - P /] current
/\ Current Computer
amplifier
Conrse / Bias Preset value Scan
. ) ‘ of current Yy
02 N L output
positioner +0.01~%2V +0.1~£30 nA b

Figure 3.8 - Scanning tunneling microscope in a nutshell. From [22]

small bias voltage V, between the sample and the tip, which acts as the two
electrodes in the closed system, there is a flow of electrons from the sample
to the tip and vice-versa.

The tip is attached to a piezodrive, consisting of three orthogonal piezoe-
lectric transducers, which control the expansion and contraction of the piezo-
drive along the z, y, and z directions in response to an applied voltage. This
piezoelectric system allows for fine motor control on the scale of angstroms
or smaller.

If the bias is small, the tunneling current I can be approximated by

cv
x —e
z

—2Kz

1 (3.17)

where C'is a constant, z is the separation length between the tip and the
sample, and « is the inverse decay length [118].

3.2.1. Experimental considerations

As STM is extremely sensitive to the sample surface, to obtain information
about pure sample surfaces, a UHV environment with pressure in the range
of 1071° to 10~!2 mbar is essential. In addition to the same UHV environment
constraints encountered with ARPES, we now have the additional complexity
of isolating the physical tip, which scans the sample surface, from any envi-
ronmental effects. This means complete electrical and vibrational isolation for
the STM setup. Nowadays, mechanical or gas springs are typically used for vi-
bration isolation in the STM setup. The tip head itself is also isolated from the
main body of the STM.
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3.2.2. Operating modes
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Figure 3.9 - a) Constant current and b) constant height operating modes of
STM/STS. ¢) Schematic of STS measurements. The sample is polarized with
respect to the tip which is grounded. Adapted from [96]

STM is typically operated in two modes : the constant-height mode and
the constant-current mode.

As the name suggests, during constant-height mode, the z-motor is locked
at a fixed height, and the tunneling current is recorded as a function of the
x-y position. The contrast in the 2-D image obtained then is the contrast of the
tunneling current (which is a function of sample-tip distance as well as the lo-
cal density of states). As the feedback system, which controls the z-motor as a
function of the tunneling current, is not in operation, the processing overhead
is greatly reduced, allowing for much faster scans of the surface and poten-
tially enabling time-resolved measurements. One potential downside is that
this technique requires atomically flat surfaces; otherwise, the tip can easily
crash into the sample.

In the constant-current mode, the tunneling current is set constant for the
set sample bias. As the tip moves over the surface, to compensate for changes
in the tunneling current, the tip z-distance is modulated by a feedback loop.
In this way, we can track the surface topography, and it is especially useful in
samples with rough surface morphology.

3.2.3. Scanning tunneling spectroscopy (STS)

STS is used to obtain information about the local density of states (LDOS)
of the sample, as a function of the sample bias. The basic mechanism of elec-
tron tunneling for the STS measurements is illustrated as follows.

The electron tunneling current I from the sample to the tip can be given
by

eV
I= / T(E,eV,z)ps(E)p:(E,eV)dE (3.18)
0

where p,(F) represents the DOS of the sample, and p;(E, eV') represents the
DOS of the tip. T'(E, €V, 2) is the transmission coefficient, which gives the pro-
bability of electron tunneling from the sample to the tip at the sample bias V/
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and the tip distance z. Under the assumption of a one-dimensional potential
barrier between the tip and the sample, we can write T'(E, eV, z) as

. [Am oy
T(B, eV, 2) = ¢ *V 8 GrtosteV—2E) (3.19)

where ¢; and ¢ are the tip and sample work functions. Here, we have
implicitly assumed that only the electron states from the I point contribute
to tunneling. When working in the usual open feedback mode, where the tip
height is set constant, and if we assume that the tip DOS is also constant in
the energy range of our measurements, the tunneling current can be written
as

eV
I / T(E,eV)ps(E)dE (3.20)
0
and,
eV d
dI/dV x eps (eV)T(eV,eV) + e/ ps (B)———(T(E,eV))dE.  (3.21)
0 d(eV)

As T(E,eV) has an exponential dependence on the sample bias V, the
dI/dV signal diverges at higher biases and thus makes direct comparison with
LDOS difficult. However, we can normalize the measurement by dividing by
I/V, which cancels out the exponential dependence of T'(E, eV) [31]. Thus,
the normalized conductance is given by

V. ps
drjav e (V) + J7Y o050 adny (T(B, eV)dE

= . ’ (3.22)
v v Jo " ps (E) le:(eElZe‘\//)) dE

and is proportional to the LDOS ps of the sample with some background term.

3.2.4 . Quasi Particle Interference

Fourier-transform STM (FT-STM) [100], now more commonly referred to as
the quasi-particle interference (QPI) technique, is a well-established method
that has been widely applied to study surface states in various metals [121], to-
pological surface states [107], high-temperature superconductors [45], other
correlated materials, materials with charge density waves [138], and a host of
other interesting materials.

As we have seen before, we can acquire information about the LDOS through
STM/STS techniques. An interesting phenomenon observed in the STM topo-
graphy and dI/dV spatial maps is oscillations around point defects, edges, and
impurities on the surface. These oscillations, also known as Friedel oscilla-
tions, have a certain wavelength and form a standing wave pattern in the STM
image [33].

For point defects on the metallic surface, like Au(111), these oscillations
form a circular pattern. This is the result of elastic scattering of electrons of
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momentum k; to ky at the same energy €(k). The dominant contribution to
scattering on the Au(111) surface states (SS) comes from backscattering, i.e.,
ks = —k;. Therefore, the quasiparticle wavefunction ¥(k, E) will be a stan-
ding wave with a wavelength ¢ = (k; — kf)/2 = k;, and as LDOS o ¥(k, E)?,
the spatial map of LDOS (the dI/dV map) will have standing waves with wave-
length g = 2k; at bias €(k;) and ¢ = 2kp at the Fermi energy e(kp).

The scattering wave-vector ¢, and thus the quasiparticle dispersion wave-
vector k = ¢/2, can be extracted easily by a Fourier transform of the di/dV
maps. Doing this for maps at different energies, we can obtain a detailed dis-
persion, as shown in fig. 3.10 b, for the case of Au(111) Shockley states.

3.3. QPl vs ARPES as electronic structure probes

QPImeasurements are a powerful tool to probe momentum-resolved elec-
tronic structure, similar to ARPES, but have a few peculiarities of their own. As
itis based on LDOS measurements in a very small (usually nanometers-sized)
area, itis extremely local, as opposed to conventional ARPES, which gives ave-
rage electronic structure information integrated over a much larger area (up
to millimeters). In addition, QPI distinctly probes the surface state electronic
structure, whereas ARPES can sometimes make it difficult to resolve surface
and bulk contributions. One of the most powerful advantages of QPI is the
ability to measure states above the Fermi level by probing sample states in
the positive bias range, which is not possible with conventional ARPES. There-
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fore, QPlis well suited for low-dimensional systems such as 2-D Van der Waals
materials or surface states in metals and topological insulators.

While it has it's advantages, extracting the actual momentum dispersion
from QPI measurements can be challenging due to the indirect nature of the
information obtained. In QPI, the observed interference patterns correspond
to scattering vectors ¢, which represent differences between initial and final
electron momenta (¢ = k =y —k;). As a result, the Fourier-transformed data
reflect the joint density of states associated with these scattering processes
rather than providing direct access to the absolute momentum positions of
electronic states. Reconstructing the band structure (energy versus momen-
tum) from QPI data often requires complex analysis and modeling, including
assumptions about the scattering mechanisms and the underlying electro-
nic structure. Factors such as multiple scattering events, anisotropic scatte-
ring amplitudes, and the presence of impurities can further complicate the
interpretation. In contrast, ARPES directly measures the kinetic energy and
momentum of photoemitted electrons, offering a more straightforward de-
termination of the electronic dispersion.

The momentum space resolution of the QPl image is inherently limited by
the finite size of the image. For a detailed QPI measurement, the image should
have a sufficiently large number of pixels, as the discrete Fourier transform
results in a momentum space resolution of Ak o« number of pixels, which
takes alarge amount of time. At this moment, ARPES measurements are much
faster and more efficient.

Another difference between the two measurements is that the actual phy-
sical phenomenon underlying the two is different. While ARPES is generally
understood as a sudden photoexcitation of electrons from the material, QPI
involves adiabatic measurements of electrons. This can result in differences
dueto electron-phonon and electron-hole dynamics observed in the two mea-
surements.

33



34



4 - Thermoelectricity in CuRhO, doped with Mg

4.1. Introduction

Materials that can efficiently convert thermal energy into electricity and
vice versa, i.e. good thermoelectric materials, are desirable for solid-state co-
oling applications and waste heat conversion to usable energy [83]. Among
many classes of materials under consideration for thermoelectric device ap-
plications, such as bismuth chalcogenides [139] or lead telluride [71], oxides
possess the advantages of thermal stability (which makes them operable at
high temperatures), low toxicity, and high oxidation resistance [84].

The thermoelectric performance of a material is characterized by the ther-
moelectric figure of merit, ZT = S%T/n, where S is the Seebeck coefficient,
o is the electrical conductivity, T is the temperature, and « is the thermal
conductivity.

A high Seebeck coefficient, along with good electrical conductivity and low
thermal conductivity, are therefore critical for potential applications.

However, materials with large carrier concentration, and hence good elec-
trical conductivity, like most metals, usually have a low Seebeck coefficient and
large thermal conductivity [15].

Introducing carriers through doping increases both the electrical and elec-
tronic thermal conductivity, due to the Wiedemann-Franz law [54]. As a result,
this strategy to increase the figure of merit requires efforts to reduce the lat-
tice thermal conductivity.

In particular, the layered oxide CuRhOz has raised interest as a thermoe-
lectric material [69, 131, 68].

It belongs to the 166 — R3m space group with the typical delafossite struc-
ture, with RhO, layers stacked between the triangular Cu layers (see fig. 4.3),
a semiconducting band gap of 1.9 eV [44], and a high Seebeck coefficient of
~ 200 puV/K at 300 K [68]. Mg substitution of Rh leads to the introduction of
hole carriers in the material, resulting in a transition to a metallic state. The
Seebeck coefficient decreases systematically with doping in single-crystalline
samples, but the 10% Mg-substituted compound CuRhy 9Mg( 102 (CRMO) still
exhibits a relatively large Seebeck coefficient of ~ 100 V/K at 300 K [68].

DFT calculations on this material suggest that the high thermopower has a
purely band structure origin. The observed band near the Fermi level is called
the "pudding mold" band, which has the peculiar feature of having very dif-
ferent band velocities above and below the Fermi level. In addition to CURhOs,
this "pudding mold" type band has been theoretically investigated in oxides
such as Na;CoO, [70], LaRhOs3, and other materials like FeAs, and PtSes [132],
among others.
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Transition-metal oxides, some of which are both conductive and thermoe-
lectric materials, are in principle good candidates for realizing such “pudding-
mold” band structure scenario, thanks to the narrow d-orbitals constituting
their conduction band and the natural occurrence of layered structure, which
promotes in-plane electrical conductivity and minimizes the out-of-plane ther-
mal conductivity [105].

The correlated nature of the narrow bands [383] can also enhance thermo-
power. This has been observed in the commensurate charge density wave
(CDW) phase in 1T-TaS, [59]. Strong correlation-induced spin degeneracy has
also been proposed as the mechanism behind enhanced thermopower in
NaC0204 [ ]

Narrow bands with strong electron correlations typical in d orbitals of tran-
sition metals may not be captured well with DFT calculations [6]. Therefore,
accessing the experimental electronic structure of thermoelectric transition-
metal oxides is essential to disentangle the effects of strong correlations from
those of pure band-structural origin, and to verify the mechanism driving the
enhanced Seebeck coefficient.

More generally, an experimental demonstration of a“pudding-mold” band
in a good thermoelectric material, together with a proof that such band struc-
ture is at the origin of the material's large Seebeck coefficient, has been so far
missing.

In this study, we investigate the direct observation, through angle-resolved
photoemission spectroscopy (ARPES), of a “pudding mold” electronic struc-
ture in metallic 10% Mg-doped CuRhO2 (CuRhg 9gMgg.102).

4.2 . The pudding mold band

Metallic Pudding mold
1.0+ 9 - 1.0
S 00 ol | —— 0.0
3 ] keT | ] I
ot —1.0—_ VA2 =~ V82 ] VA2 << VB2 _——1.0
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Figure 4.1 - Schematic for a metallic and pudding mold-type band. v4 and vg
represent the band velocities above and below the Fermi level in the highligh-
ted red region of width 2kgT.
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According to Boltzmann theory, the Seebeck coefficient is given by the
equation [7]

S = eiTKlK(;1 (4.1)
K, = Sv0rtov) (- 20200) 09 - w2

k

where e (<0) is the electron charge, T is the temperature, v(k) = Vie(k) is the
group velocity, 7(k) is the quasiparticle lifetime, f(¢) is the Fermi-Dirac distri-
bution, and p is the chemical potential. Now, assuming 7(k) is independent
of k [110] and considering only the diagonal part of the Seebeck coefficient
tensor as S, we can approximately write Ky ~ Z;C v% + v%, where K; ~
kT Z;C v% —v? and

o ke Yyvh—vi

¢ Lk +vh

where kg is the Boltzmann constant, Z;{ is the sum over states with |e(k) —

u| < kpT, and vy, vp are the group velocities of states just above and be-

low p, respectively. Now, as discussed in [70], the presence of a flat band just

above (below) u, which changes to a highly dispersive band below (above) i

(i.e, v4 < v} or v} > v}), results in a large value of |S| ~ O(kg/le|) ~

O(100)uV K~1 along with low resistivity. This type of band structure is refer-
red to as the “pudding mold” type band (fig. 4.1).

(4.3)

4.3 . Enhanced thermoelectricity from correlations

The Hubbard model is given by the Hamiltonian :

H = Z (C;fJng + HC) + UZniTnu, (4.4)
(i,5)0 %

wheretisthe hopping integral between neighboring sites, cjo, ¢is arethe elec-
tron creation and annihilation operators at site i and spin o = (1,J), U is the
onsite Coulomb interaction, and n;, is the occupation of electrons at site s and
spin o.

In the limits of high temperatures and strong correlations, t,U < kT
andt < kT < U, eq. 4.1 reduces to

_ "
= (4.5)
The chemical potential i can also be expressed as
1 s
—=— == .6
r=—(ov),, @6)
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Figure 4.2 - Schematic representation of possible states in Co?* and Co** ions
in the material NaCo204. The number in the box represents the total possible
degenerate states corresponding to the configuration represented. From [64].

where sisthe entropy of the system, IV is the number of electrons, F is the
internal energy, and V is the volume of the system. In the limit of 7' — oo, the
entropy can be expressed as s = kg ln g, where g is the number of possible
configurations. Using Eq. 4.5, we get

p o (9lng
kel (8]\, )Ey (4.7)

and the Seebeck coefficient is

_kpdlng

S = A (4.8)

Therefore, in the high T limit, S o< d1n g, i.e., the total number of possible
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configurations of the system. This implies that orbital and spin degenerate
systems enhance the Seebeck coefficient (see fig. 4.2).
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Figure 4.3 - a) Conventional hexagonal unit cell of CuRhO,. Red, blue and
grey atoms represent O, Cu and Rh respectively. b) Primitive Brillouin zone
of CuRhOs. High symmetry points and the path connecting them are indica-
ted.

4.4 . Measurements and Observations

ARPES measurements were performed using synchrotron radiation at the
BL2-A (Mushashi) beamline in Photon Factory, KEK. The electron analyzer in
the setup was a Scienta-Omicron SES-2002 with horizontal slits. Soft x-rays (SX)
in p-polarization with energies in the range of 500-620 eV and vacuum ultra-
violet (VUV) radiation of 182 eV in p-polarization were used. The CuRhg ¢Mgg 102
samples were cleaved along [001] and measured in UHV conditions with pres-
sure maintained around 5 x 10~ mbar at a temperature of 20 K. The Fermi
level was set by fitting a Fermi function convoluted with a linear function to
the momentum integrated energy slices of the energy-momentum measure-
ments.

As shown in fig. 4.4 a, the Fermi surface of CRMO at the K-M-T" plane is
composed of six symmetrical triangular hole-like pockets centered around
the hexagonal Brillouin-zone vertices, increasing in size as one goes higherin
binding energy—figs. 4.4 b-d.
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Figure 4.4 - Constant energy maps at a) 0eV, b) —0.1eV, ¢) —0.3eV, and
d)—0.4eV relative to Fermi level. Data was taken at s-polarization and 182 eV
photon energy. The Brillouin zone is overlaid in red in a.

Figs. 4.5 a, b show the second derivatives along the energy-axis for the
ARPES dispersion along the high-symmetry paths K-M-I'-K taken at 542 eV and
K'-M'-Z-K' taken at 590 eV, respectively, overlaid with the corresponding DFT
calculations.

Fig. 4.5 c shows the out-of-plane Fermi surface map, spanning the I'1 and
Z11 high-symmetry points in the reciprocal space. The corresponding ARPES
energy-momentum dispersion along k., (momenta along the out-of-plane z
direction), shown in fig. 4.5 d, reveals a cosine-like band dispersion with an
electron-like minimum around k, = I" and a hole-like maximum at k&, = Z.

The experimental bandwidth along k. is smaller than the calculated one
by a factor ~ 0.65. This can be due to the unaccounted correlations of the Rh
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Figure 4.5 - a) In-plane band cut at 542 eV photon energy overlaid with calcu-
lated bands at k, = I' in red. b) In-plane band cut at 590 eV photon energy
overlaid with calculated bands at k, = Z in red. ¢) Out of plane Fermi surface
along k., — k, axis, spanning the I'1 (538 eV photon energy) and Z11 (590 eV
photon energy) high symmetry points. The black dotted lines are positions
of high symmetry points along k.. d) Second derivative along energy of the
energy-momentum dispersion along k. at normal emission. Solid red lines
are the calculated bands and dotted red lines is the experimental fit. In panels
c and d, the data was obtained using photons in the range of 500 — 620eV. I'11
is calculated to lie at 538 eV by fitting with the £, measurement and using an
inner potential 3.15 of 23.5 eV in the three step model approximation [49].

tog orbitals in the calculations.This discrepancy in band dispersion along k. is
also seen in the in-plane dispersion at k, = Z, where the band around Z is
shifted by about -0.2 eV compared to the calculations. Overall, the momentum
dispersion is captured well in the DFT calculations. However, there are small
shifts in energy, particularly for the Cu d orbitals around -2 eV binding energy.
At k., =T, these Cu d orbitals are shifted by +0.15 eV, and at k, = Z, the shift
is around +0.25 eV in the calculations compared to the data.
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ted to -0.06 eV from the top of the valence band) with orbital weights indicated
by the size of colored circles. Right : Orbital project density of states (DOS). In-
laid : Closer view of the DOS near the Fermi level which shows that the density
of Rh ty, orbitals and Cu d,2 orbitals is similar at the Fermi level.

As shown in Figure 4.6, the calculated band gap is ~ 0.8 eV before the rigid
shift of the Fermi level by -0.06 eV, which is smaller than the experimental
value. This is due to the well-known underestimation of the insulating band
gap by DFT [97]. The calculations reveal that the top of CRMO'’s conduction
band around K and K" momenta has the orbital character of Cu d.» hybridized
with the Rh ty, orbitals, the d,., and the d,., with most of the weight of the
d.y band lying around the I' point.

From the calculated bands, the in-plane group velocities near K, i.e., the
top of the conduction band, are v4 = 0.57 eVA and v = 1.00 eVA , while
the group velocities near K are v4 = 0.49 eVA and vg = 1.36 eVA within an
energy window of kg1 ~ 1000 K around the Fermi level.

Assuming that the Seebeck coefficient in CRMO comes essentially from
electronic states around K, and using the above values of group velocities
above and below Er around K, one obtains from eq. 4.3, an estimated value
of S ~ 66uV/K, which is of the same order as the experimental value of ~
100 V/K in CRMO measured at 300K [68].

Thus, we see the enhancement of the Seebeck coefficient inthe k, = 7
plane, due to the ‘pudding mold’ band around K, with a larger difference in
v and vg.
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Figure 4.7-The S,, and S,, components of the calculated Seebeck coefficient
Svstemperature T for the undoped sample and the 10% doped sample. Expe-
rimental data from [69] and [68] are compared to the calculations of doped
Seebeck coefficient.

Figure 4.7 shows that the calculated Seebeck coefficient agrees well with
the experimental data, with the non-doped CuRhO having a Seebeck coeffi-
cient of ~ 200uV/K at 300 K, and the 10% doped sample CuRhy gMgp.1 Oz having
a Seebeck coefficient of ~ 70uV/K at 300 K [116], but is slightly smaller than the
values measure by [68]. Furthermore, the comparisons between the in-plane
(Szz) and out-of-plane (S,.) Seebeck coefficient show that above 300 K, the in-
plane component does not increase while the out-of-plane component keeps
on increasing till 1000 K. This is ascribed to the flat dispersion in the K-K' di-
rection along the out-of-plane momentum direction. The high value of S,
~ 2561 V/K at 1000 K for the doped sample, is very close to the experimental
value of ~ 260uV/K in ref. [60] where measurement was done on a polycrys-
talline doped samples.

4.5 . Conclusion and future outlook
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In conclusion, our observation of a flat band in CRMO fits well with the
calculated band structure and it's description in terms of the “pudding mold"”
band model without any ambiguity.

Our work provides an experimental basis for the realization of materials
with large Seebeck coefficients originating from the flat ‘pudding-mold’ type
band. This process of material discovery can now be accelerated by machine
learning tools [146] and computational databases like "The Materials Project"
[52].

In this study, we have not focused on magnetism and its effect on ther-
moelectricity. However, as discussed in [79], magnon drag and increased spin
entropy might enhance the thermopower in magnetic materials, as reported
in NaCoOs [134], CuCryS4 [57], CaFesSb12 [109], and EuMNSbs [123]. An inter-
section of the flat band and magnetism might be another ripe area for explo-
ration and investigation in thermoelectric materials.

4.6 . Appendix

4.6.1. DFT calculations

DFT calculations of the undoped system were performed using the QUAN-
TUM ESPRESSO [36] code with a plane-wave basis, using a polarized gene-
ral gradient approximation (GGA) exchange-correlation functional of Perdew-
Burke-Ernzerhof (PBE) from the Standard solid-state pseudopotentials (SSSP)
efficiency library [101, 75]. The plane wave kinetic energy cutoff is set to 55 Ry
and the charge density kinetic energy cutoff is 440 Ry. The lattice parameters
used for the calculations were a = 3.068 A and ¢ = 17.09 A with respect to the
conventional hexagonal lattice. The parameter a is about 0.2% smaller than
the value cited in ref. [13] to account for the reduction in the average radius
at the Rh site due to the Mg doping, as described in ref. [68].

The parameter cis the same as the one for the undoped material. The unit
cell was then relaxed by allowing the atoms to move, but constraining the unit
cell dimensions.

TThe calculated DFT band structure was then matched with the one mea-
sured in the doped compound by applying a rigid band shift of —0.06 eV from
the top of the valence band of the calculated bands of the undoped material.

4.6.2 . Thermopower calculation with BoltzTrap

From Boltzmann theory, the electric current j, in terms of conductivity
tensors o, can be written as

Ji = 0ijEj + 0k BBy, + v VT + - - (4.9)

where E, B and VT are the electric field, the magnetic field and the thermal
gradient.
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The energy-projected conductivity can be defined as,

1 . 0(e—¢y
Oap(e) = N%{:aaﬁ(z,k)(dgk). (4.10)

We input DFT band energy values to BoltzTrap [82], which then expands
them in terms of its Fourier components using so-called star functions R(k),
which preserve the crystal symmetry,

1 A
&i(k) =) criSr(k), Srk)=-) kAR (4.1)
where Ris a direct lattice vector, {A} are the n point-group rotations. More
details regarding this Fourier expansion can be found at [82].
Subsequently, the necessary derivatives of 4.10 can be calculated using
fast Fourier transforms (FFTs) [24], which are then finally used to calculate the
Seebeck coefficient S

Si = Ei (Vi)™ = (07) 4 oy (4.12)
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5 - Metal-Insulator Transition in CaVO;

5.1. Introduction

Metal-insulator transitions (MITs) are a hallmark of strong electronic cor-
relations. In contrast to conventional metals and insulators, whose properties
are understood based on the partial or complete filling of the highest occu-
pied band and can be explained by the weakly interacting electron framework
of Fermi liquid theory, materials that have a partially occupied conduction
band but behave as insulators cannot be explained by weak electron interac-
tion theory.

Initially observed in many transition metal oxides with partially occupied
d-orbitals, such as NiO, Rudolf Peierls [72] pointed out the possible role of
strong electron-electron repulsion, which may favor electron localization.

Fast forward to the present, and strong correlations originating from the
narrow d-orbitals in transition metal compounds have been observed in a
wide array of interesting phenomena, including high-Tc superconductors [73],
non-Fermi liquid metals [122], and MITs [50].

In particular, MITs are still far from being fully understood. What makes
them especially difficult to study is that, depending on the system, the MIT can
be triggered by a variety of external parameters such as temperature, doping,
electric fields, and strain, which can induce changes in structural, magnetic, or
orbital characteristics. Consider the case of vanadium oxides VO5 and V;0s3,
which are considered prototypical systems for observing MIT in strongly cor-
related materials. There have been decades of experimental and theoretical
work on these materials, which have been the subject of numerous debates
regarding the mechanisms driving the MIT. The current consensus on the MIT
differs significantly between VO, and V,03. The MIT in VO3 is now thought
to be driven by the dimerization of V atoms along the c-axis and occurs bet-
ween a high-temperature (HT) paramagnetic metallic rutile phase and a low-
temperature (LT) insulating monoclinic phase at 340 K[90, 41, 115]. However, in
V1,03, the MIT occurs between a high-temperature paramagnetic corundum
phase and a low-temperature antiferromagnetic monoclinic phase, and the
driving force behind the MIT is still under intense study [20, 81, 125, 76].

The ability of resistive switching by several orders of magnitude, which
depends sensitively on external parameters, has shown promise for enabling
the creation of new devices. These devices, based on transistors with fast and
efficient switching driven by strong correlations, form the basis of "Mottro-
nics" [78]. These Mottronic devices can be exploited in the emerging field
of neuromorphic computing [103], where devices are modeled after neurons
that respond to external stimuli.
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Motivated by the pursuit of materials for these applications, we turn to-
ward thin films of strongly correlated materials. One such material of inter-
est is CaVOs, another vanadate in the family of correlated vanadates. CaVOs3;
is metallic in bulk and thick films but undergoes a strong MIT for film thick-
nesses below 20 unit cells (u.c.) [148, 147, 86]. This behavior is shared by other
transition metal oxides like SrVOs, LaNiO3, and SrlrOs [145, 38, 80]. However,
the MIT cannot be accounted for by dimensional crossover in thin films, as
suggested for MIT in ultrathin SrVO3 [145]. This MIT in CaVO3 appears to be
mediated in a complex way by epitaxial strain, surface crystal field splitting,
and possible structural and magnetic transitions. Our goal is to characterize
the electronic structure of this MIT through ARPES and gain insights into the
mechanisms driving this phenomenon.

5.2. Crystal structure

CaVOg3 belongs to the perovskite family of compounds with the typical che-
mical configuration A*2B¥4052. The bulk crystal structure is orthorhombic,
belonging to the Pnma space group, with octahedral tilting (rotation around
the in-plane axis, denoted as ¢) and rotation (around the out-of-plane axis,
denoted as 0) [see fig. 5.1]. These octahedral distortions cause a doubling of
the unit cell along the c-axis and an enlargement of the in-plane unit cell with
V2 x /2 lattice vectors. The unit cell parameters are a =5.32 A, b =5.34 A,
and c =7.55A. The nearest-neighbor V-V distance is ~ 3.77 Ain the orthogonal
directions.

5.3 . Electronic structure

In CaVOs3, the vanadium atoms exhibit an oxidation state of +4, with a d*
occupation of the 3d orbitals. The V-O octahedral crystal field results in the
splitting of the 3d levels of V into lower-energy ty, states, consisting of the d,,
d.., and d,, orbitals, and higher-energy e, states consisting of the d._,» and
d,2 orbitals. The d! electron occupies the ty, orbitals, resulting in a nominally
metallic system.

5.3.1. DFT calculations

Theoretical calculations of the bulk band structure of CaVO3 were per-
formed using DFT within the Quantum Espresso software [36]. We used a
plane wave basis with a generalized gradient approximation (GGA) exchange-
correlation functional of Perdew-Burke-Ernzerhof (PBE) from the Standard
Solid-State Pseudopotentials (SSSP) efficiency library [101].

In the case of a perfect perovskite crystal like SrVOs, the Fermi surface
in the k,-k, plane is composed of the three ty, bands : a circular structure
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Figure 5.1 - Crystal lattice for a perfect perovskite structure along the a) in-
plane and b) out-of-plane directions. Crystal lattice for CaVO3 along the c) in-
plane and d) out-of-plane directions. The unit cell is represented by black lines.
Green, silver, and red spheres represent Ca, V, and O, respectively. The V-O
octahedra are represented by the silver polygons. e) © and ® represent O-O-
O and V-O-V angles used to characterize tilts. Adapted from [11]. f) Schematic
showing tensile strain direction due to lattice mismatch between SrTiO3 and
CaVOs.

originating from the d,, orbital, and a pair of orthogonal lines arising from
the d,. and d,. orbitals, which disperse only along the k, and k, directions,
respectively (see fig. 5.2).

Substituting Ca for Sr in the perovskite structure leads to distortions due
to the smaller ionic radius of Ca compared to Sr. These V-O octahedral dis-
tortions are characterized by an a~a~c™ tilt system in Glazer notation [37].
To account for these distortions, a new periodicity is introduced, with the unit
cell enlarged to a v/2 x /2 x 2 supercell containing 20 atoms, compared to
just 5 atoms in the ideal perovskite structure (see fig. 5.1).

The DFT band structure for CaVOs; is qualitatively similar to that of SrVO3
(see fig. 5.2), but with additional bands due to Brillouin zone (BZ) folding. The
calculations reveal that the three ty, orbitals form the conduction band and
are nearly degenerate, with slight energy differences due to octahedral dis-
tortions. The band bottom of these parabolic conduction bands lies 0.94 eV
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below the Fermi level.
To achieve a better match with the ARPES spectral function, a band-unfolding

procedure [95] was used to unfold the bands back to the nominal perovskite

1 x 1 x 1 unit cell. Fig. 5.2 f, g shows the unfolded bands along the k100>
and k.go1> directions of the base 1 x 1 x 1 unit cell. Compared to the band
dispersion of SrVO3;, the CaVO3 bands are qualitatively very similar, and the
intensity of the additional bands from folding is relatively weak. For this rea-
son, we adopt the convention of using the orthogonal axes k<100>, k<010>,
and k<go1>, which follow the BZ of the 1 x 1 x 1 periodicity, rather than the
conventional periodicity of the CavVO3 BZ.

5.4 . ARPES measurements

ARPES measurements were performed on CaVOg3 [001] crystals grown on
a SrTiO3 [001] substrate. The SrTiO3 substrate and the CaVOs lattice have a
mismatch in lattice constants (3.9 A for SrTiO3 [4], 3.77 A for CavO; [94],
see fig. 5.1 f). Samples with thicknesses of 9o u.c., 45 u.c.,, and 15 u.c. were
measured at the BL2A beamline at Photon Factory, KEK, Japan, while the 30
u.c. and 20 u.c. thick samples were measured at the CASSIOPEE beamline at
SOLEIL, France. All measurements were conducted at a sample temperature
of approximately 15 K. The following section summarizes the experimental
observations for the measured samples.

5.4.1. 90 U.C.

The thickest 9o u.c. (= 34 nm) crystals are assumed to represent the base-
line bulk electronic structure of CaVOs. At this thickness, any interfacial strain
between the substrate and the grown CaVOsg; crystal is considered negligible.

Fig. 5.3 shows the Fermi surface along the k-go1>-k<100> plane, as well
as the band dispersion along the k-1~ direction. Photon energies (hv) ran-
ging from 45 eV to 110 eV were used to map the electronic structure along the
k<oo1> direction. An inner potential (eq. 3.15) of 7 eV was used to match the
observed energy at I' of 88 eV with the expected energy of I'ggg, based on the
crystal lattice c-axis length of 7.55 A.

The band cut along the k.go1> direction reveals a parabolic band centered
around k—go1> = 4.99 A~1, along with a weakly intense parabolic band around
k<oo1> = 4.14 A=Y, which corresponds to the location of I'ggs. The location of
['go5 corresponds to the Z pointin the 1 x 1 x 1 unit cell. As a result, the spectral
intensity around this point is suppressed due to the structural factor contri-
bution to the matrix elements (eq. 3.8), and matches well with the unfolded
band calculations (see fig. 5.2 g).

The k<100> - k<o10> Fermi surface was measured at hv = 82 eV, which
corresponds to k<go1> = I'<gog> — 0.16 A~! (see fig. 5.4). An intense ellip-
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tical Fermi contour is observed, with strong dispersion along k-19o~. This is
attributed to the V d,, orbitals, which disperse along both k190> and k<g10>
directions. The Fermi momentum, k, is estimated to be ~ 0.48 A~! along
k<100>, and the band width is =~ 0.38 eV below the Fermi level. This indicates
significant renormalization of the bands, with a mass enhancement factor
Z =~ 0.9/0.4 = 2.25. This is close to the value of ~ 2 observed in SrVO3 [144].
A cut along k<100~ passing through k-o10~ = 0 A~! reveals the presence of a
flat, broad, non-dispersing band at -0.34 eV, which is attributed to d,,, orbitals.

Itis noteworthy that there is an asymmetry in the in-plane Fermi momenta
of the d,, bands along the k190~ and k<10~ directions, measuring 0.48 A1
and 0.40 A~1, respectively. While the bulk lattice parameters are asymmetric
in the z and y directions, this asymmetry is at most ~ 1%; however, the asym-
metry in the Fermi momenta here is ~ 17%. The estimated BZ from the ob-
served Fermi surface has a length of 1.93 A=! along k100> and 1.63 A=! along
k010>, corresponding to in-plane lattice vectors of 3.85 A and 3.24 A along
the x and y directions, respectively. The origin of this large asymmetry is not
entirely clear, as the substrate should not be causing significant strain at such
film thicknesses. A possible explanation could be the formation of oxygen va-
cancies [135] during annealing, which may distort the surface of the film, or
it could be an artifact of imperfect film growth, or signatures of a structural
transition.

5.4.2 . 45 U.C.

The 45 u.c. (= 17 nm) thick film at 82 eV (see fig. 5.4 d) is qualitatively
similar to the 9o u.c. thick film. The Fermi momentum, kF, is estimated to be
~ 0.46 A—1 along k100> and 0.38 A~! along k10>, with a band width of 0.38
eV below the Fermi level, similar to the 9o u.c. thick film. The dispersion along
k<100> passing through kg0~ = 0 A~! shows that the non-dispersing d,,.
bands lie at an energy of -0.32 eV below the Fermi level.

The flat band now appears much sharper compared to the 9o u.c. sample,
indicating that the dispersion is taken at an energy close to the bulk I'. This
difference in dispersion could be an effect of excessive annealing of the 45
u.c. sample compared to the 9o u.c. sample. The 45 u.c. sample was subject
to additional annealing due to problems with sample preparation. This extra
annealing could have resulted in excessive oxygen vacancies and relaxation of
the lattice constant along the z-direction, leading to a change in bulk I" photon
energy.

5.4.3. 30 u.c.

The Fermi surface of the 30 u.c. (= 11.3 nm) thick film, taken at 82 eV, is
shown in fig. 5.5 a. The most prominent difference in the Fermi surface, com-
pared to previous samples, is the reduction in anisotropy along the k.10~
and k10> directions for the d,, band, with kr ~ 0.39 A= along k<100~ and
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kr ~ 0.38 A=! along k-g10~. This reduction in anisotropy might be attribu-
ted to the effects of strong epitaxial tensile strain from the SrTiO3 substrate,
which has an isotropic in-plane lattice structure.

If the sample is rotated by 45°, as shown in fig. 5.5 ¢, the edges of the
second BZ become visible, which are then used to determine the approximate
lattice constants. We estimate the lattice constants b ~ 1.59 A=! and a ~ 3.94
A, where b and a are the momentum space and real space lattice constants,
respectively. The estimated lattice constant value of 3.94 A matches closely
with the lattice constant value of SrTiO3, a = 3.9 A [4]. This indicates that the
30 u.c. thick sample is already experiencing close to the maximum epitaxial
strain from the SrTiO3 substrate.

The cut along k.00~ passing through kg0~ = 0 A~! (see fig. 5.6 d) re-
veals a strong broadening of band features below -0.22 eV. There is also a
lack of a clear signature of the flat d,. band. We believe that this strong broa-
dening of the spectral function is due to changes in the d,, band, caused by
variations in the c-axis length. A change in the c-axis can cause variations in
the spectral intensity of the folded bands along kgp1~. Another reason could
be that we are moving further away from the bulk I" photon energies, causing
the spectral function of the d,. band to broaden away from I'. As the in-plane
lattice constants expand due to the epitaxial strain from the substrate, there
is an accompanying reduction in the out-of-plane lattice constant. If the dis-
persion is measured at the same photon energy for the thinner samples, it
may move away from the actual dispersion at bulk T". To illustrate this point,
consider that at 82 eV, we are approximately 20% of the BZ lattice constant
away from the bulk T" along kg1~ With a c-axis length of 7.55 A. If the c-axis
length is reduced to 7.35 A, we are now 35% of the BZ lattice constant away
from I. Fig. 5.6 g,h shows the dispersion along bulk I" and 0.35 BZ unit cells
away from bulk I" for the 9o u.c. sample. There is clear broadening of spectral
features in the region of the d,. band for the dispersion away from I'.

5.4.4 . 20 U.C.

The Fermi surface of the 20 u.c. (= 7.5 nm) thick film is shown in fig. 5.5¢.
The spectral function looks qualitatively very similar to that of the 30 u.c.
sample. The Fermi momenta are kr ~ 0.39 A~! along k100> and kr ~ 0.385
A=1 along ko190, respectively. The most distinct feature of the 20 u.c. sample
compared to the 30 u.c. sample is the increased broadening of band disper-
sion along momentum, with even stronger broadening of bands below -0.24
eV compared to the 30 u.c. sample (see fig. 5.6 b, ¢, e, f).

5.4.5 . Bandwidth changes across metallic samples

To track changes in the dispersion of the d,, band across the measured
metallic samples, peak positions from the MDC cuts along k<ip0> passing
through k-p10~ = 0 were extracted by fitting the MDCs with Lorentzian peaks

52



for all the samples. Since the d,,, band disperses only in the in-plane direction,
changes in the out-of-plane lattice constant across the samples should have
minimal effects on the dispersion, and the band should be sensitive only to
changes in the in-plane lattice caused by epitaxial strain. The peak positions
were fitted to a line (see fig. 5.7), and the extracted Fermi velocities (vg) are
tabulated in table 5.1.

90 u.cC. 45 u.c. 30 u.C. 20 u.c.
[vr] (eVA) 312+0.97 2.66+0.71 1.51+023 1.47+0.22

Table 5.1 - Extracted absolute values of v from linear fits in the range
of 0.14 eV below Ex

We observe a consistent decrease in vy going from thicker to thinner
samples, which indicates a corresponding decrease in the bandwidth of the
d., band. This observation is consistent with prior experimental and theore-
tical studies [86]. Qualitatively, we observe that the d,, orbital dominates the
intensity near the Fermi level. However, the presence of the d,, band, which
also contributes to the dispersion along k100>, might confound the results,
presenting a limitation to the above analysis.

5.4.6 . 15 u.cC.

The electronic structure at 15 u.c. (= 5.6 nm) changes critically from me-
tallic to insulating. There is no longer a sharp Fermi level; instead, a flat band
appears at -0.86 eV with a bandwidth of =~ 1.3 eV. The Hubbard band, which
increases in relative intensity compared to the dispersing bands at the Fermi
level from the 9o u.c. to the 45 u.c. sample, completely disappears in the 15 u.c.
sample, being replaced by the flat band (see fig. 5.8 a). This is consistent with
the expected Mott-Hubbard transition as the strength of electron-electron
correlation increases.

5.4.7 . Core level XPS

Core-level spectra for the 9o u.c., 45 u.c., and 15 u.c. samples were mea-
sured in the binding energy (BE) range of 505 eV to 540 eV to track changes
in the O 1s and V 2p peaks as a function of sample thickness (see fig. 5.9 a, b,
¢, d). For the conducting samples (90 u.c., 45 u.c.), the Fermi level was used to
fix the BE. For the insulating 15 u.c. sample, the BE of the Ca 2s peak at 438.54
eV, measured in the 9o u.c. sample, was used as the reference. The contribu-
tions of the V3*, v4*, and V5* states to the V 2p3 » peak and the positions of
O 1s and its satellite were extracted by fitting to a Voigt function [58] and are
summarized in table 5.2.

A closer look at the V 2p3 , states reveals the emergence of localized V3t
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Sample Core line BE (eV) FWHM (eV)

V3t 2pg 514.60 1.26

V4 2ps 515.62 3.25

90 u.C. V5t 2p;3 517.61 2.39
O1s 529.33 0.75

O 1s sat. 530.25 2.03

V3t 2p;3 514.85 2.42

Vi 2pg) 516.43 177

45 u.c. Vot 2ps 517.72 2.36
O1s 529.34 0.79

O 1s sat. 530.38 2.02

V3t 2p;3 514.54 1.72

V4 2p;3 515.50 2.13

15 u.c. Vot 2pg 516.41 2.73
O1s 520.83 1.02

O1ssat.  not significant -

Table 5.2 - XPS fit parameters for V 2p and O 1s peaks for the 9o u.c, 45
u.c. and 15 u.c. samples

states at a BE of =~ 514.6-514.8 eV. These states increase in intensity, accom-
panied by a decrease in the intensity of V>* and V** peaks, from the 9o u.c.
to the 45 u.c. sample. In the 15 u.c. sample, a dominant V3 peak at 514.54
eV emerges, accompanied by a shift of the O 1s main peak from 529.35 eV to
530.83 eV BE, going from the 9o u.c. to the 15 u.c. sample.

The presence of a large O 1s satellite is attributed to the O-V hybridiza-
tion difference between V3+ and V4t oxidation states. The higher BE peak is
associated with weaker covalency between V3* and O, as the V37 states have
higher electron density on V sites and are, hence, more localized in nature.
The lower BE peak is due to V4*-0 hybridization, where V4t is the expected
oxidation state in bulk CaVOs.

5.5 . Discussion

We observe a sharp transition to an insulating state for the 15 u.c. sample,
consistent with previous observations [86]. The significant epitaxial strain cau-
sed by the lattice mismatch between the SrTiO3 substrate and CaVOs; is evident
from the substantial change in the in-plane lattice constants, from a, =~ 3.84
A and a, ~ 3.25 A in the 90 u.c. films to a,,a, ~ 3.94 A in the 30 u.c. films,
where a, and a, represent in-plane lattice constants in the x and y directions,
respectively. This is accompanied by an increase in localized V3* states in the
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insulating 15 u.c. sample.

There is a significant shift in the V oxidation state from V4* to V3t and a
strong decrease in V-0 covalency, which seems to be driven by the increased
octahedral tilt caused by the epitaxial strain and the enhanced d-d correla-
tion, as indicated by the reduction in the bandwidth of the d,, band. This
ARPES observation aligns well with previous RHEED measurements [86].

5.6 . Conclusions and future outlook

In this ARPES study, we have tracked changes in the electronic structure
near the Fermi surface across the MIT. We observe direct evidence of band-
width reduction, changes in the Fermi surface, and the formation of local V3+
moments in the thin-film samples.

Much work remains to be done to fully understand this complex MIT.
In particular, future studies focusing on changes in the electronic structure
across the thermal MIT may be crucial for tracking structural and magnetic
transitions independently of epitaxial strain. The measurements in this study
were mostly limited to one photon energy for all the samples, which might
correspond to different locations in the BZ along kg1~ due to changes in c-
axis length. Therefore, careful selection of photon energy is essential in future
studies.

The large increase in V3T suggests the formation of local moments and
possible magnetic order. Bulk CaVOj5 crystals have been found to be parama-
gnetic [30]; however, magnetism in correlated thin films under epitaxial strain
has not been thoroughly investigated. There is one study where signatures of
antiferromagnetic order have been observed in these crystals [89]. Interestin-
gly, in that study, the authors claimed they used stoichiometric CaVOs crystals,
and the sample in which they observed signatures of antiferromagnetism also
happened to be insulating.

There is also a lack of theoretical work that considers magnetic and struc-
tural transitions in combination with epitaxial strain, as most studies have
focused solely on epitaxial strain or reduced dimensionality in the study of
MIT in CaVO3 [106, 11, 10, 112], .

We believe this work will be valuable for future studies and the develop-
ment of applications involving correlated thin-film oxides.

5.7 . Appendix

5.7.1. Band unfolding

CaVOg structurally differs from a perfect cubic perovskite crystal due to oc-
tahedral distortions, which enlarge the unit cell. This enlargement of the unit
cell into a larger supercell (SC) results in the folding of bands into a smaller
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BZ (see fig. 5.2 d). In DFT calculations of the SC bands, there is additional cou-
pling Vi; ;7 between the originally uncoupled Kohn-Sham orbitals |kj) and
|k'7") of the smaller unit cell. This coupling extends the Kohn-Sham orbitals
and introduces a new crystal momentum K and band index J to represent
the periodicity of the enlarged system. However, according to [66], if Vj; i/ is
not significantly strong, the spectral function can still be expressed in terms
of the original orbitals |kj) with an added perturbation from V. The retarded
one-particle Green'’s function can be written as

-1 —1
Gljw (@) = Gopi i (@) Ok 0550 — Viej o (5.1)
where G| is the Green’s function of the smaller unit cell system before V'
is applied. Therefore, the spectral function A = —Im G/x in the smaller unit

cell basis can be written as

Agjnj (@) = _|(kj | KD)* Ak (w). (5.2)
KJ

The ARPES intensity [ is given by

I“Z\e FIPIE NP Ak ska(w) ~ Y le- (fIplkn)*[(kn | KJ)? Ak s (w)
KJkn

= Z|e- (FIPIkn)[? A jon (w),
kn

(5.3)
where e is the light polarization and |f) is the final excited state. The term
le-(f|p|kn)|? gives the polarization-dependent matrix elements, and the spec-
tral function Ay, i, implicitly contains the term (kj | KJ) (which captures
structural modulation of the spectral function and is referred to as the struc-
ture function) thatis absentin Ax . Therefore, the unfolded spectral function
Ap;j.k; is more relevant for direct comparison with ARPES.

The unfolding was implemented using the Unfold-X code [95].

5.7.2 . XPS background subtraction

Excited photoelectrons are subject to interactions within the solid as they
escape into the vacuum. These interactions may cause inelastic scattering,
which lowers their kinetic energy and gives rise to a background signal in ad-
dition to the sharp peaks associated with the photoexcitation energies of ato-
mic orbitals.

As derived by Hufner [49], the first approximation of the exact Tougaard-
type background [128] can be given by the empirical Shirley background [117] :

s =k [ B G () - S (B)) (5.4

E
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where j (E’) is the intensity at energy E’, and Sy is the intensity just before
the peak.

This approximation is only valid if the intensities before and after the peak
are not too different. A more accurate form of the background is given by the
iterative Shirley function :

400
SE) =k [ AE (G () - S () (5.5)
E
where Sy is a constant background. This empirical fit for the background is

found to match well with the exact Tougaard background [133] and has been
used in our XPS study of CaVO3 samples.
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Figure 5.2 - a) Fermi surface of SrVOs3, an example of a perfect pervoskite crys-
tal. b) Fermi surface of CaVOs. c) In-plane Fermi surface of SrVO3 at k=0 plane.
Schematic d,,, d;» and d,,, are represented by dotted lines. d) Fermi surface
of CaVOj3 along k100> - keo10> plane at k.gp1>=0. ) Fermi surface of CaVOs
along k<100> - k<go1> plane at kg10~=0. Black solid line represents the actual
BZ boundaries of CaVO3 while black dotted line represents the Fermi surface
boundaries of the unfolded 1x1x1 BZ. Band dispersion of CaVOs calculated
along f) ke100> passing through I and g) k<po1> passing through I'. Red lines
represent the DFT calculated bands and the intensity of unfolded bands to
1x1x1 periodicity is represented in black. X', Y and Z' are the corresponding
high symmetry points in the 1x1x1 BZ. h) Band dispersion along k, through I"
for SrVOs.
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Figure 5.3 - a) Out-of-plane constant energy surface of the go u.c. film along
K<0o1> - K<100> at Fermilevel and -0.35 eV from Fermi level. b) Band dispersion
along k<go1> at k100> = 0. All measurements are done with s-polarized light.
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Figure 5.4 - a) Fermi surface of the 9o u.c. sample along k100> - k<p10> plane
d) Fermi surface of the 45 u.c. sample along k100> - k<o10> plane. d) Band
dispersion along cuts A and B indicated in the Fermi surface plots. All measu-
rements are done with s-polarized light at hv = 82 eV.
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Figure 5.6 - Band dispersion along k<100~ at k<10~ = 0 for a) 30 u.c. sample
and d) 20 u.c. sample. Peak positions from lorrentzian fits of MDC are overlaid
with red points. Extracted Lorentzian peaks and broadening (full width at half
maxima (FWHM) ) represented by error bars for b) 30 u.c. sample and e) 20 u.c.
sample. Associated FHWM as a function of energy for extracted bands for c)
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taken at 82 eVt. Band dispersion along k<190~ at k<g10> for the 9o u.c. sample
at g) 88 eV (bulk I") and h) 77 eV (I" — 0.35BZ%). All measurements were done
with s-polarized light.
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6 - Quantum states of 2-D metal dihalide FeCl,
on Au(111)

6.1. Introduction

2-D materials are defined to be materials with a thickness of few nanome-
ters or less and the electrons are essentially confined to travel in the plane
of the material. The discovery of the 2-D material graphene [93], caused an
explosion in interest in the investigation of the properties of low-dimensional
materials, owing to the unique structural and electronic properties that are
very different from those of bulk 3-D materials. These materials have wide-
ranging potential applications and are promising substrates for the advan-
cement of new technologies. Graphene-based nanomaterials have also been
employed for a variety of medical applications [119]. One of the potential ap-
plications envisioned is the replacement of silicon as the de-facto basis for
our technology. New materials that overcome the performance and scalabi-
lity limits inherent to silicon are highly desirable, and 2-D materials provide a
rich mine of potential candidates for this task.

Several new 2-D materials have now been discovered and studied, and
one of the most popular of them is 2-D transition metal dichalcogenides (TMDCs),
MXso, where M is a transition metal and X is a chalcogen atom. They are espe-
cially popular due to their semiconducting nature and are a potential alter-
native to silicon for technological applications. Another advantage of these
materials is that, due to their layered nature with layers separated by a van
der Waals (vdW) gap, new heterostructures can be designed by stacking these
layers from different materials, analogous to Lego blocks [34], to obtain exotic
properties.

Another class of 2-D materials gaining popularity is 2-D transition metal
dihalides (TMDH) and trihalides [39], MXs/ MX3, where M is a transition metal
and X is a halogen. These materials exhibit long-range magnetic order (see
6.9.1) and a semiconducting band gap down to the monolayer (ML) limit and
are thus perfect candidates for spintronic applications [3]. Many of these ma-
terials are expected to be ferromagnetic from theoretical calculations, owing
to their unfilled d-shells, and have also been experimentally verified to exhibit
magnetism [137, 39, 771.

In this study, we focus particularly on FeCls grown on Au(111) and examine
the electronic structure of the resulting heterostructure. Our aim was to gain
insights into the electronic structure of insulating FeCl, ML, and the Au(111)
substrate was specifically chosen for its well-studied and widely characteri-
zed surface [9], and its ease of use with low-temperature scanning tunnel-
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ling microscopy (LT-STM) for sample characterization. However, we unexpec-
tedly find signatures of strong ML-substrate interactions on the Au(111) surface
states (SS) and try to characterize this observation with subsequent quasipar-
ticle interference (QPIl) measurements.

6.2 . Crystal structure

277A

Figure 6.1 - a) Side and b) top view of FeCly unit cell. ¢) Trigonal distortion (TD)
of the FeCly octahedra represented by elongation and contraction along the
A and B axes, respectively. d) Schematic of energy levels of the occupied Fe
3d ty, states in the presence of TD and SOC. Adapted from [17].

Bulk FeCls crystals are made up of Cl-Fe-Cl layers separated by a vdW gap
of 3A. These layers have been observed to exhibit strong ferromagnetic intra-
layer coupling and a weaker antiferromagnetic interlayer coupling with a large
magnetic moment ~ 4up perpendicular to the plane [137, 17]. The FeCly ML
still retains its ferromagnetic ground state with a Curie temperature T¢ = 21
K [2].

A single ML of FeCly consists of three atomic planes of Cl-Fe-Cl in a 1-T
configuration, with the Fe layer stacked between two Cl layers (fig. 6.1 a, b).
The Fe atoms are nominally octahedrally coordinated with some distortions
(fig. 6.1 ¢, d), to 6 neighboring Cl atoms. The octahedral geometry results in
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the splitting of Fe 3d orbitals into ty, and e, components. The octahedral geo-
metry results in the splitting of Fe 3d orbitals into to;, and e, components. Due
to the trigonal distortions (TD) to the octahedra, there is a lifting of the dege-
neracy of the ty, orbitals into a;, and ej orbitals, which are further modified
by spin-orbit coupling (SOC) (fig. 6.1 d). 3d® Fe?+ atoms are expected to have
a high-spin (HS) moment of 45 with a total electron spin S = 2 [137].

The in-plane crystal forms a trigonal lattice with a unit cell lattice parame-
ter of 3.6 A and an out-of-plane ML thickness of 2.8 A, [137]. Note that these
values have been observed for bulk crystals, and a single ML might exhibit
slight variations in lattice parameters.

6.3 . Monolayer growth

FeCly MLs were grown on Au(111) crystals using anhydrous beads from
Sigma-Aldrich with a purity of 99.99% [102] and a Knudsen cell evaporator
with a quartz crucible.

During the deposition of FeCl, at 10~? mbar, the substrate was constantly
heated to 9o°Cto ensure large-area island growth. The amount of evaporated
material was estimated before growth using a quartz crystal microbalance
(QCM), while low-temperature scanning tunnelling microscopy (LT-STM) and
low-energy electron diffraction (LEED) were used for final calibration.

The STM and scanning tunnelling spectroscopy (STS) experiments were
performed using a commercial Scienta-Omicron LT-STM at 4.3 K from Labo-
ratorio de Microscopias Avanzadas (University of Zaragoza) and 10~2 mbar
base pressure.

Fig. 6.2 b, cshow the large-scale topographical (0.5 um x 0.5 um)images of
the prepared sample, which were then used to estimate the coverage of FeCly
to be ~ 0.5 ML. The majority of the coverage is identified to be the FeCly ML
with an apparent thickness of 3.2 A above the Au(111) surface. We observed a
few smallislands of material (fig. 6.2 c) over this ML with an apparent thickness
of 3.1 A which we attribute to the second ML of FeCly. The herringbone Au(111)
[o] superstructure can still be observed on the FeCl; layer, which points to the
weak interaction between the FeCl, ML and the Au(111) substrate. This weak
interaction also suggests that the FeCl, ML is separated by a vdW gap from
the substrate.

Smaller scale topographical images (fig. 10 nmx 10 nm) reveal the pre-
sence of modulation of the FeCl, ML by an apparent depth of 0.5 A . These
modulations are pseudo periodic in nature and appear as dark and bright
spots in the image ( fig. 6.2 d). The origin of this surface modulation is not
clear. This modulation does not follow the herringbone pattern of the Au(111)
substrate underneath and are not caused by defects of the top Cl layer of the
FeCly ML which can be verified by the observation of perfect hexagonal lat-
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71eV 137 eV

Au(111)
FeCl,

Figure 6.2 - a) LEED pattern for 0.5 ML FeCls/Au(111) at 71 eV and 137 eV. Hexa-
gonal spots from Au(111) and FeCly are drawn. b), ¢) Topographical images in
a 0.5 um x 0.5 um region for the 0.5 ML FeCly/Au(111) (Vp = 1.6 V, I = 10 pA).
Numbered line profiles are shown in the inset. d) A 10 nm x 10 nm topogra-
phical image of the FeCl, ML with the surface modulation shown in the inset
(Vy =3 mey, I, = 300 pA). e) Small scale topographical image of the FeCl, ML
with the unit cell drawn on (V, = 3 mev, I; = 300 pA).

tice observed in the topography. However, these surface modulations could
be caused by defects in the underlying Fe and bottom Cl layer. The FeCl, ML
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lattice constant is observed to be ~ 3.65 & 0.5 A which is slightly bigger than
the bulk lattice constant of ~ 3.6 A observed for these materials [137]. This
slight enlargement on lattice hints at enhanced distortion of the octahedral
co-ordination of Fe-Cl bonds.

6.4 . Bulk band spectra
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Figure 6.3 - ARPES measurements at 30K with C+ polarized photons with
photon energy of a) 14 eV, b) 17 eV, ¢) 21 eV, d) 24 eV, e) 27 eV, and f) 30 eV.
Dotted red line is overlaid on FeCls valence band maxima. g) Angle-integrated
EDCs of the ARPES measurements at different energies. Transparent red re-
gion indicates the position of FeCl, valence band.
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Valence band ARPES spectra for 1 ML FeCla/Au(111) were measured at the
LOREA beamline in synchrotron ALBA. A distinct non-dispersing flat band was
observed at ~ -2.7 eV with a bandwidth of ~ 0.3 eV. Apart from a small shift
in band position to ~ -2.5 eV at hv = 14 eV compared to other photon ener-
gies used, no change in the nature of dispersion was observed for this band
with varied photon energy. This behavior is expected of a 2-D system [88],
which does not disperse normal to the sample plane. The origin of this band
is assigned to the FeCly valence band. The position of this band differs from
the peak position observed in previous STS experiments [2], where the va-
lence band maximum is at -2 eV. No other FeCly bands could be identified.
This could be due to the high intensity of bulk Au bands below -3 eV, which
completely mask the signal from the FeCly ML.

The reason for the shift in energy of this band at hv = 14 eV is not clear,
it could be due to a larger than expected spread of the FeCly wavefunction in
the z-direction or due to contributions of Au bands near the binding energy
of -2.5 eV.
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Figure 6.4 - a) 2-D Brillouin zone (BZ) of the ML FeCls unit cell. b) Ferromagnetic
band structure in the absence of SOC and Hubbard U. c) Band structure with
SOC and U included. d) Orbital and spin-projected DOS of the FeCly ML.

DFT+U+SOC calculation of the ML band-structure in the out-of-plane fer-

romagnetic configuration (the preferred magnetic ground state according to
previous calculations [17, 67]) was performed and is shown in fig. 6.4 c. At the
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energy of -1.5 eV, we see three nearly flat bands well separated from the other
bands. The exact energy of this valence band is arbitrary, as the Fermi level
in the calculation can be set anywhere in the band gap. The bandwidth ave-
raged along the M-I'-K direction for these bands is 0.4 eV, which is equal to
the bandwidth of ~ 0.4 observed in ARPES. Using the value of 3.5 eV for Hub-
bard correlations, the calculated band gap is 3.04 eV, which is smaller than
the reported value of 4.2 eV [2].

Ferromagnetic DFT calculations for the ML ground state also reveal that
the ML FeCls is conducting, with minority spin o_ carriers crossing the Fermi
level. With the introduction of U+SOC, it becomes insulating with a semicon-
ducting band gap of 3.04 eV, similar to the gap reported in previous theoretical
calculations [17, 67]. The Fe 3d ty, states in the majority spin o channel are
completely occupied, while only one ty, state is occupied by o_ electrons. The
calculated magnetic moment per Fe atom is 3.56 up, which corresponds to
the high-spin (HS) S = 2 configuration for Fe?* ions.

6.5 . STS measurements

Constant height STS measurements were performed at various points on
the sample to measure the LDOS. The pure Au(111) surface has the SS peak
at the expected energy of -0.45 eV. The STS spectra on FeCl, ML are seen to
depend upon the location of the point on the sample. The bright spots, as ob-
served in the topographic and dI/dV images at 1.5 eV sample bias, have peaks
shifted closer to the Fermi level. There are now multiple peaks present near
the Fermi level, the first being at -0.23 eV followed by peaks at -0.12 eV, 0 eV
and 0.1 eV (fig. 6.5 e). The STS at dark spots has a broad LDOS peak centered
around 0.3 eV bias. The LDOS at the bright spots also has a strong increase in
intensity at 1.22 eV bias, suggesting the onset of the FeCl, conduction band at
this energy. The conduction band onset value of 1.22 eV differs from previous
STS measurements [2], where they assign ~ 2 eV as the conduction band mi-
nima. This intensity increase at1.22 eV is noticeably absent in STS at dark spots
on FeCls.

6.6 . Surface state dispersion

ARPES measurements performed on the 0.5 ML FeCly/Au(111) near the Fermi
level, reveal the presence of a dispersing band close to the Fermi level, with
the band bottom ~ -0.23 eV in addition to the Au(111) SS (fig.6.7 b). The energy
of the band bottom matches the peak at -0.23 eV observed in STS on FeCls.

To gain insights into the origin of this band, we performed STM QPI mea-
surements. dI/dV maps were obtained for a ML island of FeCl, on Au(111) at
different bias voltages in the vicinity of the Fermi level (fig. 6.6 a,b). We then
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Figure 6.5 - a) Topographical image and b) dI/dV map of 1 ML FeCl, (V, = 1.5
V, Iy = 50 pA) . Red and blue dots represent spots for STS point spectra at the
FeClsy layer and Au(111) surface respectively. ¢) STS at bright spots in dI/dV map
at1.5 eV. d) STS at dark spots in dI/dV map at 1.5 eV. e) STS at points on Au(111)
surface. f) Averaged STS profiles for bright, dark and Au spots from ¢,d and e.

isolated the FeCl, area and the Au(111) surface, and performed Fourier trans-
formation of the dI/dV maps to get QPI maps at different energies, using the
QPI data on the isolated Au(111) surface as a reference. The QPI maps were
then integrated radially to get the angle-averaged scattering vector q. This
was done to improve the poor signal-to-noise ratio in our data.

On the isolated Au(111) surface we recover the expected dispersion of the
Au SS with the band bottom ~ -0.45 eV. QPI measurements on the isolated
FeCls island reveal the presence of a dispersing band, which we call FeCls «,
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Figure 6.6 - a) Topographical image showing the FeCly ML island (Vg = -0.45
eV, l; =50 pA) STM dI/dV map at 75 meV acquired in the same region as (a)
. €) QPI maps obtained by Fourier transform of the dI/dV maps at 25 meV,
200 meV and 475 meV for the isolated FeCls ML. Red and yellow dashed lines
are guides for the observed scattering vector q. Dispersion relation between
g and energy E obtained by radial integration of QPI maps for d) FeCly ML
in a small energy range around E, e) FeCls ML in a wider energy range and
f) Au(111) surface. MDC cuts for g-E dispersion in g) d and h) e at different
energies.

with a band bottom at ~ -0.23 eV, similar to the band observed in ARPES mea-
surements. Curiously, we also observe the presence of an additional disper-
sing band, labeled FeCly 3, which is most clearly observed 0.2 eV above Ef,
and for QPI measurements done in the bias range of -0.6 eV to 2.0 eV around
the Fermi level (fig. 6.6 e, h).

The peaks from the radially integrated QPI maps are extracted by fitting
with a Gaussian function, and the values are transformed from g-space to k-
space, with the simple transformation q = 2k, which is valid here for the case
of isotropic scattering from Au(111) SS [99]. The energy-momentum dispersion
thus calculated is shown in fig. 6.7 (a). The g band appears to have a sharp de-
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crease in effective mass and a nearly constant dispersion wave-vector inde-
pendent of energy (see fig. 6.7 a) below 325 meV and merges with the a band
at200 meV. Then, going below 100 meV, we again recover parabolic dispersing
features expected from the 5 band. Fig. 6.7 b shows the extracted QPI peaks
overlaid on top of the ARPES data, which shows a really close agreement bet-
ween the two experiments.

To uncover any structural contributions to the QPI maps, a similar pro-
cedure to obtain g-E dispersion from dI/dV maps was done for the Fourier
transform of topographical images taken at different sample biases. As any
contribution from the LDOS coming from the structure in di/dV maps should
not change with energy, it would result in a peak with an effectively constant
g vector in the Fourier transform. Indeed, that is what we observe, with a dis-
tinct peak at q ~ 1.9 nm~1, corresponding to real space periodicity of 2.1 nm
matches closely with the average pseudo-periodicity of 2.3 nm of dark spots
calculated from the small scale topographical image as shown in fig. 6.8 c.
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- FeCl2a peaks

Au SS

0.0

= FeCl2 a peaks
—— Fit FeCl2 a peaks
= FeCI2 B peaks
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Figure 6.7 - a) Extracted peaks for Au SS and FeCly « and 3 bands from QPI
dispersion. b) STM extracted peaks overlaid on ARPES data for 0.5 ML FeClsy/
Au(111). The data was obtained at temperature T=16 K and photon energy hv =
17 eV. ¢) EDC obtained by integrating the ARPES dispersion in a region of 0.05
A~ around kj = 0.

The extracted peaks were fitted to a parabolic function, and the fitting
parameters are summarized in table 6.1. The region between o eV and 0.2
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eV is omitted for the fit of FeCl, a peaks, as the dispersion seems to deviate
from the expected parabolic behavior in this region. Similarly, the region bet-
ween 0.1eV and 0.3 eV is ignored for the fit of FeCl, 5 peaks. We also included
the band bottoms obtained by fitting the EDC integrated in a region of 0.05
A-! around k| = 0 from the ARPES measurements with Gaussian functions
convolved with a Fermi function.

Band Band bottom | Band bottom | Effective mass
(eV) (STM) (eV) (ARPES) (m*/m,)

Au SS -0.45 =+ 0.01 -0.48 £ 0.04 0.37 = 0.02

FeCl, o | -0.23 + 0.01 -0.23 + 0.07 0.38 4+ 0.02

FeCl, 5 | -0.05 £0.01 -0.04 + 0.03 0.28 £+ 0.02

Table 6.1 - Surface state band parameters extracted from ARPES and

QPI

The effective mass (m*) value is calculated by using the parameters from
parabolic fits of the bands in the modified free electron dispersion formula
E(k) = k%/2(m*/m.). The effective mass m* = 0.37 & 0.02 m, for the Au(111)
SS, which agrees with previous experimental studies [140]. The values of FeCls,
«a and S bands are 0.38 +0.02 m, and 0.28 £ 0.02 m,, which are similarly close
to the Au(111) SS masses observed in previous experiments [104].

Overall, we see good agreement between the STM QPI dispersion and the
ARPES measurements below the Fermi level.

6.7 . Discussion

The observation of the two dispersing bands with effective masses close
to the Au SS is an unexpected finding.The dispersing FeCl, « band at -0.23
eV, observed both in ARPES and QPIl measurements, can be explained by the
shift of the Au(111) SS at the FeCly/Au(111) interface towards the Fermi level.
This shift is caused by the decrease in potential well thickness normal to the
surface and subsequent depletion of electrons in the surface state. This effect
has been well documented in previous experiments involving the deposition
of semiconductors [142] and rare gases [5] on the Au(111) surface. However,
the origin of a second dispersing band, FeCls 5, cannot be explained just by
this shift.

Second derivatives of intensity along g-direction for the large energy range
QPI'map (fig. 6.9 b) clearly show thatindeed there are significant contributions
of intensity in our QPI measurements from two dispersing bands. The bands
are split by Ak =~ 0.38 nm~! and AE ~ 300 meV. For reference, the values of
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Figure 6.8 - Topographical image at a) Vg = -0.15 eV (I, = 50 pA) and b) Vg =
0.075 eV ((I; = 50 pA). c) Small scale atomic resolution topographical image.
The numbered line segments are plotted between nearest neighbour defects
and are used to calculate average defect distance (V, = 3 meV, I, = 500 pA.
d) Scattering wave vector q obtained by Fourier transform of topographical
image in the same region as a) and b) for different energies. e) MDC cuts for
d at different energies. Blue region indicates peaks associated with defects in

topography.

the Rashba splitting of Au(111) surface states are 2ksoc = 0.26 nm~1! [46, 74]
and Agoc =~ 135 meV [104] at the Fermi level.

As MLs of FeCly are known to exhibit out-of-plane ferromagnetic behavior
[2], the magnetic exchange interactions can cause a split in the Fermi sheets
of the spin textured surface states (fig. 6.10) [8] by magnetic proximity effects
[136]. The difference between the band bottom energies of « and 5 bands is ~
0.2 eV, which is the estimate for energy split of these bands. The 0.2 eV energy
splitwould correspond to an extremely large magnetic field of ~ 2000 T. Ni(111)
has also been shown to host split surface states, which have been observed
by QPI measurements [65], where the splitting is ascribed to majority and
minority spin carriers split by an exchange gap.

This situation is very different from Au(111) SS, where the SOC split bands
have a strong in-plane spin texture. Inter-band scattering between Rashba
split bands such as Au SS is usually strongly suppressed as the two bands
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Figure 6.9 - a) q-E dispersion of FeCly ML in a wide energy range. b) Intensity
plot after taking second derivatives of a along momentum q. ¢) Peak positions
in second derivative plot for « and 3 bands extracted from b and converted
into k-space.

carry opposite spin-moment and elastic scattering processes preserve spin
[107]. This results in only a single scattering vector q (see fig. 6.10 b) from
inter-band scattering events. However, magnetic impurities can cause spin-
flip scattering and thus allow two distinct scattering vectors to be observed
in QPI from inter-band and intra-band scattering [114]. As Fe sites on the ML
FeCl, are magnetic, they could promote the spin-flip scattering and thus allow
two distinct scattering vector q.

The large LDOS around 0.3 eV observed in STS measurements at dark
spots might arise from localized electrons around defect sites. Fe and Cl va-
cancies have been identified in a previous STM study [149] but the correla-
tion between dark spots, like what we observe in our sample, and vacancies
had not been established. A theoretical study of defects on FeCl, ML does
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ger Zeeman-type magnetization are shown. Adapted from [56]. b) Inter-band
and intra-band scattering in Rashba spin-split bands of BiTel. Adapted from
[62].

show that different kinds of defects can change the DOS near the Fermi level
[21]. However, a limitation of the study was that it was based on a conducting
system without the inclusion of any correlation parameter U. We simulated
one possible scenario where the defects are caused by one Fe vacancy per
6x6 unit cell, with a lattice parameter of 2.16 nm, which matches the pseudo-
periodicity of dark spots observed by STM. The DOS for the system away from
defects and Cl atoms around the Fe defect are shown in fig. 6.11. We indeed
observe that the Cl atoms around the defect site contribute to states crossing
the Fermi level, while the DOS away from the defect site still preserves the
band gap.

The presence of such defects could effectively dope the otherwise insu-
lating system, which can give rise to quantum well states. This effect is also
observed in doped BisSes [60]. We can fit the maxima peak values in the ave-
raged bright spots on FeCls ML with a quantum well index n. If those peaks are
truly associated with quantum well states due to confinement in z-direction,
we should observe a E o n? behaviour. Indeed we can observe this beha-
viour with n ranging from 10 to 13. However, we also observe a good fit with
E o« n as well (R? = 0.998865 for E ~ n and R? = 0.995795 for E~ n?) (fig.
6.12 b, ). Therefore we cannot definitely assign the origin of these peaks to
guantum well states.
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Figure 6.11 - Calculated DOS for 6x6 unit cell with Fe defect. Notice that only
the Cl states close to defect sites cross the Fermi level.

The conduction band onset of 1.22 eV observed, has not been documented
in the previous experiments where the value of ~ 2 eV was instead used as
the conduction band minima [2]. This would mean that the actual band gap
of the system is ~ 3 eV rather than the 4.2 eV reported before [2], and closer
to the DFT+U calculations ( U=3.5 eV).

6.8 . Conclusion and Future outlook

In conclusion, we have observed split surface bands on ML FeCls/Au(111).
The origin of the split bands is theorized to be the shifted Au(111) surface states
split apart by exchange interactions by the magnetic overlayer of FeCl,. The
energy of this splitting is ~ 200 meV. A similar value of giant Rashba splitting
has been reported before for BiTel [51], where a splitting of ~ 100 meV was
observed. However, we are not aware of any experiments showing this large
Rashba splitting on the Au(111) surface before.

The potential strong effect of magnetic proximity observed in our system
opens the door to a whole host of applications. The ease of preparation of
the FeCly ML lends itself well to practical applications in spintronics [26, 130],
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Figure 6.13 - Moiré modulation on ML FeCly/BisSes heterostructure (Vy = -1V,
l; = 50 pA). The Moiré cell is drawn with the lattice constant of 2.6 nm.

topological superconductivity as reported in Crls/NbSe, [56], and Eus/Au(111)
[136] heterostructures, and a whole lot of devices based on van der Waals

heterostructures [34].
Another exciting area of exploration is the observation of Moiré super-
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structures in heterostructures of van der Waals materials [12]. These Moiré
modulations of potential can resultin a drastic change in the electronic struc-
ture of the heterostructure, as famously shown in the case of twisted bilayer
graphene [19]. Inspired by recent theoretical work on Moiré topological mate-
rials [143], we have already begun exploring van der Waals heterostructures
of transition metal dihalides such as FeCl,; on topological insulators such as
BioSes (fig. 6.13). The possible intersection of magnetism, topological states,
and Moiré modulation is sure to offer a rich variety of new physics.

A limitation of this study could be the poor g-space resolution in QPl mea-
surements. Higher quality measurements would be needed to unambiguously
resolve the electronic structure near the Fermi level. We are also not sure of
the origin of all the four peaks at the Fermi level as observed by STS. Another
open question is the role of defects in the electronic structure of the FeCl, ML.
We see that, indeed, defects do modify the electronic structure near the Fermi
level as well as states near the conduction band minima, but the exact nature
of these defects is not clear and requires more experimental and theoretical
work.

We believe this work lays the foundation for many future theoretical and
experimental studies on the emerging field of magnetic transition metal halide-
based low-dimensional materials. We are hopefully able to convey the poten-
tial richness of physics to be still explored in such systems.

6.9 . Appendix

6.9.1. Magnetism in two dimensional transition metal dihalides

b 4

Y

X X

a b é@ r %

M Direct "\ M Superexch."\ L_l_.L

Figure 6.14 - a) Schematic of direct and superechange interaction in a transi-
tion metal dihalide MX,. b) M-X-M superexchange interaction for 9o ° bond
angle. Adapted from [67].

Purely two dimensional (2-D) magnetism is theoretically prohibited by Mermin-
Wagner theorem [87] which states that continuous symmetries cannot be
spontaneously broken in dimension d < 2. However, we now have large ar-
ray of van der Waals based materials, which seemingly violate this rule. This
has been explained by the observation of electronic anisotropies introduced

81



by SOC, spin exchanges interactions, structural anisotropies and finite size
effects [53].

There are competing effects which dictate the type of magnetic order ob-
served in the dihalide. The first is the direct exchange interactions between
transition metal (TM), which favors antiferromagnetic order. The other inter-
action is the superexchange interaction which favours a ferromagnetic order
for a 90° M-X-M as in the case of TMDH, according to empirical rules called
Goodenough-Kanamori-Anderson (GKA) rules [40, 55] (fig. 6.14). These nature
of these interactions depends on the type of TM. From DFT calculations [67],
TMDH with Mn favours the direct antiferromagntic interaction while Fe, Co
and Ni dihalides favour a ferromagnetic ground state from superexchange
interactions.

6.9.2 . DFT calculations

DFT calculations for the ML FeCls system were performed with the QUAN-
TUM ESPRESSO [36] code, with a plane wave basis, using the polarized Ge-
neralized Gradient Approximation (GGA) exchange-correlation functional of
Perdew-Burke-Ernzerhof (PBE) from the Standard solid-state pseudopoten-
tials (SSSP) efficiency library [101, 75]. The plane wave kinetic energy cutoff
is set to 9o Ry and the charge density kinetic energy cutoff is 1080 Ry. The
self-consistent calculations were done with a 10 x10x1 k-point grid. A 20 x20x1
dense k-point grid was used to calculate the spin-resolved DOS. The lattice pa-
rameters used for the calculations were a = 3.6 A for the hexagonal unit cell
and a ML thickness of 2.8 A. A slab model with a vacuum of 13 A was used
to simulate the ML. The calculations were initialized with a small out-of-plane
spin moment on all Fe sites to simulate the ferromagnetic ground state.

For the DOS calculation of an Fe defect, a 6x6 periodic unit cell with a
single Fe vacancy was used. The self-consistent and the DOS calculations were
calculated only at the I" point.
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a) Cartes QPI obtenues par transformée de Fourier des cartes
dl/dV a 25 meV, 200 meV et 475 meV pour la monocouche iso-
lée de FeCls. Les lignes pointillées rouges et jaunes sont des
guides pour le vecteur de diffusion ¢ observé. Relation de dis-
persion entre q et I'énergie E obtenue par intégration radiale
des cartes QPI pour b) la monocouche de FeCly dans une petite
plage d'énergie autour de Ef, ¢) la monocouche de FeCl,; dans
une plage d'énergie plus large. d) Pics extraits pour I'état de sur-
face Au SS et les bandes « et 8 du FeCl, a partir de la dispersion
QPI. e) Positions des pics dans le graphique de la seconde déri-
vée pour les bandes « et 5 extraites de c et converties en espace
k. f) Carte dI/dV d'une monocouche de FeCl; (V, =15V, | = 50
pA). Les points rouges et bleus représentent les emplacements
pour les spectres ponctuels STS a la couche FeCl; et a la surface
Au(111) respectivement. g) Profils STS moyennés pour les zones
claires,sombresetAudef. . . ... ... ... .. L.

a) Esquema para una banda metalica y de tipo "pudding mold".
V4 Y Vp representan las velocidades de banda por encimay por
debajo del nivel de Fermi en la region roja resaltada de ancho
2kpT. b) Corte de la banda en el plano a 542 eV (k, = I') y a 590
eV de energia de foton (k, = Z), superpuesto con las bandas
calculadas en rojo. ¢) Zona de Brillouin primitiva de CuRhOs. Se
indican los puntos de alta simetria y el camino que los conecta.
d) Las componentes S, y S.. del coeficiente Seebeck calculado
en funcion del nivel de temperatura para la muestra no dopada
y la muestra dopada al 10%. Los datos experimentales de [69]
y [68] se comparan con los calculos del coeficiente Seebeck do-
pado. . ... e e

a) Superficie de Fermi en el plano k<100 - K<op10> para la mues-
tra de 30 u.c. b) EDCs integrados de las muestras de 90 u.c., 45
u.c. y 15 u.c. en la region de energia de la banda de Hubbard
y el pico de cuasiparticulas cerca del nivel de Fermi. Todas las
mediciones se realizaron con fotones polarizados en s a hv = 82
eV. ¢) Mediciones XPS BE en el rango de 505 eV a 540 eV para las
muestras de 90 u.c., 45 u.c. y 15 u.c. El recuadro muestra el pico
Ca 2s utilizado para calibrar la energia de enlace de la mues-
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9.3 a)Mapas de QPI obtenidos por transformada de Fourier de los
mapas de dI/dV a 25 meV, 200 meV y 475 meV para la mono-
capa aislada de FeCls. Las lineas discontinuas rojas y amarillas
son guias para el vector de dispersion ¢ observado. Relacion de
dispersion entre q y la energia E obtenida mediante la integra-
cion radial de los mapas QPI para b) la monocapa de FeCl; en
un rango pequefio de energia alrededor de Er, c) la monocapa
de FeCl; en un rango de energia mas amplio. d) Picos extraidos
para el estado superficial de Au SSy las bandas ay 5 de FeCls a
partir de la dispersion QPI. e) Posiciones de los picos en el gra-
fico de segunda derivada para las bandas a y (8 extraidas de c
y convertidas en el espacio k. f) Mapa de dI/dV de una mono-
capa de FeCly (Vp = 1.5 V, | = 50 pA). Los puntos rojos y azules
representan los puntos de espectros STS en la capa FeCly y en
la superficie de Au(111), respectivamente. g) Perfiles STS prome-
diados para las zonas claras, oscurasyde Audef. .. ... ..
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7 - Summary

7.1. Introduction

Understanding the relationship between the atomic structure, functional
properties, and electronic structure of materials is a fundamental challenge
in condensed matter physics. Many of the most intriguing phenomena in
materials science, such as superconductivity, magnetism, and thermoelec-
tric effects, arise from subtle interactions between these three domains. De-
spite significant progress, the intricate ways in which the atomic arrangement
and electronic correlations give rise to unique functional behaviors remain an
open question, particularly in strongly correlated materials.

This thesis is driven by the need to deepen our understanding of how the
atomic and electronic structure of materials governs their physical proper-
ties. Mg doped metallic thermoeletric CURhO», thin films of correlated metal
CaVOs, and the magnetic 2-D van der Waals insulator FeCly on Au(111) have
been selected as case studies for their rich electronic behavior and poten-
tial applications in thermoelectrics, quantum devices, and spintronics. Each
of these materials exhibits complex interactions between their atomic con-
figurations and electronic structure, providing ideal platforms to explore how
subtle modifications—such as doping, dimensionality reduction, or external
stimuli—can drastically alter their functional properties.

7.2 . Theoretical and experimental background

The theoretical framework of this thesis is centered on understanding
the formation of electronic bands and the impact of electron correlations in
strongly correlated materials. Using the tight-binding model, we describe how
atomic orbitals in a crystal lattice overlap to form energy bands. The intro-
duction of electron-electron interactions through the Hubbard model allows
us to explore how these correlations can lead to phenomena such as metal-
insulator transitions and enhanced thermoelectric properties. To accurately
model these effects in real materials, Density Functional Theory (DFT) is em-
ployed, with the DFT+U extension accounting for the strong electron-electron
interactions typical of localized d and f orbitals. This theoretical approach en-
ables a more precise description of electronic structure in correlated systems,
where conventional band theory falls short.

Experimentally, Angle-Resolved Photoemission Spectroscopy (ARPES) is
used to probe the electronic band structure and Fermi surface of these mate-
rials, providing direct measurements of how correlations and structural mod-
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ifications influence their electronic behavior. Scanning Tunneling Microscopy
(STM) and Scanning Tunneling Spectroscopy (STS) are utilized to obtain atomic-
scale resolution of surface topography and local density of states (LDOS), which
are essential for studying localized electronic states, especially in low-dimensional
systems like 2D metal dihalides. Quasi-Particle Interference (QPI) comple-
ments these techniques by capturing momentum-resolved information about
surface states through the scattering of quasiparticles, providing additional
insights into the electronic structure above the Fermi level that are not acces-
sible through ARPES alone.

7.3 . Thermoelectricity in Mg doped CuRhO,

In this chapter, we investigate the electronic structure of Mg doped CuRhO,,
a delafossite oxide. CuRhOs- is an insulating material with a high Seebeck co-
efficient S. Doping the material with Mg, makes it metallic while still preserv-
ing the high S value. This behavior is unexpected as metals tend to have poor
thermoelectric coefficient owing to equal mobilities of electrons and hole near
the Fermi level. The thermoelectric performance of a material is character-
ized by the thermoelectric figure of merit ZT = S20T/x, where S is the See-
beck coefficient, ¢ is the electrical conductivity, T is the temperature, and
is the thermal conductivity. A high Seebeck coefficient along with good elec-
trical conductivity and low thermal conductivity are therefore critical. Doped
CuRhO, which shows metallic behavior along with a high Seebeck coefficient
is the perfect candidate material for potential applications in thermoelectric
devices.

The "pudding-mold" band structure, with a flat dispersion just above (be-
low) the Fermi level and a highly dispersing band just below (above) the Fermi
level, plays a central role in the observed thermoelectric performance of CURhO,,
as suggested by theoretical calculations. Using Angle-Resolved Photoemis-
sion Spectroscopy (ARPES), we map the band structure and observe this "pudding-
mold" type band structure in metallic 10% Mg doped CuRhO,. Density Func-
tional Theory (DFT) calculations of insulating CuRhO2 were performed. With a
small rigid shift of -0.06 of the Fermi level, the calculated bands show an excel-
lent match with the ARPES band structure of the doped sample. These shifted
bands were then used to calculate the thermoelectric Seebeck coefficient. The
calculated values of Seebeck coefficient S ~ 256.V/K doped samples at 1000
K are found to be in close agreement with the experiments.

The combination of experimental and theoretical insights leads to a com-
prehensive understanding of how Mg doping tunes the electronic structure of
CuRhO, to enhance its thermoelectric performance. The findings of this chap-
ter have broader implications for designing and exploring other oxide-based
thermoelectric materials with this "pudding-mold" type band for thermoelec-
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Figure 7.1 - a) Schematic for a metallic and pudding mold type band. v4 and
vp represent the band velocities above and below the Fermi level in the high-
lighted red region of width 2kgT. b) In-plane band cut at 542 eV (k, = T') and
at 590 eV photon energy (k, = Z), overlaid with calculated bands in red. c)
Primitive Brillouin zone of CuRhO. High symmetry points and the path con-
necting them are indicated. d) The S, and S, components of the calculated
Seebeck coefficient vs temperature level for the undoped sample and the 10%
doped sample. Experimental data from [69] and [68] are compared to the cal-
culations of doped Seebeck coefficient.

tric applications.

7.4 . Metal-Insulator Transition in thin films of CavO;
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Figure 7.2 - a) Fermi surface on the k-19o> - k<g10> plane for the 30 u.c. sam-
ple. b) Integrated EDCs of the 9o u.c, 45 u.c. and 15 u.c. samples in the energy
region of the Hubbard band and the quasiparticle peak near Fermi level. All
measurements were taken with s-polarized photons at hv = 82 eV. ¢) XPS BE
measurements in the range of 505 eV to 540 eV for the 9o u.c., 45 u.c. and 15
u.c. samples. Inset shows Ca 2s peak used to calibrate binding energy of the
insulating 15 u.c. sample. d) Extracted Lorentzian peaks and linear fits for the
90 U.C., 45 U.C., 30 u.c. and 25 u.c. sample dispersion at 82 eV. The peaks from
different samples are shifted along k-0~ for better visualization.

This chapter presents a detailed investigation of the electronic structure
of thin films of CaVOg, focusing on how film thickness influences its metal-
insulator transition (MIT). CaVOs is a strongly correlated material where electron-
electron interactions play a dominant role in determining its electronic prop-
erties. The study explores how the interactions of thin films of CaVO3 grown
on SrTiO3 susbtrate, evolve as a function of film thickness and it's impact on
the material's electronic structure.

Using high-resolution Angle-Resolved Photoemission Spectroscopy (ARPES),
we examine CaVOj; films of various thicknesses, ranging from bulk-like thick-
ness (9o unit cells (u.c.)) to ultrathin films (down to 15 unit u.c.). The ARPES
measurements reveal clear changes in Fermi level. As the film width decreases,
from 9o u.c. down to 20 u.c., the in-plane Fermi surface expands in momen-
tum space and becomes isotropic in k;, and k, directions, which indicates a
shrinking of in-plane lattice vectors to match the underlying substrate SrTiO3
lattice. SrTiO3 has an inplane lattice constant a = 3.9 A compared to bulk
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CaVOj lattice constant of a = 3.77 A which results in a tensile epitaxial strain
near the film substrate interface.

We also observe that as the film thickness decreases, the bandwidth of the
conduction bands slightly narrows, indicating a reduction in bandwidth of the
conduction band. The electronic structure of these films retains it's metallic
characteristics, with a broad band near the Fermi surface. However, as the
thickness is reduced from 20 u.c. to 15 u.c., there is a sudden emergence of a
bandgap and a clear transition to an insulating state.

Core-level X-ray photoelectron spectroscopy (XPS) further supports the
ARPES findings, providing evidence of changes in the chemical environment
and electronic structure with decreasing thickness. There is a large shift in V
oxidation state from V4* to V3* and a strong decrease in V-O covalency which
seems to be driven by the increased octahedral tilt due to the epitaxial strain.

These findings corroborate existing experimental data and have broad
implications for the design and control of electronic properties in oxide thin
films, where the film thickness can be used as a tuning parameter to engineer
material behavior.

7.5 . Quantum states of 2-D metal dihalide FeCl, on Au(111)

This study investigates the electronic structure of monolayer (ML) FeCly
grown on an Au(111) substrate. FeCl,, a two-dimensional transition metal di-
halide, exhibits inherent ferromagnetism and semiconducting properties, mak-
ing it a promising candidate for spintronic applications.

Using low-temperature scanning tunnelling microscopy (LT-STM), we ob-
served that the FeCly ML forms a Cl-Fe-Cl trilayer with a slight lattice expan-
sion to approximately 3.65A. Pseudo-periodic surface modulations suggest
distortions in the underlying Fe and Cl layers.

Angle-resolved photoemission spectroscopy (ARPES) measurements re-
vealed a flat valence band at around —2.7 eV, attributed to FeCl,. Density func-
tional theory (DFT) calculations—including Hubbard U and spin-orbit coupling
(SOC)—confirm an insulating ferromagnetic ground state with a band gap of
approximately 3 eV and a magnetic moment of 3.56 5 per Fe atom.

Scanning tunnelling spectroscopy (STS) indicated that the local density of
states (LDOS) varies spatially across the ML. Bright spots in di/dV maps at 1.5
eV sample bias, showed multiple peaks near the Fermi level and an increase
in LDOS at 1.22 eV, suggesting the onset of the conduction band and implying
a smaller band gap than previously reported.

Quasiparticle interference (QPIl) measurements uncovered two dispers-
ing bands near the Fermi level, designated as FeCl, o and 5 bands, with band
bottoms at —0.23 eV and —0.05 eV, respectively. These bands exhibit effec-
tive masses similar to the Au(111) surface state. The a band is interpreted as a
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shifted Au(111) surface state due to interface effects, while the origin of the
band may involve significant magnetic exchange interactions causing an en-
ergy splitting of about 200 meV.

Defect states may also influence the electronic properties. STS measure-
ments at certain sites showed localized LDOS peaks around 0.3 eV. DFT sim-
ulations suggest that Fe vacancies could introduce states crossing the Fermi
level, effectively doping the system and potentially leading to quantum well
states.

In conclusion, FeCly monolayers on Au(111) exhibit complex electronic in-
teractions, including split surface bands possibly resulting from magnetic prox-
imity effects. These findings open avenues for spintronic applications and
further exploration of van der Waals heterostructures. Future work will aim
to resolve the electronic structure near the Fermi level with greater precision
and to clarify the role of defects in the ML's electronic properties.
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8 - Synthése en Francais

8.1. Introduction

Comprendre la relation entre la structure atomique, les propriétés fonc-
tionnelles et la structure électronique des matériaux est un défi fondamen-
tal en physique de la matiére condensée. De nombreux phénoménes parmi
les plus intrigants en science des matériaux, tels que la supraconductivité, le
magnétisme et les effets thermoélectriques, résultent d'interactions subtiles
entre ces trois domaines. Malgré des progres significatifs, les manieres com-
plexes dont 'agencement atomique et les corrélations électroniques donnent
lieu a des comportements fonctionnels uniques restent une question ouverte,
en particulier dans les matériaux fortement corrélés.

Cette these est motivée par la nécessité d'approfondir notre compréhen-
sion de la facon dont la structure atomique et électronique des matériaux
gouverne leurs propriétés physiques. Le CURhO, thermoélectrique métallique
dopé au Mg, les films minces du métal corrélé CaVOs; et l'isolant magnétique
bidimensionnel de van der Waals FeCly sur Au(111) ont été sélectionnés comme
études de cas pour leur comportement électronique riche et leurs applica-
tions potentielles en thermoélectricité, dispositifs quantiques et spintronique.
Chacun de ces matériaux présente des interactions complexes entre leurs
configurations atomiques et leur structure électronique, fournissant des pla-
teformes idéales pour explorer comment des modifications subtiles—telles
que le dopage, la réduction de la dimensionalité ou les stimuli externes—peuvent
modifier drastiquement leurs propriétés fonctionnelles.

8.2. Contexte théorique et expérimental

Le cadre théorique de cette thése est centré sur la compréhension de la
formation des bandes électroniques et de I'impact des corrélations électro-
niques dans les matériaux fortement corrélés. En utilisant le modele des liai-
sons fortes, nous décrivons comment les orbitales atomiques dans un réseau
cristallin se recouvrent pour former des bandes d'énergie. L'introduction des
interactions électron-électron via le modeéle de Hubbard nous permet d'explo-
rer comment ces corrélations peuvent conduire a des phénomenes tels que
les transitions métal-isolant et les propriétés thermoélectriques améliorées.
Pour modéliser avec précision ces effets dans les matériaux réels, la théo-
rie de la fonctionnelle de la densité (DFT) est utilisée, avec I'extension DFT+U
prenant en compte les fortes interactions électron-électron typiques des orbi-
tales d et f localisées. Cette approche théorique permet une description plus
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précise de la structure électronique dans les systemes corrélés, la ou la théo-
rie des bandes conventionnelle est insuffisante.

Expérimentalement, la spectroscopie de photoémission résolue en angle
(ARPES) est utilisée pour sonder la structure des bandes électroniques et la
surface de Fermi de ces matériaux, fournissant des mesures directes de la
maniére dont les corrélations et les modifications structurelles influencent
leur comportement électronique. La microscopie a effet tunnel (STM) et la
spectroscopie a effet tunnel (STS) sont utilisées pour obtenir une résolution a
I'échelle atomique de la topographie de surface et de la densité locale d'états
(LDOS), ce qui est essentiel pour étudier les états électroniques localisés, en
particulier dans les systemes de basse dimensionnalité comme les dihalogé-
nures métalliques 2D. L'interférence de quasi-particules (QPI) compléte ces
techniques en capturant des informations résolues en moment sur les états
de surface via la diffusion des quasi-particules, fournissant des informations
supplémentaires sur la structure électronique au-dessus du niveau de Fermi
qui ne sont pas accessibles par ARPES seule.

8.3 . Thermoélectricité dans CuRhO, dopé au Mg

Dans ce chapitre, nous étudions la structure électronique du CuRhO4 dopé
au Mg, un oxyde de type delafossite. CuURhOy est un matériau isolant avec
un coefficient Seebeck S élevé. Le dopage du matériau avec du Mg le rend
métallique tout en préservant la valeur élevée de S. Ce comportement est
inattendu car les métaux ont tendance a avoir un faible coefficient thermo-
électrique en raison des mobilités égales des électrons et des trous preés du
niveau de Fermi. La performance thermoélectrique d'un matériau est carac-
térisée par le facteur de mérite thermoélectrique ZT = S%0T/k, ou S est le
coefficient Seebeck, o est la conductivité électrique, T est la température, et
k est la conductivité thermique. Un coefficient Seebeck élevé associé a une
bonne conductivité électrique et une faible conductivité thermique sont donc
essentiels. Le CURhO, dopé, qui présente un comportement métallique avec
un coefficient Seebeck élevé, est donc un matériau candidat parfait pour des
applications potentielles dans les dispositifs thermoélectriques.

La structure de bande de type "pudding-mold", avec une dispersion plate
juste au-dessus (en dessous) du niveau de Fermi et une bande fortement dis-
persive juste en dessous (au-dessus) du niveau de Fermi, joue un réle central
dans la performance thermoélectrique observée de CuRhO5, comme suggéré
par les calculs théoriques. En utilisant la ARPES, nous cartographions la struc-
ture de bande et observons cette structure de bande de type "pudding-mold"
dans le CuRhO, métallique dopé a 10% de Mg. Des calculs de la théorie de
la fonctionnelle de la densité (DFT) du CuRhO, isolant ont été effectués. Avec
un petit décalage rigide de -0,06 du niveau de Fermi, les bandes calculées
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montrent une excellente correspondance avec la structure de bande ARPES
de I'échantillon dopé. Ces bandes décalées ont ensuite été utilisées pour cal-
culer le coefficient Seebeck thermoélectrique. Les valeurs calculées du coeffi-
cient Seebeck S ~ 256 V/K pour les échantillons dopés a 1000 Ksont en accord
étroit avec les expériences.

La combinaison des perspectives expérimentales et théoriques conduit
a une compréhension complete de la facon dont le dopage au Mg ajuste la
structure électronique du CuRhO4y pour améliorer sa performance thermo-
électrique. Les résultats de ce chapitre ont des implications plus larges pour
la conception et I'exploration d'autres matériaux thermoélectriques a base
d’'oxydes avec cette bande de type "pudding-mold" pour des applications ther-
moélectriques. Voir la fig. 8.1 pour un résumé graphique.

8.4 . Transition métal-isolant dans les films minces de CavO;

Ce chapitre présente une étude détaillée de la structure électronique des
films minces de CaVOs;, en se concentrant sur la facon dont I'épaisseur du film
influence sa transition métal-isolant (MIT). CaVOg3 est un matériau fortement
corrélé ou les interactions électron-électron jouent un réle dominant dans
la détermination de ses propriétés électroniques. L'étude explore comment
les interactions des films minces de CaVOs; cultivés sur un substrat SrTiOs
évoluent en fonction de I'épaisseur du film et de son impact sur la structure
électronique du matériau.

En utilisant la ARPES, nous examinons des films de CaVOs3 de différentes
épaisseurs, allant de I'épaisseur semblable au massif (90 unités de cellules
(u.c.)) a des films ultraminces (jusqu’a 15 u.c.). Les mesures ARPES révelent
des changements clairs au niveau de Fermi. A mesure que I'épaisseur du film
diminue de 90 u.c. a 20 u.c., la surface de Fermi dans le plan s'étend dans
I'espace des moments et devient isotrope dans les directions &, et k,, ce qui
indique un rétrécissement des vecteurs de réseau dans le plan pour corres-
pondre au réseau du substrat sous-jacent SrTiOs. SrTiO3 a une constante de
réseau dans le plan a = 3,9 A comparée a la constante de réseau du CavO;
massif de a = 3,77 A, ce qui entraine une contrainte épitaxiale en traction
prés de l'interface film-substrat.

Nous observons également qu'a mesure que I'épaisseur du film diminue,
la largeur de bande des bandes de conduction se rétrécit Iégérement, indi-
quant une réduction de la largeur de bande de la bande de conduction. La
structure électronique de ces films conserve ses caractéristiques métalliques,
avec une large bande pres de la surface de Fermi. Cependant, lorsque I'épais-
seur est réduite de 20 u.c. a 15 u.c., il y a une apparition soudaine d'un gap de
bande et une transition claire vers un état isolant.

La spectroscopie de photoélectrons a rayons X (XPS) des niveaux de cceur
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soutient en outre les résultats de I'ARPES, fournissant des preuves de chan-
gements dans l'environnement chimique et la structure électronique avec
I'épaisseur décroissante. Il y a un grand changement dans I'état d'oxydation
du V de V4t 3 V3t et une forte diminution de la covalence V-O qui semble étre
provoquée par I'augmentation de l'inclinaison octaédrique due a la contrainte
épitaxiale.

Ces résultats corroborent les données expérimentales existantes et ont
de larges implications pour la conception et le contrOle des propriétés élec-
troniques dans les films minces d'oxydes, ou I'épaisseur du film peut étre uti-
lisée comme paramétre de réglage pour concevoir le comportement des ma-
tériaux. Voir la fig. 8.2 pour un résumé graphique.

8.5 . Etats quantiques du dihalogénure métallique 2D FeCl, sur
Au(111)

Cette étude examine la structure électronique de la monocouche (ML)
FeCl, cultivée sur un substrat Au(111). FeCly, un dihalogénure de métal de tran-
sition bidimensionnel, présente un ferromagnétisme inhérent et des proprié-
tés semi-conductrices, ce qui en fait un candidat prometteur pour les appli-
cations spintroniques.

En utilisant la microscopie a effet tunnel a basse température (LT-STM),
nous avons observé que la monocouche FeCl; forme une trilame Cl-Fe-Cl avec
une légére expansion du réseau a environ 3,65 A. Des modulations de sur-
face pseudo-périodiques suggerent des distorsions dans les couches sous-
jacentes de Fe et de Cl.

Les mesures de ARPES ont révélé une bande de valence plate autour de 2,7
eV attribuée au FeCls. Les calculs de la théorie de la fonctionnelle de la densité
(DFT)—y compris le Hubbard U et le couplage spin-orbite (SOC)—confirment
un état fondamental ferromagnétique isolant avec un gap de bande d’environ
3 eV et un moment magnétique de 3,56 uB par atome de Fe.

La spectroscopie a effet tunnel (STS) a indiqué que la densité locale d'états
(LDOS) varie spatialement a travers la monocouche. Les zones claires des
cartes dl/dV a un biais d'échantillon de 1,5 eV ont montré plusieurs pics proches
du niveau de Fermi et une augmentation du LDOS a 1,22 eV, suggérant le dé-
but de la bande de conduction et impliquant un gap de bande plus petit que
celui précédemment rapporté.

Les mesures d'interférence de quasi-particules (QPI) ont mis en évidence
deux bandes dispersives prés du niveau de Fermi, désignées comme les bandes
« et B du FeCl,, avec des fonds de bande a -0,23 eV -0,05eV, respectivement.
Ces bandes présentent des masses effectives similaires a I'état de surface
Au(111). La bande « est interprétée comme un état de surface Au(111) décalé en
raison des effets d'interface, tandis que l'origine de la bande /5 peut impliquer
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des interactions d'échange magnétiques significatives causant un dédouble-
ment énergétique d'environ 200 meV.

Les états de défaut peuvent également influencer les propriétés électro-
niques. Les mesures STS a certains sites ont montré des pics LDOS localisés
autour de 0,3eV. Les simulations DFT suggérent que les lacunes de Fe pour-
raient introduire des états traversant le niveau de Fermi, dopant effective-
ment le systéme et conduisant potentiellement a des états de puits quan-
tiques.

En conclusion, les monocouches de FeCly sur Au(111) présentent des in-
teractions électroniques complexes, y compris des bandes de surface dédou-
blées résultant possiblement d'effets de proximité magnétique. Ces résultats
ouvrent des voies pour des applications spintroniques et une exploration plus
approfondie des hétérostructures de van der Waals. Les travaux futurs vise-
ront a résoudre la structure électronique prées du niveau de Fermi avec une
plus grande précision et a clarifier le rOle des défauts dans les propriétés élec-
troniques de la monocouche. Voir la fig. 8.3 pour un résumé graphique.

123



Metallic Pudding mold
a) 1 O 7 /\ - — 1 0
— kT 1] I
S 00 oI 00
LIjL -10—- VA2=VBZ . ——-10
w  -2.041 . r-2.0
-3.0 T T T 1T T T T --3.0
-2 -1 0 1 2 -2 -1 0 1 2
KK' M
Symmetry points
d ) 400 _ S, undoped 7
— S, ungiopcd
= S Io
_300F 2 B dna) 1
< e
> il
=2 200f P PSS
%) 0 7 .-
- -
7 -
100}~ P .
/////
0 /l 1 1 1 1 1
0 200 400 600 800 1000 1200
T (K)

Figure 8.1-a) Schéma pour une bande métallique et de type pudding mold. v4
etvp représentent les vitesses des bandes au-dessus et en dessous du niveau
de Fermi dans la région rouge mise en évidence de largeur 2kBT. b) Coupe
de bande dans le plan a 542 eV (k, = I') et a 590 eV d'énergie photonique
(k. = Z), superposée avec les bandes calculées en rouge. c) Zone de Brillouin
primitive de CuRhO2. Les points de haute symétrie et le chemin les reliant
sontindiqués. d) Les composantes S, et S, , du coefficient Seebeck calculé en
fonction de la température pour I'échantillon non dopé et I'échantillon dopé a
10%. Les données expérimentales de [69] et [68] sont comparées aux calculs

du coefficient Seebeck dopé.
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Figure 8.2 - a) Surface de Fermi dans le plan k-100> - k<10~ pour I'échantillon
de 30 u.c. b) EDCs intégrées des échantillons de 9o u.c., 45 u.c. et 15 u.c. dans
la région d'énergie de la bande de Hubbard et du pic de quasi-particule prés
du niveau de Fermi. Toutes les mesures ont été prises avec des photons s-
polarisés a hv = 82 eV. ¢) Mesures XPS de I'énergie de liaison dans la gamme
de 505 eV a 540 eV pour les échantillons de 90 u.c., 45 u.c. et 15 u.c. L'encart
montre le pic Ca 2s utilisé pour calibrer I'énergie de liaison de I'échantillon
isolant de 15 u.c. d) Pics lorentziens extraits et ajustements linéaires pour la
dispersion des échantillons de 9o u.c., 45 u.c., 30 u.c. et 25 u.c. a 82 eV. Les pics
des différents échantillons sont décalés le long de k.10~ pour une meilleure
visualisation.
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Figure 8.3 - a) Cartes QPI obtenues par transformée de Fourier des cartes
dl/dV a 25 meV, 200 meV et 475 meV pour la monocouche isolée de FeCls.
Les lignes pointillées rouges et jaunes sont des guides pour le vecteur de dif-
fusion q observé. Relation de dispersion entre q et I'énergie E obtenue par
intégration radiale des cartes QPI pour b) la monocouche de FeCl, dans une
petite plage d'énergie autour de Ep, c) la monocouche de FeCly dans une plage
d'énergie plus large. d) Pics extraits pour I'état de surface Au SS et les bandes
« et 5 du FeCly a partir de la dispersion QPI. e) Positions des pics dans le gra-
phique de la seconde dérivée pour les bandes « et 3 extraites de c et conver-
ties en espace k. f) Carte dI/dV d'une monocouche de FeCls (Vy =1,5V, | = 50 pA).
Les points rouges et bleus représentent les emplacements pour les spectres
ponctuels STS a la couche FeCls et a la surface Au(111) respectivement. g) Pro-
fils STS moyennés pour les zones claires, sombres et Au de f.
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9 - Resumen en espafnol

9.1. Introduccidén

Comprender la relacion entre la estructura atémica, las propiedades fun-
cionalesy la estructura electrénica de los materiales es un desafio fundamen-
tal en la fisica de la materia condensada. Muchos de los fendmenos mas intri-
gantes en la ciencia de los materiales, como la superconductividad, el magne-
tismo y los efectos termoeléctricos, surgen de interacciones sutiles entre es-
tos tres dominios. A pesar de los avances significativos, las complejas formas
en las que la disposicion atomica y las correlaciones electrénicas dan lugar
a comportamientos funcionales Unicos siguen siendo una cuestién abierta,
especialmente en los materiales fuertemente correlacionados.

Esta tesis esta motivada por la necesidad de profundizar nuestra com-
prensién de cémo la estructura atémica y electrénica de los materiales go-
bierna sus propiedades fisicas. CURhO, dopado con Mg para aplicaciones ter-
moeléctricas, peliculas delgadas del metal correlacionado CaVOs, y el aislante
magnético bidimensional van der Waals FeCl, en Au(111) han sido seleccio-
nados como estudios de caso por su rico comportamiento electrénico y su
potencial en aplicaciones termoeléctricas, dispositivos cuanticos y espintré-
nica. Cada uno de estos materiales presenta interacciones complejas entre
sus configuraciones atémicas y estructura electrénica, proporcionando plata-
formas ideales para explorar como modificaciones sutiles—como el dopaje,
la reduccion de la dimensionalidad o los estimulos externos—pueden alterar
drasticamente sus propiedades funcionales.

9.2 . Fundamentos teéricos y experimentales

El marco tedrico de esta tesis se centra en la comprension de la formacion
de bandas electrénicasy el impacto de las correlaciones electronicas en mate-
riales fuertemente correlacionados. Utilizando el modelo de enlaces fuertes,
describimos cémo los orbitales atdmicos en una red cristalina se superponen
para formar bandas de energia. La introduccion de interacciones electron-
electron a través del modelo de Hubbard nos permite explorar cdmo estas
correlaciones pueden llevar a fendbmenos como transiciones metal-aislante
y propiedades termoeléctricas mejoradas. Para modelar con precisidn estos
efectos en materiales reales, se emplea la Teoria del Funcional de la Densidad
(DFT), con la extensién DFT+U para tener en cuenta las fuertes interacciones
electron-electrén tipicas de los orbitales localizados d y f. Este enfoque tedrico
permite una descripcion mas precisa de la estructura electrénica en sistemas
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correlacionados, donde la teoria de bandas convencional resulta insuficiente.

Experimentalmente, la espectroscopia de fotoemision resuelta en angulo
(ARPES) se utiliza para sondear la estructura de bandas electrénicas y la su-
perficie de Fermi de estos materiales, proporcionando mediciones directas de
como las correlaciones y modificaciones estructurales influyen en su compor-
tamiento electrénico. La microscopia de efecto tinel (STM)y la espectroscopia
de efecto tunel (STS) se utilizan para obtener una resolucion a escala atémica
de la topografia de la superficie y la densidad local de estados (LDOS), lo cual
es esencial para estudiar los estados electrénicos localizados, especialmente
en sistemas de baja dimensionalidad como los dihaluros metalicos 2D. La in-
terferencia de cuasi-particulas (QPI) complementa estas técnicas al capturar
informacion resuelta en momento sobre los estados de superficie a través
de la dispersion de cuasi-particulas, proporcionando informaciéon adicional
sobre la estructura electrénica por encima del nivel de Fermi que no es acce-
sible Unicamente a través de ARPES.

9.3 . Termoelectricidad en CuRhO, dopado con Mg

En este capitulo, investigamos la estructura electrénica del CuRhO, do-
pado con Mg, un éxido de tipo delafosita. CuRhO2 es un material aislante con
un coeficiente Seebeck S alto. El dopaje del material con Mg lo convierte en
metalico mientras sigue conservando el valor alto de S. Este comportamiento
es inesperado, ya que los metales tienden a tener un coeficiente termoeléc-
trico bajo debido a las movilidades iguales de electrones y huecos cerca del
nivel de Fermi. El rendimiento termoeléctrico de un material se caracteriza
por la figura de mérito termoeléctrica ZT = S?0T/k, donde S es el coefi-
ciente Seebeck, o es la conductividad eléctrica, T' es la temperatura, y x es
la conductividad térmica. Un coeficiente Seebeck alto junto con una buena
conductividad eléctrica y una baja conductividad térmica son, por lo tanto,
criticos. EI CuRhO2 dopado que muestra un comportamiento metalico junto
con un coeficiente Seebeck alto es un material candidato perfecto para apli-
caciones potenciales en dispositivos termoeléctricos.

La estructura de banda de tipo "pudding-mold", con una dispersién plana
justo por encima (debajo) del nivel de Fermi y una banda altamente disper-
siva justo debajo (por encima) del nivel de Fermi, juega un papel central en
el rendimiento termoeléctrico observado de CuRhO,, como sugieren los cal-
culos tedricos. Utilizando la ARPES, cartografiamos la estructura de bandas
y observamos esta estructura de bandas de tipo "pudding-mold" en CuRhO4
metalico dopado con 10% de Mg. Se realizaron calculos de la Teoria del Fun-
cional de la Densidad (DFT) del CuRhO; aislante. Con un pequefio desplaza-
miento rigido de -0.06 del nivel de Fermi, las bandas calculadas muestran una
excelente coincidencia con la estructura de bandas ARPES de la muestra do-
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Figure 9.1 - a) Esquema para una banda metalicay de tipo "pudding mold". v 4
y Vg representan las velocidades de banda por encima y por debajo del nivel
de Fermi en la region roja resaltada de ancho 2kgT. b) Corte de la banda en el
plano a 542 eV (k, = I') y a 590 eV de energia de fotén (k, = Z), superpuesto
con las bandas calculadas en rojo. c) Zona de Brillouin primitiva de CuRhOs.
Se indican los puntos de alta simetria y el camino que los conecta. d) Las com-
ponentes S,. vy S, del coeficiente Seebeck calculado en funcién del nivel de
temperatura para la muestra no dopada y la muestra dopada al 10%. Los da-
tos experimentales de [69] y [68] se comparan con los calculos del coeficiente
Seebeck dopado.

pada. Estas bandas desplazadas se utilizaron luego para calcular el coeficiente
termoeléctrico de Seebeck. Los valores calculados del coeficiente Seebeck S
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~ 256uV/K para las muestras dopadas a 1000 K estan en estrecho acuerdo
con los experimentos.

La combinacion de conocimientos experimentales y tedricos lleva a una
comprension integral de cémo el dopaje con Mg ajusta la estructura electré-
nica de CuRhO, para mejorar su rendimiento termoeléctrico. Los hallazgos
de este capitulo tienen implicaciones mas amplias para el disefio y la explora-
cion de otros materiales termoeléctricos basados en 6xidos con esta banda
de tipo "pudding-mold" para aplicaciones termoeléctricas. Consulte la fig. 9.1
para ver un resumen grafico.

9.4 . Transicion metal-aislante en peliculas delgadas de CavVO;
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Figure 9.2 - a) Superficie de Fermi en el plano k<190~ - K<p10> para la muestra
de 30 u.c. b) EDCs integrados de las muestras de 90 u.c., 45 u.c. y 15 u.c. en la
regiéon de energia de la banda de Hubbard y el pico de cuasiparticulas cerca
del nivel de Fermi. Todas las mediciones se realizaron con fotones polarizados
ensahr =82eV. ¢) Mediciones XPS BE en el rango de 505 eV a 540 eV para las
muestras de 90 u.c., 45 uU.C. y 15 u.C. El recuadro muestra el pico Ca 2s utilizado
para calibrar la energia de enlace de la muestra aislante de 15 u.c. d) Picos
lorentzianos extraidos y ajustes lineales para la dispersién de las muestras
de 90 u.c., 45 u.c., 30 U.C. Y 25 U.C. @ 82 eV. Los picos de diferentes muestras
se desplazan a lo largo de k<190~ para una mejor visualizacion.

Este capitulo presenta una investigacion detallada de la estructura elec-
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tronica de peliculas delgadas de CaVOs, centrandose en como el grosor de
la pelicula influye en su transicion metal-aislante (MIT). CaVO3 es un material
fuertemente correlacionado donde las interacciones electron-electrén juegan
un papel dominante en la determinacion de sus propiedades electronicas. El
estudio explora como las interacciones de las peliculas delgadas de CaVOs
crecidas sobre sustratos de SrTiO3 evolucionan en funcion del grosor de la
pelicula y su impacto en la estructura electronica del material.

Utilizando la ARPES, examinamos peliculas de CaVOg3 de varios grosores,
que van desde el grosor de tipo masivo (90 celdas unidad (u.c.)) hasta peliculas
ultradelgadas (hasta 15 u.c.). Las mediciones de ARPES revelan cambios claros
en el nivel de Fermi. A medida que el grosor de la pelicula disminuye de 90
u.c. a 20 u.c., la superficie de Fermi en el plano se expande en el espacio de
momentos y se vuelve isotrépica en las direcciones k, y k,, lo que indica una
contraccion de los vectores de red en el plano para coincidir con la red del
sustrato subyacente SrTiOs. SrTiO3 tiene una constante de red en el plano
a = 3.9 A en comparacion con la constante de red de CaVO3 masivo de a =
3.77 A, lo que resulta en una tensién epitaxial de traccién cerca de la interfaz
pelicula-sustrato.

También observamos que a medida que el grosor de la pelicula dismi-
nuye, el ancho de banda de las bandas de conduccién se reduce ligeramente,
lo que indica una reduccion en el ancho de banda de la banda de conduc-
cién. La estructura electrénica de estas peliculas conserva sus caracteristicas
metalicas, con una banda amplia cerca de la superficie de Fermi. Sin embargo,
cuando el grosor se reduce de 20 u.c. a 15 u.c., se produce una aparicion re-
pentina de una brecha de banda y una transicion clara a un estado aislante.

La espectroscopia de fotoelectrones de rayos X (XPS) a nivel de nucleo
respalda ademas los hallazgos de ARPES, proporcionando evidencia de cam-
bios en el entorno quimico y la estructura electrénica con la disminucion del
grosor. Hay un gran cambio en el estado de oxidacion del V de V4t a V3t y
una fuerte disminucion en la covalencia V-0, que parece ser impulsada por la
mayor inclinacién octaédrica debido a la tensién epitaxial.

Estos hallazgos corroboran los datos experimentales existentes y tienen
amplias implicaciones para el disefio y control de las propiedades electro-
nicas en peliculas delgadas de 6xidos, donde el grosor de la pelicula puede
utilizarse como un parametro de ajuste para disefiar el comportamiento del
material. Consulte la fig. 9.2 para ver un resumen grafico.

9.5 . Estados cuanticos del dihaluro metalico 2D FeCl; en Au(111)

Este estudio investiga la estructura electrénica de una monocapa (ML) de
FeCly crecida sobre un sustrato Au(111). FeCl,, un dihaluro de metal de tran-
sicién bidimensional, exhibe ferromagnetismo inherente y propiedades se-
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miconductoras, lo que lo convierte en un candidato prometedor para aplica-
ciones espintronicas.

Utilizando microscopia de efecto tunel a baja temperatura (LT-STM), ob-
servamos que la monocapa de FeCly; forma una capa triple Cl-Fe-Cl con una
ligera expansion de la red a aproximadamente 3.65A. Las modulaciones su-
perficiales pseudoperiddicas sugieren distorsiones en las capas subyacentes
de Fey Cl.

Las mediciones de ARPES revelaron una banda de valencia plana alrede-
dor de —2.7eV, atribuida a FeCl,. Los calculos de la teoria del funcional de
la densidad (DFT), incluyendo el Hubbard U y el acoplamiento espin-orbita
(SOCQ), confirman un estado fundamental ferromagnético aislante con una
brecha de banda de aproximadamente 3eV y un momento magnético de
3.56 up por atomo de Fe.

La espectroscopia de efecto tunel (STS) indicé que la densidad local de es-
tados (LDOS)varia espacialmente a través de la monocapa. Las areas brillantes
de los mapas dI/dV con un sesgo de muestra de 1,5 eV mostraron varios picos
cerca del nivel de Fermiy un aumento en LDOS a 1,22 eV, lo que sugiere el in-
icio de la banda de conduccién e implica una brecha de banda mas pequefia
que la reportada anteriormente.

Las mediciones de interferencia de cuasi-particulas (QPI) descubrieron
dos bandas dispersivas cerca del nivel de Fermi, designadas como las ban-
das oy  de FeClsy, con los fondos de banda a —0.23eV y —0.05 eV, respecti-
vamente. Estas bandas muestran masas efectivas similares al estado superfi-
cial de Au(111). Se interpreta que la banda « es un estado superficial de Au(111)
desplazado debido a efectos de interfaz, mientras que el origen de la banda
[ puede implicar interacciones de intercambio magnético significativas que
causan una division energética de aproximadamente 200 meV.

Los estados de defecto también pueden influir en las propiedades elec-
tronicas. Las mediciones de STS en ciertos sitios mostraron picos LDOS locali-
zados alrededor de 0.3 eV. Las simulaciones DFT sugieren que las vacantes de
Fe podrian introducir estados que cruzan el nivel de Fermi, dopando efectiva-
mente el sistema y conduciendo potencialmente a estados de pozo cuantico.

En conclusién, las monocapas de FeCl, en Au(111) muestran interacciones
electronicas complejas, incluidas bandas superficiales divididas posiblemente
resultantes de efectos de proximidad magnética. Estos hallazgos abren cami-
nos para aplicaciones espintrénicas y una mayor exploracién de las heteroe-
structuras de van der Waals. El trabajo futuro buscara resolver la estructura
electronica cerca del nivel de Fermi con mayor precision y aclarar el papel de
los defectos en las propiedades electrénicas de la monocapa. Consulte la fig.
9.3 para ver un resumen grafico.
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Figure 9.3 - a) Mapas de QPI obtenidos por transformada de Fourier de los
mapas de dI/dV a 25 meV, 200 meV y 475 meV para la monocapa aislada de
FeCls. Las lineas discontinuas rojas y amarillas son guias para el vector de
dispersién q observado. Relacién de dispersién entre qy la energia E obtenida
mediante la integracion radial de los mapas QPI para b) la monocapa de FeCl,
en un rango pequefo de energia alrededor de Ef, c) la monocapa de FeCl, en
un rango de energia mas amplio. d) Picos extraidos para el estado superficial
de AuSSylasbandas ay 8 de FeClsy a partir de la dispersion QPI. e) Posiciones
de los picos en el grafico de segunda derivada para las bandas a y 5 extraidas
de cy convertidas en el espacio k. f) Mapa de dI/dV de una monocapa de FeCl,
(Vy =15V, | = 50 pA). Los puntos rojos y azules representan los puntos de
espectros STS en la capa FeCl; y en la superficie de Au(111), respectivamente.
g) Perfiles STS promediados para las zonas claras, oscuras y de Au de f.
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