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Resumen

La Visión Artificial (VA) o Computer Vision (CV) está muy presente tanto en aplica-
ciones personales cotidianas que se utilizan en smartphones, ordenadores o incluso
vehículos, como en la industria productiva, donde es una de las tecnologías fun-
dacionales de la automatización de muchos de los procesos visuales (fabricación y
control automatizado, análisis de contenido audiovisual, videovigilancia, conducción
autónoma...). Esta línea de investigación (VA), que pertenece a la denominada
Inteligencia Artificial (IA) o Artificial Intelligence (AI), ha ayudado a añadir valor y
a mejorar la calidad de los productos, así como gestionar la fabricación y facilitar la
comercialización y la distribución de bienes. En general, ha permitido crear nuevas
funcionalidades de valor añadido y optimizar numerosos procesos, bajando sus
costes y haciéndolos más eficientes.

La visión artificial empezó su andadura en la industria a finales de la primera década
del siglo XXI (2005-2012). Por aquel entonces, las técnicas clásicas de procesamiento
de imagen afrontaban el reto de reducir complejidad en sus algoritmos SW y hacerlos
ejecutar en tiempo real en un set-up HW aceptable en costes y tamaño. Con la
revolución del Aprendizaje Profundo (AP) o Deep Learning (DL) que se inició
en la segunda década de este siglo y que se ha desarrollado especialmente en
los últimos años (2012-actualidad), se ha dotado de IA a los sistemas basados
en VA, introduciendo el uso de técnicas basadas en Redes Neuronales Profundas
(RNP) o Deep Neuronal Networks (DNN). Estas redes neuronales se han convertido
rápidamente en parte esencial del campo de VA, dado su potencial y aplicabilidad,
demostrada en muchos sectores de la industria. Sin embargo, la introducción de
las RNP en productos/servicios/aplicaciones industriales acarrea una serie de retos
que han de ser resueltos poco a poco. A día de hoy, algunos de ellos están todavía
pendientes de una solución real y factible.

La elección de las arquitecturas SW y HW, así como su configuración/modificación
para los casos de uso concretos, requieren nuevas líneas y tareas de investigación
para poder garantizar la Fiabilidad, Disponibilidad, Mantenibilidad, Escalabilidad
(FDME), y en último caso, y si la funcionalidad así lo requiere, la Seguridad de
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los productos/servicios para que al final sistemas basados en estas tecnologías
puedan ser comercializados. Este proyecto de tesis tiene como objetivo proporcionar
conocimientos y herramientas basados en sistema de Visión e Inteligencia Artificial
(VA&IA) para el desarrollo de:

Prototipos funcionales y accesibles para cualquier tipo de empresa.
Productos comerciales en producción.
Productos para sistemas embebidos.
Funcionalidades de tipo Nivel de Integridad de Seguridad (NIS) o Safety
Integrity Level (SIL).

Este trabajo también expone los resultados de las investigaciones realizadas en
diferentes casos de uso y en diferentes sectores industriales a lo largo de la vida
profesional del autor de esta memoria. Dichas investigaciones han sido publicadas en
revistas y congresos internacionales, en aras a obtener el respaldo de las personas que
han aceptado publicar los artículos, y de las personas que tengan a bien leerlos.

En esta memoria, que se realiza bajo la modalidad de compendio de artículos,
se presenta un amplio resumen de la labor investigadora realizada, así como los
artículos y las patentes que la avalan.
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Laburpena

Ikusmen Artifiziala (IkA) edo Computer Vision-a (CV) oso presente dago bai telefono
adimendunetan, ordenagailuetan edo baita ibilgailuetan erabiltzen diren eguneroko
aplikazio pertsonaletan, baita ekoizpen-industrian ere, non begizko prozesu asko
automatizatzeko oinarrizko teknologietako bat den (fabrikazio eta kontrol automa-
tizatua, ikus-entzunezko edukien azterketa, bideo-zaintza, gidatze autonomoa...).
Adimen Artifiziala (AA) edo Artificial Intelligence (AI) izenekoari dagokion ikerketa-
lerro honek (IkA) balio erantsia ematen eta produktuen kalitatea hobetzen lagundu
du, baita ekoizpena kudeatzen eta salgaien banaketa eta merkaturatze prozesua
errazten ere. Oro har, balio erantsiko funtzionaltasun berriak sortzea eta prozesu
ugari optimizatzea ahalbidetu du, haien kostuak murriztuz eta eraginkorragoak
eginez.

Ikusmen artifizialak XXI. mendeko lehen hamarkadaren amaieran (2005-2012) hasi
zuen bere ibilbidea industrian. Garai hartan, irudiak prozesatzeko teknika klasikoek
euren SW algoritmoen konplexutasuna murrizteko eta kostu eta tamaina aldetik
onargarria zen HW konfigurazio batean denbora errealean aplikazioak exekutatzeko
erronkei aurre egin zioten. Mende honetako bigarren hamarkadan hasi eta bereziki
azken urteotan (2012-gaur egun) garatu den Ikaskuntza Sakonaren (IS) edo Deep
Learning-aren (DL) iraultzarekin, IkA-en oinarritutako sistemak AA-az hornitu dira,
Sare Neuronal Sakonetan (SNS) edo Deep Neuronal Networks-etan (DNN) oinarri-
tutako tekniken erabilera integratuz. Sare neuronal hauek IkA eremuan ezinbesteko
zati bihurtu dira, industria-sektore askotan dituzten potentziala eta aplikagarritasuna
egiaztatu bait dira. Hala ere, SNS-ak produktu/zerbitzu/aplikazio industrialetan
sartzeak hainbat erronka dakartza berekin, pixkanaka konpondu beharrekoak. Gaur
egun, horietako batzuk konponbide erreal eta bideragarri baten zain daude orain-
dik.

SW eta HW arkitekturak aukeratzeak, bai eta erabilera kasu zehatzetarako beraien
konfigurazioak/aldaketak burutzeak, ikerketa-lan eta ildo berriak eskatzen ditu
Fidagarritasuna, Erabilgarritasuna, Mantenigarritasuna, Eskalagarritasuna (FEME),
eta azken kasuan, eta funtzionaltasunak hala eskatzen badu, teknologia horietan
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oinarritutako sistemak merkaturatzea ahalbideratuko duen produktu/zerbitzuen
Segurtasuna bermatzeko. Tesi proiektu honek ondorengo garapen hauek aurre-
ra eramateko Ikusmen eta Adimen Artifizialean (IkA&AA) oinarritutako sistemen
ezagutzak eta tresnak eskaintzea du helburu:

Prototipo funtzionalak eta eskuragarriak edozein motatako enpresarentzat.
Produktu komertzialak ekoizpenean.
Sistema txertatuetarako produktuak.
Segurtasun Osotasun Maila (SOM) edo Safety Integrity Level (SIL) motako
funtzionalitateak.

Lan honek txosten honen egilearen lanbide-bizitzan zehar erabilera-kasu ezberdine-
tan eta industria-sektore ezberdinetan egindako ikerketen emaitzak azaltzen ditu.
Ikerketa hauek nazioarteko aldizkari eta kongresuetan argitaratu dira, artikuluak
argitaratzea adostu duten pertsonen eta irakurtzeko prest dauden pertsonen aitortza
lortzeko asmoz.

Artikuluen bildumaren bidez egiten den memoria honetan, egindako ikerketa-
lanaren laburpen zabala aurkezten da, baita berau eusten duten artikuluak eta
patenteak ere.
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Abstract

Computer Vision (CV) is very present both in everyday personal applications used
in smartphones, computers or even vehicles, and in the production industry, where
it is one of the foundational technologies for the automation of many visual pro-
cesses (automated manufacturing and control, audiovisual content analysis, video
surveillance, autonomous driving...). This research line (CV), which belongs to the
so-called Artificial Intelligence (AI), has helped to add value and improve the quality
of products, as well as managing manufacturing and facilitating the marketing and
distribution of goods. In general, it has enabled the creation of new value-added
functionalities and the optimisation of numerous processes, decreasing their costs
and making them more efficient.

Machine vision began its journey in industry at the end of the first decade of the 21st
century (2005-2012). At that time, classical image processing techniques faced the
challenge of reducing complexity in their SW algorithms and making them run in real
time on an acceptable HW set-up in terms of cost and size. With the Deep Learning
(DL) revolution that started in the second decade of this century and has developed
especially in the last few years (2012-present), CV-based systems have been endowed
with AI, introducing the use of techniques based on Deep Neural Networks (DNN).
These neural networks have quickly become an essential part of the CV field, given
their potential and applicability, demonstrated in many industry sectors. However,
the introduction of DNNs in industrial products/services/applications brings with it
a number of challenges that need to be solved gradually. Today, some of them are
still awaiting a real and feasible solution.

The choice of SW and HW architectures, as well as their configuration/modification
for specific use cases, require new research lines and tasks in order to guarantee
the Reliability, Availability, Maintainability, Scalability (RAMS), and ultimately, if
the functionality requires it, the Security of the products/services so that systems
based on these technologies can be marketed. This thesis project aims to provide
knowledge and tools based on Computer Vision and Artificial Intelligence (CV&AI)
for the development of:
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Functional and accessible prototypes for any type of company.
Commercial products in production.
Products for embedded systems.
Safety Integrity Level (SIL) type functionalities.

This work also presents the results of research carried out in different use cases and
in different industrial sectors throughout the author’s professional life. This research
has been published in international journals and conferences, in order to obtain the
support of the people who have accepted to publish the articles, and of the people
who are willing to read them.

This report, which is a compilation of articles, presents a broad summary of the
research work carried out, as well as the articles and patents that support it.
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Eskertzak

Nahiz eta inguruko askorentzat lan hau isilpean eta oharkabean pasa den,

Etxekoei
Egunero zaintzen nauten nire hiru sorginei, momentu baxuetan aurrera egiteko
indarrak eman dizkidaten irribarre goxo horiengatik.

Lankideei
Nere alboan lan egin nahi edo beste erremediorik izan ez duten guzti horiei. Zue-
kin guztiokin egindako elkarlan eta parrandengatik. Horiek gabe, ez zen posible
izango.

Zuzendari eta Mentoreei
Momentu txarretan, eta proiektu honekin jarraitzeko nire borondate eza aurka
izanda ere, lan guzti hau aurrera eramatera animatu izanagatik. Baita hasiera
haietan mentore gisara lan honi ekitera intsistentziaz bultzatu izanagatik ere.

Familiari
Lan honetan nenbilela jakin ez bazekiten ere, txikitatik hona, hurrengo orri hauetako
lana burutzeko emandako erreminta, laguntza eta maitasun guztiagatik.

Lagunei
Lan hau burutu bitartean biziarazitako ekintza ’ludiko-festibo’ guztiengatik.
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1Introducción

La visión artificial es un campo de la inteligencia artificial que enseña a los orde-
nadores a ‘ver’, observar, inspeccionar y comprender el contenido de las imágenes
digitales. Por tanto, un sistema de visión e inteligencia artificial implica la capacidad
de una máquina de obtener información significativa a partir de entradas visuales
como imágenes y vídeos, y de realizar acciones o recomendaciones basadas en esa
información. Para ello requiere el empleo de sensores visuales como cámaras de
fotos o vídeos y técnicas de procesamiento digital de señales. La visión artificial
funciona en tres pasos básicos:

Adquisición de la imagen: las imágenes, se pueden adquirir en tiempo real
a través de cámaras de rangos espectrales diferentes (entre ellos el visual) o
a través de representaciones gráficas de otros sensores como el LiDAR (light
detection and ranging).
Procesamiento de la imagen: se puede realizar mediante filtros digitales,
técnicas clásicas de segmentación o tracking, o por modelos de aprendizaje
profundo que automatizan gran parte de este proceso con el fin de identificar
y clasificar los objetos que aparecen en ellas. Estos modelos se entrenan con
miles de imágenes etiquetadas previamente.
Entendimiento de la imagen: el paso final es el paso interpretativo, donde se
identifica o clasifica un objeto.

Se puede considerar que la visión artificial es un campo de la inteligencia artificial
y si la IA permite a los ordenadores ‘pensar’, la VA les permite ver, ‘observar y
comprender’.

Actualmente, las aplicaciones de visión artificial están presentes desde en pequeñas
aplicaciones en la vida cotidiana de cada persona, hasta en grandes y complejas
tareas industriales donde se utiliza para automatizar procesos. Las aplicaciones son
numerosas (ver Fig. 1.1): detección de defectos, control de calidad, metrología,
detección de intrusos alimenticios, lectura de códigos, verificación de montajes,
videovigilancia, autenticación de identidad, análisis de contenido audiovisual, con-
ducción autónoma... Y los sectores que se benefician de ellos también: automoción,
sector agroalimentario, envases, packaging y embalajes, electrónica, logística, sector
audiovisual, seguridad, movilidad...
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(a) Robótica. (b) Autenticación. (c) Conducción autónoma.

(d) Alimentación. (e) Contenido audiovisual. (f) Control de calidad.

Fig. 1.1: Ejemplos de uso de técnicas de visión e inteligencia artificial en producción en
distintos sectores de la industria.

El tamaño del mercado mundial que mueven las tecnologías de visión e inteligencia
artificial se valoró en 12,78 mil millones de dólares en 2021 y se espera que se ex-
panda a una tasa de crecimiento anual compuesta (CAGR) del 12,5 % hasta alcanzar
los 24,19 mil millones de dólares en 2029 [DBM23]. Las crecientes necesidades en
inspección de calidad, en la automatización en diferentes verticales industriales y en
sistemas basados en robótica guiada por visión, impulsan con fuerza el crecimiento
del mercado. Estas tecnologías también son de importancia para los sectores como
el de la automoción, la aeronáutica y el transporte ferroviario, ya que están en
plena fase de desarrollo de sus vehículos autónomos. Toda esta espiral de demanda
tecnológica hace disparar la financiación de numerosos proyectos de investigación
en el campo de VA&IA, y en consecuencia, el goteo de resultados publicables crece
de forma considerable (ver Fig. 1.2).

Fig. 1.2: Número de publicaciones por área de estudio dentro de IA [Sta23]).
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Sin embargo, todavía hoy en día, la visión artificial se enfrenta a retos no resueltos
en su objetivo de penetrar definitivamente en aplicaciones industriales y ofrecer
servicios fiables, estables y de bajo coste, tanto en su implantación como en su
mantenimiento:

Costes elevados de set-up: aunque dependa mucho del tipo de aplicación,
si ésta necesita de un set-up multi-sensor y el equipo necesario para procesar
dicha tecnología en tiempo real y de forma continuada, los costes se disparan.
La conducción autónoma es un buen ejemplo de ello, ya que requiere un pro-
cesamiento en tiempo real, en equipos embarcados y gestionando información
proveniente de muchos sensores.
Necesidad de mucha información inicial: los modelos de AP requieren un pre-
entrenamiento que consume muchos datos iniciales. Capturarlas, procesarlas,
etiquetarlas y entrenar los modelos tiene un coste logístico, temporal y de
recursos elevado.
Costes elevados en mantenimiento: muchas de las aplicaciones industriales
actuales exigen que los sistemas cumplan con requisitos de fiabilidad, disponibi-
lidad, mantenibilidad y escalabilidad. Dado que la tecnología es relativamente
nueva y evoluciona rápido, las situaciones inesperadas en su correcto funciona-
miento son frecuentes. Mantenerlos, escalarlos y ofrecer un servicio disponible
en todo momento supone unos gastos elevados.
Legislación y procesos de certificación: las industrias que desarrollan apli-
caciones de seguridad que requieren altos niveles de integridad, todavía no
pueden incorporar estas tecnologías ya que la legislación vigente no lo permite
en muchos sectores. La tecnología de visión artificial y la forma de demostrar
su fiabilidad todavía tendrán que desarrollarse antes de que estos algoritmos
puedan ser utilizados para controlar sistemas críticos de seguridad.

1.1 Contexto del trabajo de investigación

Los resultados presentados en este proyecto de tesis doctoral son fruto de diversos tra-
bajos de investigación realizados durante la experiencia profesional del doctorando.
Concretamente, se apoya en un compendio de artículos que han sido desarrollados
gracias a la cooperación durante los últimos años entre grupos de investigación de
diferentes empresas y el departamento de Ciencias de la Computación e Inteligencia
Artificial (CCIA, ) de la Universidad del País Vasco (UPV, ). Este departamento
trabaja en proyectos que comparten las mismas necesidades tecnológicas relativas al
VA e IA que las empresas industriales para conseguir soluciones competitivas que
ofrezcan resultados de vanguardia. Estas necesidades son el nexo de unión que han
dado lugar a todos los artículos que componen este proyecto de tesis.
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1.1.1 Currículum investigador y profesional

En su paso por varias empresas de diferentes sectores (Fig. 1.3), el doctorando ha
trabajado más de 15 años en proyectos de automatización basados en VA y IA (Sec.
1.7). Primeramente, en el centro de investigación Vicomtech (2007-12), como inves-
tigador e ingeniero SW, diseñando y desarrollando sistemas, además de como líder
de proyectos, gestionando proyectos cliente y equipos I+D. En una segunda etapa
en la start-up de base científico-tecnológica Smowltech (2012-18), como máximo
responsable en la fase fundacional de la empresa y como posterior director técnico,
comercializando internacionalmente aplicaciones de autenticación biométrica. Por
último, en CAF Signalling (2018-actualidad), como responsable de la división del
vehículo autónomo, liderando proyectos cliente y equipos I+D en el campo de
la automatización de operaciones ferroviarias basada en Sistemas de Transporte
Inteligente (STI). Además, durante dos cursos académicos (2010/11 y 2017/18),
compagino su trabajo con un puesto de profesor adjunto en el departamento de
Ingeniería Electrónica de la UPV.

En cuanto a su currículum investigador son reseñables sus diferentes actuaciones
como líder de tarea y paquete de trabajo en 6 proyectos de investigación de ámbito
nacional e internacional, así como su papel de coordinador e investigador principal
en otros 2 proyectos: en un Retos-Colaboración () y un SME Instrument-H2020
(). Por otra parte, su trayectoria como investigador se ve reforzada por numerosas
publicaciones como autor principal, 5 de ellas en revistas de renombre con cuartiles
Q1 y Q2 (Sec. 4), y por 4 patentes internacionales (Sec. 5), que habiendo siendo
reconocidas por los organismos pertinentes, protegen sus trabajos de investigación.

(a) Vicomtech.  (b) Smowltech.

SIGNALLING

(c) CAF Signalling.

Fig. 1.3: Centro tecnológico y empresas de diferentes sectores industriales donde se han
realizado los trabajos presentados en esta tesis.

1.1.2 Vicomtech

Vicomtech es un centro de investigación tecnológica especializado en VA y IA.
Aunque también colabora en proyectos de investigación básica, el principal objetivo
de Vicomtech es tender un puente entre la investigación básica y la industria,
desarrollando soluciones reales para las empresas. Por este motivo, las innovaciones
están muy centradas en aplicaciones industriales.
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Los resultados presentados en este proyecto de tesis, y que corresponden al paso
del tesitando por el centro de investigación, están muy centradas en aplicaciones
concretas y prácticas del sector audiovisual. En concreto, se obtuvieron en proyectos
desarrollados dentro de la subdivisión de Análisis Automatizado de Contenido
Multimedia del departamento de Televisión Digital y Servicios Multimedia.

1.1.3 Smowltech

Smowltech es una start-up que nació como una spin-off del centro de investigación
Vicomtech para el desarrollo de producto y la comercialización de un prototipo que
autenticación de usuarios online mediante reconocimiento biométrico facial. Actual-
mente es una tecnología patentada (ver secciones 5.4 y 5.3), que aparte de autenticar
la identidad de usuario, no solo mediante reconocimiento facial sino también por
voz y forma de tecleo, incorpora una opción de supervisión de su actividad en la
sesión online mediante vigilancia automatizada, captura de screenshots e incluso
pudiendo bloquear periféricos y aplicativos en su dispositivo si así se requiere.

Desarrollar un producto basado en tecnologías de VA y IA, funcional, fiable, dispo-
nible, mantenible y escalable, ofreciendo un servicio en tiempo real supone una
actividad investigadora que a día de hoy es una de las tareas que más recursos
demanda en la empresa. Los resultados exportados al proyecto de tesis doctoral
corresponden a la fase de investigación y desarrollo de este producto industrial por
parte del departamento técnico liderado por el doctorando.

1.1.4 CAF Signalling

CAF Signalling es una filial tecnológica del grupo CAF. Sus actividades se orientan al
diseño, desarrollo, fabricación, suministro y mantenimiento de sistemas de señali-
zación ferroviaria. Proporciona soluciones integrales, cubriendo tanto el ámbito de
infraestructuras como el de material embarcado. Para llevar a cabo dichas activida-
des, la empresa cuenta con capacidad de ingeniería propia, siendo reconocida como
tal por diferentes operadores y gestores de infraestructura ferroviarios en los cinco
continentes.

Innovar es una de las actitudes esenciales de la estrategia empresarial perseguida
por CAF Signalling y actualmente uno de sus principales retos, ya que la siguiente
revolución tecnológica en el sector supondrá la total automatización de la conducción
basada en tecnologías de VA y IA. Así lo recoge el plan de innovación 2022-2026 del
grupo CAF, siendo la conducción autónoma uno de los cuatro pilares de la estrategia
de futuro. En este contexto, CAF Signalling se plantea dar una respuesta tecnológica
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sólida y de largo alcance a una demanda creciente en los niveles de automatización
que garanticen niveles más eficientes de operación y mayores cotas de seguridad.
Para ello está inmersa en una intensa actividad de investigación industrial que está
liderando el doctorando. Es en este área de conducción autónoma donde se centran
las aportaciones a este proyecto de tesis correspondientes al sector ferroviario.

1.2 Motivación

La inclusión de la inteligencia artificial en forma de aprendizaje profundo sobre RNPs
ha revolucionado el campo de la visión artificial en los últimos años. Gracias a ello,
continuamente se están sucediendo nuevos casos de éxito, prototipos y productos
que incorporan dichas tecnologías y revolucionan la automatización de procesos
industriales de todo tipo. Por ejemplo, en detección/identificación de objetos, una
de las tareas más conocidas en visión artificial, los modelos basados en RNPs han
superado ampliamente a los modelos tradicionales [Zou+23], y día a día siguen
mejorando sus resultados.

Sin embargo, esto no siempre fue así. Los primeros prototipos y productos in-
dustrializables sólo se basaban en técnicas tradicionales de visión artificial como
segmentación, detección, clasificación o tracking mediante procesamiento de imá-
genes o de vídeos. De hecho, actualmente, las aplicaciones de visión artificial sin
módulos de inteligencia artificial son muy útiles en aquellos contextos en el que
el problema no requiere de mayor complejidad tecnológica para ser resuelta y los
criterios de seguridad requieren software determinista. Por aquel entonces y en las
actuales aproximaciones estrictamente de visión artificial, las investigaciones eran y
son motivadas por la necesidad de:

Crear prototipos totalmente funcionales.
Crear prototipos válidos para análisis de mercado y la viabilidad de la solución.
Diseñar soluciones con algoritmos optimizados que rebajen el coste compu-
tacional y permitir su ejecución en tiempo real.
Diseñar soluciones con set-up moderados para garantizar la accesibilidad de la
tecnología por todo tipo y tamaño de empresas.

No fue hasta el año 2012 cuando la tecnología basada de aprendizaje profundo
basado en RNPs dotó de inteligencia a las aplicaciones de visión artificial, pasándolas
a llamar aplicaciones basadas en visión e inteligencia artificial. Los retos desde en-
tonces han sido variados y las investigaciones han sido promovidas por la necesidad
de:
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Insertar funcionalidades basadas en visión por computador y RNPs en produc-
tos/servicios en producción [Xia+23].
Ejecutar funcionalidades de visión e inteligencia artificial en tiempo real y con
baja latencia [ZL23].
Obtención de resultados fiables mediante fusión de datos, métodos o diferentes
algoritmos para aumentar la seguridad [Dua23] [Li+23].
Diseño de set-up reducidos que hagan de los productos mantenibles, escalables
y que garanticen su disponibilidad durante su ciclo de vida.

Actualmente, gracias a su éxito y auge, estas tecnologías han permitido imaginar todo
tipo de aplicaciones. Uno de los ejemplos más notorios es el de la robótica autónoma,
el cual requiere poder ejecutar las aplicaciones de forma fiable, en tiempo real y en
sistemas embebidos de bajo consumo. A su vez, si planean operar funcionalidades
de nivel de integridad de seguridad, deben conseguir poder ser certificables. Las
nuevas motivaciones se pueden resumir en:

Portar las soluciones de visión e inteligencia artificial a equipos embebidos,
con recursos limitados y consumo mínimo de energía, tal y como requieren lo
sistemas autónomos [BT23].
Crear plataformas HW embebidas que aíslen las operaciones/ejecuciones cru-
ciales y mantengan de forma eficaz y segura los recursos del sistema [MGL23].
Mantener el rendimiento y las características de fiabilidad, mantenibilidad, dis-
ponibilidad (ejecuciones redundadas) y escalabilidad del sistema en entornos
embebidos [SLS23].
Hacer que las soluciones basadas en inteligencia artificial puedan ser explica-
bles y certificables mediante procesos de verificación y validación estandariza-
dos [Ali+23].

La motivación de transferir estas tecnologías a la industria (que se inició hace ya
una década y media), ha suscitado diferentes líneas de investigación. Dependiendo
de la madurez de la tecnología disponible en cada momento, han perseguido hitos
diferentes pero progresivos hacia un mismo fin: conseguir ejecutar en tiempo real
sistemas complejos de visión e inteligencia artificial en cualquier plataforma HW/SW
subyacente, incluso lo más limitantes en recursos y consumos de energía, y con un
grado de seguridad y fiabilidad certificables.

Las diferentes líneas de investigación descritas en este proyecto de tesis han sido
motivadas por las diferentes necesidades de la industria provenientes del deseo de
integrar estas tecnologías siempre dinámicas y cambiantes. Por tanto, siempre han
tenido como objeto proporcionar conocimientos y herramientas para la comercializa-
ción de sistemas basados en visión e inteligencia artificial aplicados a diferentes casos
de uso reales, cada uno con sus requisitos, y de diferentes sectores industriales.
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1.3 Hipótesis

Teniendo en cuenta las motivaciones expuestas en la sección anterior, se formulan
las siguientes hipótesis, que han servido de base para la investigación llevada a cabo
en este proyecto de tesis:

1. Los sistemas de visión e inteligencia artificial basados en Deep Learning son
parte esencial y muy demandada de las aplicaciones de automatización indus-
trial.

2. Los sistemas de visión e inteligencia artificial han de ser diseñados con el
mínimo set-up de sensores y equipamiento, así como con soluciones simples a
nivel de SW para poder garantizar su accesibilidad por cualquier tipo y tamaño
de empresa.

a) La reducción en la complejidad en el diseño de la solución, la eficiencia en
el desarrollo de algoritmos y la definición de mínimos en las arquitecturas
de IA son esenciales para poder reducir el set-up de sensores y requisitos
de cómputo de la solución.

b) La reducción de costes en la solución final hará del producto una solución
más accesible para todo tipo de empresas y se garantizará la transferencia
tecnológica total a la industria productiva independientemente de su
volumen de negocio.

3. Los sistemas de visión e inteligencia artificial han de demostrar fiabilidad,
disponibilidad, mantenibilidad y escalabilidad para poder ser incluidos dentro
de un producto/servicio en producción.

a) Los modelos de IA son normalmente opacos y poco explicables y es
difícil valorar su fiabilidad de forma clara y concisa. Por tanto, es de vital
importancia ejecutar varios aplicativos que persigan un mismo fin basados
en diferentes modelos IA para poder garantizar cierto grado de fiabilidad.
La fusión de resultados y su gestión son necesarias para garantizar el
grado de fiabilidad requerido por ciertas aplicaciones industriales.

b) Las aplicaciones han de estar disponibles siempre que se requieran. Por
tanto, deberán de existir módulos secundarios de redundancia para ga-
rantizar la disponibilidad ante un fallo del sistema.

8 Capítulo 1 Introducción



c) Las aplicaciones han de ser mantenibles. Será de importancia tener un
buen sistema de mejora y re-entrenamiento.

d) Las aplicaciones basadas en un modelo IA que necesita de procesos
de etiquetado, entrenamiento y validación en bucle para garantizar su
escalabilidad, tienen que tener sistemas ágiles y rápidos para ello.

4. Los sistemas de Visión e Inteligencia Artificial requeridos por la industria de la
movilidad autónoma han de poder ser ejecutados en tiempo real en sistemas
embebidos y de bajo consumo.

a) Las inferencias de las distintas aplicaciones basadas en IA que puedan
estar compartiendo recursos computacionales, han de poder hacerlas
en entornos de sistema embebidos con recursos limitados y consumos
reducidos.

5. Los sistemas de visión e inteligencia artificial han de poder ser validados
y verificados de forma concisa y segura, así como certificados para poder
utilizarlos en las funcionalidades de nivel de integridad de seguridad.

a) El comportamiento de los modelos de IA no puede ser acotado y puede
caer en respuestas no controladas. Es de obligado cumplimiento que se
validen y verifiquen en entornos virtuales que simulen el mayor de los
casos y escenarios posibles. Así podrán ser parte de una funcionalidad
Nivel de Integridad de Seguridad, que requiere datos lo más exactos
posibles sobre probabilidades de fallo de cada subsistema.

b) El HW donde se ejecutan los algoritmos y su arquitectura deberá seguir
diseños e implementaciones que garanticen el control de recursos, ejecu-
ciones redundadas y sistemas de botadores en toma de decisiones para
mayor seguridad.

1.4 Objetivos

Atendiendo a las hipótesis formuladas anteriormente, se definen tres líneas de
investigación, con varios objetivos asociados a cada una de ellas. La Fig. 1.4 muestra
un resumen gráfico de la relación entre contexto y líneas de investigación.
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Fig. 1.4: Resumen de relación Líneas de investigación - Objetivos - Contexto de la investiga-
ción.

1.4.1 Prototipos funcionales y asequibles basados en visión
artificial para la industria audiovisual

Esta línea de investigación se ha centrado en realizar prototipos totalmente funcio-
nales, capaces de operar en tiempo real y basados en técnicas de visión artificial.
El objetivo es lograr que las empresas puedan explorar el mercado en busca de
necesidades de cliente y esclarecer la viabilidad de un producto más maduro de cara
a una futura comercialización. Las soluciones, además de funcionar con precisión y
con aceptable rendimiento, tienen que ser lo más simples posibles y operar con el
mínimo set-up de equipamiento posible. Con ello se garantiza la accesibilidad a esta
tecnología a cualquier tamaño de empresa. Los objetivos concretos son:

Obj 1.1 Crear prototipos funcionales basados en soluciones por visión artificial:

Estudiar las últimas técnicas de visión artificial (segmentación, detec-
ción, clasificación y tracking), configuraciones (set-up) de sensores
visuales (cámaras) y equipamiento de procesamiento para determinar
la mejor solución ad-hoc para diferentes casos de uso del sector.

Probar y desarrollar diferentes soluciones HW y SW para las aplicacio-
nes automatizadas y ofrecer un diferencial de innovación optimizando
y proponiendo nuevas técnicas basándose en las peculiaridades de los
problemas a solucionar.
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Obj 1.2 Crear diseños accesibles para todo tipo y tamaño de empresas, simplificando
las soluciones y adaptando el HW y el SW a las características de cada caso
de uso:

Diseñar configuraciones simplificadas de set-up de sensores y equipa-
miento de procesamiento que permitan soluciones con costes acotados
y simples en operación y mantenimiento.

Simplificar el SW de procesamiento y optimizar algoritmia aprove-
chando las peculiaridades de cada caso de uso con los cuales poder
reducir el alcance de la aplicación hasta el mínimo requerido.

Los resultados presentados en este proyecto de tesis respecto a estos objetivos se
centran en un caso de uso concreto donde mediante análisis automatizado por visión
artificial de contenido multimedia, se ofrece información virtual de valor añadido en
retransmisiones de eventos deportivos por televisión.

1.4.2 Sistemas comerciales fiables con técnicas de visión e
inteligencia artificial para la industria de aplicaciones y
servicios online

Esta línea de investigación se centra en el diseño y desarrollo de sistemas basados
en la tecnología del aprendizaje profundo o deep learning, siendo primeramen-
te prototipos y posteriormente productos/servicios en producción que operan en
tiempo real. En otras palabras, el objetivo es introducir nuevos productos/servicios
innovadores en el mercado basándose en las nuevas bondades que ofrece el AP y
hacerlo funcionar en producción, con garantías y en tiempo real.

Las soluciones, además de funcionar con precisión y con aceptable rendimiento
(Fiabilidad), tienen que cumplir con características típicas de un producto/servicio
maduro en producción; la Disponibilidad, la Mantenibilidad y la Escalabilidad
(FDME). Además, todo ello tiene que ser diseñado con soluciones simples y set-up
limitados, siendo accesibles para empresas de tamaño reducido, con bajas/limitadas
capacidades financieras y operativas:

Obj 2.1 Crear sistemas/servicios de visión artificial que introduzcan un cambio de
paradigma para la visión artificial con la inclusión de técnicas de AP:

Estudiar las últimas técnicas de visión e inteligencia artificial, configu-
raciones (set-up) de sensores (tanto visuales, como de audio, teclados
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de escritura...) y equipamiento de procesamiento (local y/o online)
para determinar la mejor solución ad-hoc para diferentes casos de uso
del sector.

Probar y desarrollar diferentes soluciones HW y SW para las aplica-
ciones automatizadas ofreciendo un diferencial de innovación que
optimice y proponga nuevas técnicas gracias a las peculiaridades de
los casos de uso y de los problemas a solucionar.

Obj 2.2 Crear productos/servicios listos para entrar en producción y dar servicio
a clientes de forma duradera y continuada. Para ello, el sistema tiene que
cumplir con las características FDME:

Diseñar y desarrollar soluciones fiables con altos índices de precisión y
recall. Dado que los sistemas basados en AP pueden arrojar resultados
a priori impredecibles o incontrolables, se requieren soluciones AP
ejecutadas por separado y fusionar sus resultados (i.e. identificación
multi-biométrica con reconocimiento facial + reconocimiento de voz
+ reconocimiento de forma de escritura o typing).

Diseñar y desarrollar soluciones estables que estén siempre disponibles
y accesibles para los clientes independientemente de factores externos.
La redundancia en la ejecución y mecanismos de balanceo de carga
serán esenciales para lograr este objetivo.

Diseñar y desarrollar soluciones mantenibles para que sean sostenibles
en el tiempo.

Diseñar y desarrollar soluciones escalables que permitan crecer de
forma ordenada el negocio manteniendo la fiabilidad, disponibilidad
y la mantenibilidad del sistema.

Los resultados presentados en este proyecto de tesis se centran en un caso de uso
de autenticación y verificación multi-biométrica (facial, voz, typing...) de usuarios
online basada en tecnologías de AP y desarrollada para la industria de aplicaciones
y servicios online.
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1.4.3 Sistemas embebidos de percepción del entorno
basado en visión e inteligencia artificial con nivel de
integridad de seguridad crítica para la industria de
sistemas inteligentes para transporte autónomo

Esta línea de investigación se centra en el diseño y desarrollo de sistemas de per-
cepción del entorno basados en visión e inteligencia artificial para la conducción
autónoma. Dicho sistema, aparte de funcionar con precisión y con aceptable rendi-
miento bajo diferentes condiciones de iluminación y estados meteorológicos (día,
noche, con lluvia, con nieve, con niebla...), debe garantizar la disponibilidad, la
mantenibilidad y la escalabilidad (FDME). Además, han de poder ser ejecutados en
sistema embebidos de bajo consumo y ser introducidos en cadenas funcionales con
Nivel de Integridad de Seguridad. Los objetivos concretos son:

Obj 3.1 Definición y desarrollo funcional de aplicaciones embebidas de percepción
del entorno multi-sensor para conducción autónoma como:

Detección de obstáculos: detección de objetos que puedan obstaculizar
la circulación del vehículo autónomo.

Detección de señalización lateral: detección de límites de velocidad,
semáforos o autoridad de movimiento.

Odometría visual: posicionamiento y odometría del vehículo basado
en información de sensores visuales.

Estimación del camino: detección del futuro recorrido del vehículo
para poder determinar la aplicabilidad de los objetos detectados como
posibles obstáculos o señalización lateral.

Obj 3.2 Desarrollo de sistemas de Validación y Verificación (V&V) semi-automática
que permitan la simulación de todos los escenarios posibles en entornos
virtuales. Especialmente aquellos escenarios que no son usuales (y cuesta
tener datos reales para entrenamiento), pero críticos desde el punto de
vista de la seguridad (atropellos, condiciones climáticas extremas...). Este
tipo de herramientas podrá reducir los costes de comercialización de los
sistemas de percepción seguros basados en visión e inteligencia artificial,
evitando importantes barreras iniciales.
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Obj 3.3 Desarrollo de arquitecturas HW para sistemas embebidos NIS que permita
la portabilidad de las aplicaciones con alto coste computacional (por los
tiempos de inferencia de los modelos AP) a sistemas embebidos con ace-
leración HW, aislamiento entre las operaciones cruciales, gestión eficaz y
segura los recursos del sistema y ejecuciones redundadas con botadores
para toma de decisión.

Obj 3.4 Definición de estándares para la certificación de sistemas de percepción
basados en aprendizaje profundo y que son inexistentes actualmente en
sectores como el ferroviario.

Los resultados presentados en este proyecto de tesis se centran en el sector ferroviario
y en concreto en el campo del futuro vehículo (tren, tranvía, alta velocidad...)
autónomo, donde se pretende obtener un módulo de percepción exterior basado en
técnicas de visión e inteligencia artificial. Dicho módulo tendrá que ser certificable y
podrá ser parte de las funcionalidades críticas, con nivel de integridad de seguridad,
acorde con la férrea normativa del sector que actualmente las prohíbe.

1.5 Publicaciones principales

Esta tesis se apoya en 6 publicaciones principales que contribuyen a las diferentes
líneas de investigación y objetivos definidos en el apartado anterior (ver Tabla 1.1).
En 5 de ellas, el autor de esta tesis se presenta como autor principal y en la restante
como co-autor. 5 de ellas ya han sido editadas y publicadas en revistas de primer
(Q1) o segundo cuartil (Q2). La restante ha sido enviada a una revista de primer
cuartil y está en proceso de revisión a la espera de una respuesta positiva. Para
información más detallada ver la Sección 4.

[Lab+14] Mikel Labayen and Igor G. Olaizola and Naiara Aginako and Julián
Flórez (2014). Accurate Object Tracking and 3D Visualization of Controversial Plays in
Sports Events Broadcast. Multimedia Tools and Applications. (ver Sección 4.1)

Abstract: The application of computer-aided controversial play resolution in sport
events significantly benefits organizers, referees and audience. Nowadays, especially
in ball sports, very accurate technological solutions can be found. The main draw-
back of these systems is the high rent expenses which makes them not affordable for
less-known regional/traditional sports events. The lack of competitive systems with
reduced hardware/software complexity and requirements motivates this research.
Using Visual Analytics technologies the system detects the trajectory of balls, permit-
ting to solve with precision possible controversial plays. Ball is extracted from the
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video scene using its colour and shape characteristics and velocity vector properties.
Afterwards, its relative position to border line is computed based on polynomial
approximations. Remark the necessity of a unique camera even for 3D information
extraction. In order to enhance user visual experience, real-time rendering technolo-
gies are introduced to obtain virtual 3D reconstruction in quasi real-time. Testing
of the system has been done in real scenarios, comparing the system output with
referees’ judgement. Results of the system have been broadcasted during Basque
Pelota matches.

[Lab+21] Mikel Labayen and Ricardo Vea and Julián Flórez and Naiara Aginako
and Basilio Sierra (2021). Online Student Authentication and Proctoring System Based
on Multimodal Biometrics Technology. IEEE Access. (ver Sección 4.2)

Abstract: Identity verification and proctoring of online students are one of the key
challenges to online learning today. Especially for online certification and accre-
ditation, the training organizations need to verify that the online students who
completed the learning process and received the academic credits are those who
registered for the courses. Furthermore, they need to ensure that these students
complete all the activities of online training without cheating or inappropriate beha-
viours. The COVID-19 pandemic has accelerated (abruptly in certain cases) the
migration and implementation of online education strategies and consequently the
need for safe mechanisms to authenticate and proctor online students. Nowadays,
there are several technologies with different grades of automation. In this paper, we
deeply describe a specific solution based on the authentication of different biometric
technologies and an automatic proctoring system (system workflow as well as AI
algorithms), which incorporates features to solve the main concerns in the market:
highly scalable, automatic, affordable, with few hardware and software require-
ments for the user, reliable and passive for the student. Finally, the technological
performance test of the large scale system, the usability-privacy perception survey of
the user and their results are discussed in this work.

[Etx+22a] Mikel Etxeberria and Maider Zamalloa and Nestor Arana-Arexolaleiba
and Mikel Labayen (2022). Visual Odometry in Challenging Environments: An Urban
Underground Railway Scenario Case. IEEE Access. (ver Sección 4.3)

Abstract: Localization is one of the most critical tasks for an autonomous vehi-
cle, as position information is required to understand its surroundings and move
accordingly. Visual Odometry (VO) has shown promising results in the last years.
However, VO algorithms are usually evaluated in outdoor street scenarios and do not
consider underground railway scenarios, with low lighting conditions in tunnels and
significant lighting changes between tunnels and railway platforms. Besides, there is
a lack of GPS, and it is not easy to access such infrastructures. This research proposes
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a method to create a ground truth of images and poses in underground railway
scenarios. Second, the EnlightenGAN algorithm is proposed to face challenging
lighting conditions, which can be coupled with any state-of-the-art VO techniques.
Finally, the obtained ground truth and the EnlightenGAN have been tested in a real
scenario. Two different VO approaches have been used: ORB-SLAM2 and DF-VO. The
results show that the EnlightenGAN enhancement improves the performance of both
approaches.

[Lab+23c] Mikel Labayen and Xabier Mendialdua and Naiara Aginako and Basilio
Sierra (2023). Semi-Automatic Validation and Verification Framework for CV&AI-
enhanced Railway Signalling and Landmark Detector. IEEE Transactions on Instru-
mentation and Measurement. (ver Sección 4.4)

Abstract: The automation of railway operations is an activity in constant growth.
Different railway stakeholders are already developing their research activities for the
future driverless autonomous driving based on Computer Vision (CV) and Artificial
Intelligence (AI) enhanced perception technologies (e.g., obstacle detection). Unfor-
tunately, the AI models are opaque in nature and here is no certification accepted
rules for CV&AI-enhanced functionality certification. To meet the increasing needs
of trusted CV&AI-based solutions, numerous Validation and Verification (V&V) ap-
proaches have been proposed in other sectors like automotive, most of the based on
virtual simulators. Unfortunately, there is currently no virtual perception simulator
for railway scenario. Capturing and labelling camera image in real environment is
expensive in terms of time and resources. In addition, these data gathering sessions
do not differ enough in meteorological or lighting conditions, which makes resulting
database less valuable for the V&V processes, as they are very similar. This work
aims to create an semi-automatic system based on virtual scenarios taking advantage
of the scenario design parameterisation possibilities of train driving videogames (by
exploiting their virtual cameras as perception sensors) and measuring the CV&AI-
enhanced system performance based on the global accuracy metrics and detected
potential safety and operation rules violations. This work also demonstrates the
quantitative (in number of test carried out) and qualitative (as the diversity of
the created scenarios, hard to replicate in real environment) improvements while
reducing current V&V cost.

[Lab+23b] Mikel Labayen and Laura Medina and Fernando Eizaguirre and José
Flich and Naiara Aginako (2023). HPC Platform for Railway Safety-Critical Functiona-
lities based on Artificial Intelligence. Applied Sciences. (ver Sección 4.5)

Abstract: The automation of railroad operations is a rapidly growing industry. In
2023, a new European standard for the automated Grade of Automation (GoA)
2 over European Train Control System (ETCS) driving is anticipated. Meanwhile,
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other railway stakeholders are already planning their research initiatives for the
following stage: unattended and driverless autonomous driving. As a result, the
industry is particularly active in research and proofs of concept regarding perception
technologies based on Computer Vision (CV) and Artificial Intelligence (AI), with
outstanding results at the application level. However, executing high-performance
and safety-critical applications on embedded systems and in real-time is a challenge
for the railway industry, just like it is for the automotive industry. There aren’t
many commercially available solutions since High-Performance Computing (HPC)
platforms are typically seen as being beyond the price range of the safety-critical
systems business. This work proposes a novel safety-critical and high-performance
computing platform for CV&AI-enhanced technology execution used for Automatic
accurate stopping and Safe passenger transfer railway functionalities. The resulting
computing platform is compatible with the majority of widely used AI inference
methodologies, AI model architectures, and AI model formats thanks to its design,
which enables process separation, redundant execution, and HW acceleration in
a transparent manner. The innovation introduced in this work is related with the
creation of a hardware accelerator module, an AI runtime, and a modified inference
SW. The proposed technology increases the portability of railway applications into
embedded systems, isolates crucial operations, and effectively and securely maintains
system resources.

[Lab+23a] Mikel Labayen and Daniel Ochoa de Eribe and Ander Aramburu and
Marcos Nieto and Naiara Aginako (2023). European Common Data Management
Platform Definition for Railway AI Function Development. Transportation Research
Part C: Emerging Technologies. ESTADO: bajo revisión, pendiente de aceptación.
(ver Sección 4.6)

Abstract: Digitalisation and automation of operations in the railway industry inclu-
des the use of Automatic Train Operation systems that provide automated functions
to reach different levels of automation, known as the Grade of Automation (GoA)
levels. Artificial Intelligence has emerged as technology that can substitute humans
in certain driving tasks, in GoA3 (driverless) and GoA4 (unattended) modes. AI
capabilities include perception, decision-making, precise positioning, or optimization
of communications. The success of AI models depends on the quality and diversity of
the data used for training, along with the set-up of a data life-cycle framework that
covers creation, training, testing, deployment and monitorisation. The management
of training datasets implies both expensive and time-consuming data gathering,
labelling, curation and formatting efforts, potentially hindering the development
of reliable AI systems. This paper presents a Common Data Management Platform
developed by a consortium of European railway stakeholders, devised to efficiently
manage data for AI training, and which is demonstrated in two different Proofs of
Concept.
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Tab. 1.1: Lista de las principales publicaciones que apoyan la tesis junto con el tipo de
publicación, la posición del autor y los objetivos abordados.

Publicación Tipo Pos. Autor Objetivos
[Lab+14] Journal Q2 1º Autor Obj1.1, Obj1.2
[Lab+21] Journal Q2 1º Autor Obj2.1, Obj2.2
[Etx+22a] Journal Q2 Co-Autor Obj3.1
[Lab+23c] Journal Q1 1º Autor Obj3.2
[Lab+23b] Journal Q2 1º Autor Obj3.3
[Lab+23a] Journal Q1 1º Autor Obj3.4

1.6 Patentes principales

Este proyecto de tesis también se apoya en 3 patentes principales. Dichas patentes
registran los inventos creados fruto de los resultados de las distintas investigaciones
(ver Tabla 1.2). Dos de ellas, [Ric+17] y [MRM21], constituyen una herramienta
esencial que garantiza la propiedad intelectual de las invenciones y protegen la acti-
vidad comercial de un servicio en más de 7 países internacionales. Para información
más detallada ver la Sección 5.

[Igo+13] García Olaizola Igor and Flórez Esnal Julián and San Román Otegui Juan
Carlos and Aginako Bengoa Naiara and Labayen Esnaola Mikel (2013). Method for
Detecting the Point of Impact of a Ball in Sports Events

Description: The invention relates to a method for determining the point of impact
of a ball in a playing field during a controversial piece of play in a sports event and
comprises the steps of: recording the contentious area during the game by means of
a single camera, extracting the images corresponding to the controversial piece of
play, selecting the area corresponding to the ball, calculating the coordinates of the
ball in pixels in each image, determining the point of intersection of the two straight
lines joining the previous points and transforming the point of intersection into real
coordinates. As a result of these steps, it is possible to resolve the controversial piece
of play with a single camera.

[Ric+17] Vea Orte Ricardo and Labayen Esnaola Mikel and Flórez Esnal Julián
and Marcos Ortego Gorka (2017). Method and System for Verifying the Identity of a
User of an Online Service

Description: The invention relates to a method for verifying the identity of a user
of an online service, with the steps of: when a user is connected to an online
service, sending an IP address of an authentication server; connecting to said IP
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address and downloading one application for taking photos with the webcam of
the user terminal; taking a photo; sending said photo and associated metadata to
a management unit; storing it in a data base; automatically extracting one set of
biometrical parameters per each face which appears in said photo; comparing said
set of biometrical parameters with a reference biometrical model of the user to
which said user ID belongs; if the result of said comparison does not unequivocally
match the person in the photo with the user to which said user ID belongs, either
informing the web service provider or sending said photo to a manual recognition
unit for manual validation of the photo; continuously verifying the identity of the
user connected to the online service through said user terminal.

[MRM21] Labayen Esnaola Mikel and Vea Orte Ricardo and Fraile Yarza Manuel
(2021). Method and System for Verifying the Identity of a User of An Online Service
Using Multi-Biometric Data

Description: The invention relates to a method for verifying the identity of a user
of an online service, comprising: when a user is connected to an online service
from a user terminal, establishing a connection with a biometric data collecting
module; downloading one application for taking photos with the webcam of the
user terminal and at least one application for capturing audio or for extracting
keystroke pattern; while a session with the online service is active: taking a photo of
the user terminal; sending each photo and associated metadata to a management
module; automatically extracting features of each face which appears in said photo;
comparing said features with a biometrical model of a reference photo of the user;
repeating the former steps, thus continuously verifying the identity of the user
connected to the online service; using a second biometrical technique for verifying
the user identity, said second biometric technique being either sound recognition or
keystroke pattern analysis. If voice is detected or a keystroke pattern is extracted,
voice/keystroke features are extracted and compared with a reference model. If the
result of a comparison does not unequivocally match the person in the photo/audio
clip/keystroke pattern with the registered user, either informing the service provider
or sending the photo/audio clip for manual validation. Besides, if sound or keystroke
pattern recognition is used, another photo may be automatically taken when voice
or keystroke pattern is detected and sent to the management module.

Tab. 1.2: Lista de las principales patentes que apoyan la tesis junto con el tipo de patente,
la posición del inventor y los objetivos abordados.

Patente Tipo Pos. Autor Objetivos
[Igo+13] Internacional Co-Inventor Obj1.1, Obj1.2
[Ric+17] Internacional Co-Inventor Obj2.1, Obj2.2
[MRM21] Internacional 1º Inventor Obj2.1, Obj2.2
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1.7 Proyectos I+D

El trabajo de investigación presentado en este documento se sustenta en diferentes
proyectos de investigación realizados en las distintas empresas y centro de investiga-
ción. La aplicabilidad en la industria de la mayoría de los proyectos ha influido en las
decisiones tomadas durante el proceso de investigación, así como en los resultados
obtenidos. En las siguientes líneas se describen los proyectos más importantes. Ade-
más de su descripción y objetivos, también se indican los resultados obtenidos y su
relación con el trabajo de investigación (ver Tabla. 1.3). Para terminar, se enumeran
todos los proyectos que han aportado resultados útiles (aunque menos significativos)
que han ayudado a alcanzar los objetivos planteados en este trabajo.

1.7.1 FP2 - R2DATO

Este proyecto tiene como objeto aprovechar las ventajas de la digitalización y la
automatización para desarrollar la próxima generación de Automatic Train Control
(ATC) y ofrecer así servicios escalables de explotación digital y automática (hasta
autónoma) de trenes mejorando la capacidad de las redes ferroviarias y satisfaciendo
la creciente demanda de transporte tanto de pasajeros como de mercancías.

Título: Europe’s Rail Flagship Project 2 - Rail to Digital Automated up to
autonomous Train Operation

Financiado por (contribución) / Código: UE (53,9MC) / 101102001
Fecha: 2022-2026

Objetivos
Se espera obtener resultados tangibles para 2025 en temas clave como: Automatic
Train Operation (ATO), European Train Control System (ETCS) híbrido L3, bloque
móvil L3, tecnologías digitales (conectividad 5G...), y directrices y métodos para
un despliegue rápido y rentable de esta tecnología en toda Europa. La metodología
general se articula en torno a tres etapas: desde el desarrollo de habilitadores técni-
cos, pasando por prototipos funcionales y terminando en demostradores dedicados
con nivel TRL 6/7. A través de estas mejoras técnicas, FP2-R2DATO cumplirá los
objetivos e impactos definidos en el Plan Director y el Programa de Trabajo Anual de
la Europe’s Rail Joint Undertaking (ERJU): contribuir a aumentar la puntualidad, la
fiabilidad y la productividad del personal, el material rodante y la infraestructura.

Resultados obtenidos
Se trata de un proyecto en curso que comenzó en diciembre de 2022. Aún no hay
resultados exportables.
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1.7.2 THAVA

Actualmente, en entornos cerrados como pueden ser las líneas de metro, se están
incluyendo funcionalidades de automatización ferroviaria. El uso de estos sistemas
de automatización, debido a las estrictas normativas que existen, no pueden apli-
carse del mismo modo a líneas de perímetro abierto, como los tranvías y las vías
interurbanas, de alta velocidad y largo recorrido. En estos escenarios el número de
factores que pueden afectar a la seguridad aumenta exponencialmente y los sistemas
de automatización actuales no pueden garantizar la seguridad; por este motivo es
necesario investigar en este área.

Título: Tecnologías y Herramientas Avanzadas para Vehículos Autónomos del
sector ferroviario
Financiado por (presupuesto): EUS (HAZITEK) (5,2MC)
Fecha: 2022-2023

Objetivos
El objetivo general de este proyecto es investigar tecnologías habilitadoras (hardwa-
re y software) de percepción, posicionamiento y toma de decisiones automatizada
que sentarán las bases y serán pieza clave en el futuro desarrollo de sistemas de
automatización con niveles Grade of Automation (GoA) 3 y GoA4 de vehículos
ferroviarios en líneas de perímetro abierto y Mainlines.

Resultados obtenidos
A la espera de que termine el retrofit de dos unidades de trenes donde se proba-
rá el sistema en vía, el primer año de proyecto se ha desarrollado un sistema de
percepción y toma de decisión para la conducción autónoma en perímetro exterior.
Entre otras cosas, dicho sistema posibilita las funciones de Previsión de Colisiones
y Parada de Precisión en Plataforma basados en un sistema multi-sensor (cámaras
multi-espectrales y LiDAR). El sistema está siendo validado en laboratorio, tanto
el comportamiento del tren incluyendo la toma de decisión, como la capacidad de
detección del sistema de percepción en entorno virtual (simulado) garantizando su
funcionamiento en diversas condiciones de visibilidad.

1.7.3 TAURO

El proyecto TAURO pretende desarrollar las tecnologías necesarias para que el
transporte ferroviario autónomo se haga realidad en Europa. Pretende trabajar en
sistemas para la percepción del entorno, la conducción remota, la supervisión y el
diagnóstico automáticos. Para ello, TAURO se divide en cuatro grupos de trabajo
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técnicos: 1) Percepción del entorno para la automatización, 2) Conducción y control
remoto, 3) Supervisión automática del estado y diagnóstico para trenes autónomos
y 4) Tecnologías de apoyo a la migración a ATO sobre ETCS.

Título: Technologies for Autonomous Rail Operation

Financiado por (contribución) / Código: UE (1,9MC) / 101014984
Fecha: 2020-2023

Objetivos
Desarrollar el futuro del transporte ferroviario autónomo europeo: identificar, ana-
lizar y, finalmente, proponer tecnologías de base adecuadas, que se seguirán desa-
rrollando, certificando y desplegando a través de las actividades previstas para la
Asociación Europea para la Transformación del Sistema Ferroviario Europeo.

Resultados obtenidos
Se han definido las bases (con requisitos concretos y propuestas de arquitectura)
para una base de datos común en la industria ferroviaria con el cual poder entrenar
y testear los futuros modelos de inteligencia artificial necesarias en el módulo de
percepción interno/externo del tren autónomo. El proyecto también termina con una
propuesta inicial sobre la futura normativa que regulará el uso de la IA en el sector.
Por otro lado, después de identificar un amplio conjunto de requisitos funcionales
y no funcionales, el proyecto propone una propuesta conjunta para la conducción
remota de vehículos ferroviarios. Por último, el proyecto ha definido las funcionali-
dades de supervisión automática del estado y diagnóstico para trenes autónomos, y
además, ha especificado el primer borrador de los módulos SW necesarios para que
un ATO pueda operar sobre sistemas legacy (bajo la supervisión de un conductor).

1.7.4 FRACTAL

El valor de las redes fractales complejas radica principalmente en la complejidad
que representan con una simplicidad única, al mismo tiempo que conservan las
características principales del sistema mediante nodos y las interacciones entre ellos.
El proyecto FRACTAL está desarrollando un nodo de computación sobre el cual basar
una red fractal cognitiva capaz de aprender del entorno y de responder ante este.
Ayudará a la interacción continua, rápida y fiable entre el mundo físico y la nube en
aplicaciones que van desde los vehículos autónomos a la medicina remota.

Título: A Cognitive Fractal and Secure EDGE based on an unique Open-Safe-
Reliable-Low Power Hardware Platform Node

Financiado por (presupuesto) / Código: UE (15,7MC)/ 877056
Fecha: 2020-2023
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Objetivos
El objetivo es crear un nodo informático fiable que cree un Edge Cognitivo bajo los
estándares de la industria. Este nodo de computación será el bloque de construcción
del internet de las cosas. La capacidad cognitiva vendrá dada por una arquitectura
interna y externa que permita prever su rendimiento interno y el estado del mundo
circundante. Por lo tanto, este nodo tendrá la capacidad de aprender a mejorar su
rendimiento frente a la incertidumbre del entorno. Esta red compleja transferirá
todas esas ventajas cognitivas al Edge, un paradigma informático que se sitúa entre
el mundo físico y la nube.

Resultados obtenidos
Se ha llevado a cabo el estudio y análisis de trabajos relacionados en las áreas de
consumo de energía en circuitos digitales, ordenadores de alto rendimiento y bajo
consumo, técnicas embebidas de power gating, arquitecturas de bajo consumo, Dyna-
mic Voltage and Frequency Scaling (DVFS) adaptativo para Multi-Procesador System
on a Chip (MPSoC), técnicas de compresión y descompresión de datos, técnicas de
re-mapeo estático y dinámico (metascheduling). Se ha diseñado el sistema FRACTAL
que consta de múltiples nodos y se ha establecido una arquitectura de plataforma
para sus servicios. Una arquitectura multi-núcleo jerárquica adaptativa activada por
tiempo para proporcionar servicios de bajo consumo y seguridad. También se ha
implementado un planificador estático para un sistema Network on a Chip (NoC)
basado en un algoritmo genético y un meta-cronificador para un sistema NoC basado
en el tiempo. Por último, se ha establecido la arquitectura y el concepto de servicio
planificados. La plataforma será validad por los casos de uso a finales del 2023.

1.7.5 VALU3S

Los fallos en los sistemas altamente automatizados pueden ser catastróficos. Al ser
cada vez más complejos y ofrecer más conectividad, pueden surgir propiedades
desconocidas de los sistemas, por lo que es esencial realizar una Verificación y
Validación (V&V) exhaustivas. La elevada complejidad del proceso de V&V hace que
sea caro y requiera tiempo. El proyecto VALU3S evalúa los métodos y herramientas de
V&V para los sistemas automatizados del sector automovilístico, agrícola, ferroviario,
sanitario, aeroespacial, de la automatización industrial y la robótica.

Título: Verification and Validation of Automated Systems’ Safety and
Security

Financiado por (presupuesto) / Código: UE (25,7MC) / 876852
Fecha: 2020-2023
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Objetivos
El objetivo de VALU3S es diseñar, implantar y evaluar métodos y herramientas de
V&V de última generación con el fin de reducir el tiempo y el coste necesarios
para verificar y validar los sistemas automatizados con respecto a los requisitos
de Seguridad, Ciberseguridad y Privacidad (SCP). Este proceso se lleva a cabo a
través de la identificación y clasificación de los métodos de evaluación, herramientas,
entornos y conceptos que son necesarios para verificar y validar los sistemas automa-
tizados con respecto a los requisitos de SCP. En el proyecto también se evaluarán
los métodos de verificación y verificación aplicados, así como los flujos de trabajo y
herramientas de proceso mejorados, mediante un amplio conjunto de demostradores.

Resultados obtenidos
El proyecto ha definido en detalle 57 escenarios de evaluación, 192 casos de prueba
y 239 requisitos que se han utilizado para evaluar los casos de uso. También ha
recopilado la descripción detallada de 43 métodos de V&V, 41 mejoras de métodos
de V&V y 7 nuevos métodos combinados. Sin embargo, los outputs más tangibles
son la creación de una solución personalizada para el modelado de flujos de trabajo.
Por otra parte, ha recopilado y presentado 15 criterios de evaluación para vulnerabi-
lidades de ciberseguridad y 13 criterios para medir los procesos de V&V. En general,
el proyecto ha aportado el diseño, implementación y mejora de un amplio conjunto
de herramientas de V&V y sus correspondientes criterios de de validación.

1.7.6 SELENE

La inteligencia artificial impulsa la informática de alto rendimiento utilizada en
sistemas de seguridad crítica. Estos sistemas utilizan componentes comerciales
de venta al público que ofrecen una vía alternativa para aumentar la capacidad
computacional de las aplicaciones de seguridad crítica. Sin embargo, a pesar de su
potencial en varios ámbitos, el uso de estos sistemas es limitado debido a la falta de
plataformas HW certificadas y fiables.

Título: SELENE: Self-monitored Dependable platform for High-Performance
Safety-Critical Systems
Financiado por (presupuesto) / Código: UE (4,99MC) / 871467
Fecha: 2019-2022

Objetivos
SELENE sigue un planteamiento radicalmente nuevo y propone una Plataforma
de Computación Cognitiva (CCP) para seguridad crítica con capacidades de auto-
conocimiento, auto-adaptación y autonomía. La CCP de SELENE utiliza técnicas de
IA para adaptar el sistema a las condiciones particulares internas y externas (del
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entorno) con el objetivo de maximizar la eficiencia del sistema siendo capaz al mismo
tiempo de cumplir los requisitos de la aplicación. Las técnicas de IA se alimentan
con la información proporcionada por los monitores en línea y los sensores exter-
nos y se aplican de forma transparente sin comprometer la seguridad del sistema.
Para garantizar que se preservan los requisitos de seguridad, el CCP de SELENE
se basa en las sólidas capacidades de aislamiento proporcionadas a nivel de HW y SW.

Resultados obtenidos
Respecto al HW, se ha configurado un SoC SELENE basado en RISC-V de referencia.
Este SoC soporta actualmente seis núcleos NOEL-V RISC-V de 64 bits que se han
mejorado para que admitan virtualización y extensiones de instrucciones compri-
midas. El soporte inicial de HW para la seguridad se ha centrado en la supervisión
de la contención multi-núcleo, el soporte de diversas ejecuciones redundantes y la
adaptación de una metodología de verificación de inyección de fallos al SoC SELENE.
Respecto al SW, su arquitectura se asemeja a la arquitectura de software del proyecto
SIL2LinuxMP con objeto de asegurar la seguridad. Esta arquitectura de referencia se
ha ampliado con interfaces adecuadas para el conjunto de elementos de monitoriza-
ción incluidos en el HW de SELENE. La arquitectura básica también se ha ampliado
con el hipervisor Jailhouse para permitir la arquitectura de sistemas de criticidad
mixta en un multi-núcleo básico. La plataforma SELENE ha sido validad por 4 casos
de uso después de asegurar la portabilidad de sus aplicaciones de software.

1.7.7 X2Rail-4

X2RAIL-4 es el cuarto proyecto de los miembros de Shift2Rail en el ámbito IP2
’Sistemas avanzados de gestión y control del tráfico’ y su objetivo es continuar la
investigación y el desarrollo de tecnologías para: a) aumento de la capacidad de las
líneas ferroviarias (ATO hasta GoA4), b) integridad del tren. Definir, desarrollar y
probar prototipos completos de sistemas de integridad del tren que puedan aplicarse
a todas las tipologías de trenes, c) evolución de la gestión del tráfico, y d) objetos
conectados por radio.

Título: Advanced signalling and automation system - Completion of activities
for enhanced automation systems, train integrity, traffic management evolution
and smart object controllers
Financiado por (contribución) / Código: UE (17,9MC) / 881806
Fecha: 2019-2023

Objetivos
En este proyecto se desarrollarán prototipos embarcados que garanticen la integridad
del tren (con detector de obstáculos integrado) y que serán aprovechables en trenes
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de pasajeros y mercancías. Se diseñará además una plataforma para la gestión de
las comunicaciones y el intercambio de datos entre distintos servicios. Por último, se
creará un prototipo inalámbrico de intercambio de datos entre los equipos en la vía
y los instrumentos de señalización que presente menos costes de mantenimiento y
precise menos cables.

Resultados obtenidos
Se ha aprobado la especificación del ATO GoA2 con especificación de requisitos
funcionales y de sistema. Dicha especificación de los requisitos del sistema (excepto
el SUBSET-140) ha formado parte de la TSI2022.También se ha terminado con
especificación del ATO üp to GoA4"(GoA3 y GoA4) incluyendo el TMS para la gestión
de tráfico. Algunos de los socios han iniciado el desarrollo de prototipos de ’Detección
de obstáculos’ y ’Sensores de entorno’ dedicados a la primera experimentación.
También se ha definido la arquitectura estándar para los bancos de pruebas de
referencia de GoA3/4 que se llevaran a cabo a finales del 2023.

1.7.8 SMOWL

SMOWL (producto/servicio) es una solución práctica y fiable para la identificación y
supervisión de usuarios en línea. Consiste en un nuevo servicio de ciberseguridad
que cubre la necesidad de una autenticación continua, automática y escalable de
la identidad y el seguimiento de los usuarios en línea. La tecnología, basada en el
reconocimiento automático y continuo del rostro, la voz y las pulsaciones del teclado,
puede aplicarse a numerosos sectores.

Título: A continuous identity authentication monitoring system for online
services using automatic face, voice and keystroke recognition

Financiado por (presupuesto) / Código: UE (840KC) / 811319
Fecha: 2019-2023

Objetivos
El principal objetivo de SMOWL (proyecto) es ofrecer al mercado mundial del e-
learning una solución fiable y barata que permita la autenticación continua de los
usuarios/estudiantes en línea y evite las usurpaciones de identidad durante las
sesiones de aprendizaje y los exámenes online. Sus objetivos principales son: a)
implementar el plan de negocio y desarrollar una amplia introducción en el mercado,
b) realizar grandes pruebas pilotos de demostración (más de 10.000 usuarios), c)
optimizar, ampliar y personalizar las funciones de SMOWL (producto/servicio), y
d) crear un departamento de soporte técnico continuo para la autenticación 100 %
fiable de los alumnos.
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Resultados obtenidos
Después de centrarse inicialmente en mercados clave, se ha terminado por desarrollar
un plan de negocio con una amplia introducción en el mercado mundial. Se han rea-
lizado grandes demostraciones piloto con las universidades/instituciones/empresas
de e-learning más relevantes de diferentes países internacionales de todo el mundo.
Además, se ha mejorado el sistema al añadir algunas otras características como
el reconocimiento de voz y pulsaciones de teclas. También se le ha añadido un
sistema de control o bloqueo del ordenador (característica clave para la vigilancia)
para aumentar la oferta y ser más competitivos en el servicio de proctoring de
exámenes.

1.7.9 MULTIBIO

En los últimos años, los campus virtuales y plataformas e-learning están incremen-
tando exponencialmente su número de alumnos/usuarios y uno de los mayores
problemas por parte de la entidad que ofrece los cursos, es la incertidumbre de no
saber con certeza quién está cursando la materia al otro lado del ordenador y poder
así certificar o no el título que recibirá el alumno.

Título: Sistema biométrico multimodal para autenticación continua de usuarios
online

Financiado por (presupuesto) / Código: ES (Retos-Colaboración) (500KC) /
RTC-2016-5711-7
Fecha: 2019-2023

Objetivos
El objetivo principal del proyecto es por tanto crear el primer prototipo comercial
MULTIBIO, un producto/servicio totalmente nuevo, independiente de SMOWL (su
predecesor) y más completo. Este nuevo servicio MULTIBIO, será un servicio de
autenticación automático, pasivo (el usuario no participa activamente, como por
ejemplo posando ante la cámara) y continuado de usuarios de servicios online que
requieren un mayor grado de seguridad en la identificación de sus usuarios. Dicha
autenticación se realizará mediante una identificación facial y de voz automática,
masiva, eficaz y en entornos no controlados sobre imágenes y clips de audio cap-
turadas mediante la webcam y a través del micrófono de las terminales. También
capturará screenshots para vigilar qué es lo que pasa en la sesión iniciada.

Resultados obtenidos
Se ha creado un servicio continuo de autenticación de identidad del estudiante
online a través de un sistema de reconocimiento biométrico continuado (cara, voz,
escritura) y un sistema continuo de monitorización online. Los resultados técnicos
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muestran que las soluciones de autenticación biométrica y supervisión totalmente au-
tomatizadas, continuas (no programadas), pasivas (para los estudiantes), escalables,
totalmente integradas en el Learning Management System (LMS), seguras y privadas
son asequibles y fiables. También se ha realizado un estudio basado en encuestas a
usuarios del sistema. Los resultados han aportado datos cualitativos y cuantitativos
que apoyan el uso de este tipo de software en la educación a distancia.

1.7.10 BEGIRA

La extracción de información a partir del análisis de imágenes se está haciendo cada
vez más importante dada la relevancia de los datos extraídos. En el caso de retrans-
misiones deportivas, el propio mundo del deporte demanda soluciones tecnológicas
avanzadas para el análisis de jugadas dudosas. Además, los radiodifusores apuestan
por estos datos al ser una de las maneras de atraer a los usuarios. Sin embargo,
los costes de estos sistemas no son asumibles por eventos deportivos de menor
envergadura. Por ello, se pretende desarrollar un sistema que ofrezca servicios al
alcance por todos los radiodifusores de distintos eventos deportivos.

Título: Diseño y desarrollo de un sistema seguimiento preciso de objetos en
transmisiones deportivas.
Financiado por / Código: EUS (G93 Telecomunicaciones - GAITEK)
Fecha: 2009-2011

Objetivos
El objetivo es crear un sistema de una sola cámara que muestre virtualmente la
trayectoria de la pelota y el punto donde ha botado durante los partidos de pelota a
mano televisados en directo. Para ello se debe procesar el vídeo en tiempo real para
poder determinar la ubicación de la pelota en cada imagen del vídeo. Los algoritmos
que se encuentran en el procesamiento de imágenes se utilizan tanto para encontrar
la pelota en el vídeo como para trackearla a través de los consecutivos frames.

Resultados obtenidos
Los resultados obtenidos en el proyecto son indicativos de las utilidades que se
puede lograr con un simple procesamiento de imágenes a bajo nivel. Tras analizar
cada imagen, se ha construido un sistema que es capaz de segmentar la pelota,
seguir su trayectoria a través de las imágenes de vídeo, encontrar la línea de tierra e
identificar el punto de bote de la pelota. Además, todo el procesamiento se realiza en
tiempo real. Cabe señalar que los resultados obtenidos en el proyecto se emitieron
durante las retransmisiones en directo de los partidos de pelota a mano de la Radio
Televisión Vasca (EITB), que el sistema fue publicado en una revista de referencia y
que también está protegido por una patente europea.
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Tab. 1.3: Lista de los principales proyectos de investigación que apoyan la tesis junto con el
tipo de financiación, el rol del tesitando y los objetivos abordados.

Proyecto Financiación Rol Inicio Objetivos
1.7.10 BEGIRA EUS (GAITEK) Invest. Principal 2009 Obj1.1, Obj1.2
1.7.9 MULTIBIO ES (RETOS) Invest. Principal 2016 Obj2.1, Obj2.2
1.7.8 SMOWL EU Main Coord. 2018 Obj2.1, Obj2.2
1.7.7 X2Rail-4 EU Participant 2019 Obj3.1
1.7.6 SELENE EU Task leader 2019 Obj3.3
1.7.5 VALU3S EU Task leader 2020 Obj3.2
1.7.3 TAURO EU WP & Task Leader 2020 Obj3.1, Obj3.4
1.7.2 THAVA EUS (HAZITEK) Líder de Tarea 2022 Obj3.1
1.7.1 R2DATO EU Participant 2022 Obj3.1

1.7.11 Otros proyectos

A continuación, se listas aquellos proyectos de menor relevancia, pero que han
contribuido poco a poco a la consecución de los objetivos que recoge esta tesis.

SMOWL+
Sistema automático de reconocimiento facial para la autenticación continua de
usuarios en servicios Online y entornos no controlados
GAITEK, Gobierno Vasco, 2014-2015.

Relación con los objetivos de la tesis: Obj2.1, Obj2.2

MICROMETEO
Plataforma web de información de meteorológica a nivel de micro zonas
Programa Innpacto, Ministerio de Ciencia e Innovación, 2010-2013.

Relación con los objetivos de la tesis: Obj1.1, Obj1.2

SEMANTS
Distribución inteligente de contenidos semánticos a través de interfaces multi-
modales
Programa AVANZA I+D, Ministerio de Industria, Turismo y Comercio, 2009-2011.

Relación con los objetivos de la tesis: Obj1.1, Obj1.2, Obj2.1
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ITACA3D

Plataforma de creación, producción y distribución de vídeo estereoscópico de
entretenimiento para la visualización de televisión en 3D a través de redes
broadcast
Programa AVANZA I+D, Ministerio de Industria, Turismo y Comercio, 2009-2011.

Relación con los objetivos de la tesis: Obj1.1, Obj1.2

360TV

Diseño y desarrollo de un sistema de producción audiovisual basado en el
concepto de visión 360º
GAITEK, Digital Mobiles S.L., 2009-2010.

Relación con los objetivos de la tesis: Obj1.1, Obj1.2

SIAM

Diseño y desarrollo de un sistema de análisis multimedia de contenido audiovi-
sual en plataformas web colaborativas
GAITEK, Hispavista, 2008-2010.

Relación con los objetivos de la tesis: Obj1.1, Obj1.2

ELISA

Entorno de localización inteligente para servicios asistidos
Proyectos Singulares Estratégicos, Ministerio de Industria, Turismo y Comercio, 2007-
2010.

Relación con los objetivos de la tesis: Obj1.1, Obj1.2

SKEYE

Sistema de análisis meteorológico basado en imágenes del cielo tomadas desde
tierra
GAITEK, Dominion Tecnologías, 2006-2008.

Relación con los objetivos de la tesis: Obj1.1, Obj1.2
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1.8 Estructura de la memoria

Este documento se divide en 5 capítulos, que se describen a continuación:

Introducción: proporciona contexto sobre el trabajo de investigación realizado
y expone las motivaciones, las hipótesis y los objetivos perseguidos. Además,
enumera las principales publicaciones y patentes. Por último, describe los
proyectos industriales en los cuales se ha enmarcado la investigación.

Resultados de la investigación: presenta un análisis de los resultados y las
aportaciones de cada publicación principal a las diferentes líneas de investiga-
ción y objetivos definidos en la introducción.

Conclusiones: recoge las conclusiones extraídas del trabajo de investigación
y se proponen nuevas ideas que servirán para continuar en el futuro con las
líneas de investigación todavía abiertas y no resueltas.

Publicaciones: lista las publicaciones principales en las que se basa este trabajo,
así como otras publicaciones secundarias que también son relevantes en su
campo.

Patentes: enumera todas las patentes industriales que han resultado de alguna
de las líneas de investigación de la tesis.

Por último, al final del documento se incluye la bibliografía y la lista de figuras y
tablas.
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3Conclusiones

3.1 Discusión

Este proyecto de tesis expone sendas investigaciones realizadas en diferentes sectores
industriales con objetivo de dar solución a los requerimientos de las aplicaciones
comerciales basadas en visión e inteligencia artificial.

Para dar cumplimiento a los objetivos Obj1.1 y Obj1.2 se ha generado un prototipo
funcional y accesible basado en visión artificial para la industria de contenidos
multimedia. El prototipo consiste en un detector/tracker de pelota para estimar los
botes cercanos a la línea de juego y un generador de repeticiones virtuales en 3D de
las jugadas polémicas. El enfoque central del diseño de la solución ha sido reducir la
complejidad del SW para obtener un rendimiento en tiempo real, así como reducir
los requisitos de HW y su configuración a una única cámara para una región de
juego reducida. El algoritmo introduce una ventaja adicional que lo hace robusto
en términos de posibles diferentes ubicaciones de la cámara. El sensor y el plano
del terreno de juego pueden formar cualquier ángulo, ya que las transformaciones
necesarias para calcular el punto de impacto en coordenadas reales son eficaces y
precisas. Los resultados obtenidos muestran que los errores de medida están por
debajo del rango exigido (inferior a 1 cm en todos los casos e inferior a 5 mm en el
80 % de ellos), mejorando la precisión de un ojo humano.

Los objetivos Obj2.1 y Obj2.2, relativos al desarrollo de productos comerciales fiables
con técnicas de visión e inteligencia artificial, se han alcanzado en forma de una
aplicación para la industria de servicios online. Esta aplicación ofrece un servicio de
autenticación continua de la identidad del estudiante online a través de un sistema
de reconocimiento multi-biométrico constante (facial, voz y tipo de escritura) y un
sistema continuo de vigilancia y seguimiento online. Para ello se incluyen técnicas
de AP en un producto listo para entrar en producción y dar servicio a clientes de
forma continua y sin cortes. Los resultados técnicos muestran que las soluciones de
autenticación multi-biométrica y supervisión totalmente automatizadas, continuas,
pasivas (para los estudiantes), escalables, totalmente integradas en el LMS, seguras
y privadas, son asequibles y fiables. El sistema desarrollado actualmente es un
servicio en producción que cumple con las características de fiabilidad, disponibilidad,
mantenibilidad y escalabilidad y da servicio 24h/7d en países de todo el mundo.
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Respecto a los objetivos Obj3.1 Obj3.2 Obj3.3 Obj3.4, todos ellos encaminados al
desarrollo de productos embebidos de percepción del entorno basado en visión e
inteligencia artificial, y con nivel de integridad de seguridad para la industria de
la movilidad autónoma, este trabajo reúne cuatro investigaciones independientes,
cada una con una contribución destacable en la consecución de cada uno de los
objetivos.

Se ha presentado el desarrollo funcional de una aplicación embebida de percepción
del entorno multi-sensor para posicionamiento y odometría visual, tal y como
perseguía el objetivo Obj3.1. Los resultados de la investigación concluyen que
los algoritmos de VO seleccionados, DF-VO y ORB-SLAM2, se pueden aplicar en
escenarios ferroviarios subterráneos. Sin embargo, la precisión de la localización
puede mejorarse aún más. El uso de técnicas de mejora del dataset para reducir el
efecto de los desafíos perceptuales de los escenarios subterráneos también se ha
estudiado en esta investigación. Se puede observar que la aplicación del algoritmo
EnlightenGAN reduce los errores de ambos algoritmos VO. Además, también reduce
la dispersión de los resultados del algoritmo ORB-SLAM2. No obstante, sigue siendo
un problema inconcluso y este trabajo debe considerarse como un proceso de mejora.
La aplicación de otros enfoques (otros algoritmos, otros sensores o fusión de datos),
serán determinantes en el futuro, ya que el rendimiento puede mejorarse aún más
para alcanzar la precisión que requieren algunas operaciones de tren autónomo en
un escenario de metro urbano.

Por otra parte, el cumplimiento del objetivo Obj3.2, relativo al desarrollo de sistemas
de validación y verificación semi-automática que permitan la simulación de todos
los escenarios posibles en entornos virtuales, se ha materializado en la definición
y desarrollo del primer framework semi-automático de V&V para la señalización
ferroviaria. Se ha detallado el diseño y la implementación del framework, así como
el sistema basado en VA&IA que se ha evaluado con él. Además, se han identificado
y definido las métricas para comparar la cantidad y variedad de pruebas realizadas,
y sus costes asociados, tanto del proceso de validación actual como del propuesto en
este trabajo. Los resultados obtenidos en diferentes pruebas realizadas muestran un
aumento significativo en la cantidad de pruebas que se pueden realizar al mismo
tiempo para una validación más robusta del sistema. Además, aunque la mejora
cuantitativa es considerable, el cambio más importante se produce en la parte
cualitativa. Está claro que la variedad en los escenarios de las pruebas aumenta
sustancialmente, ya que el entorno de generación de datos simulados permite simular
una gran variedad de condiciones de visibilidad que sólo podrían conseguirse en
grabaciones reales tras mucho tiempo y altos costes. Por último, el ahorro de recursos
es otro punto clave a tener en cuenta, con una reducción significativa del esfuerzo
para la misma carga de trabajo requerida.
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Este proyecto de tesis también presenta una solución HW para sistemas embebidos
de nivel de integridad de seguridad que permita la portabilidad de las aplicacio-
nes con alto coste computacional a sistemas embebidos, dando así cumplimiento
al objetivo Obj3.3. Esta nueva contribución ha introducido una nueva plataforma
de computación embebida, de seguridad y alto rendimiento para aplicaciones fe-
rroviarias basadas en VA&IA en tiempo real. Su diseño permite el aislamiento de
procesos, la ejecución redundante, la aceleración HW y la abstracción, haciendo que
la plataforma sea compatible con las diferentes técnicas de inferencia, arquitectura
y formatos de modelos de IA (incluyendo estándares abiertos como ONNX). Cabe
destacar la implementación de los diferentes módulos HW y SW específicos para
la plataforma SELENE. Se ha desplegado un módulo acelerador HW, que puede
personalizarse para soportar formatos de datos y capas de red neuronal específicos.
El acelerador HLSinf muestra un gran rendimiento en la evaluación agnóstica de
frecuencias. Utilizando la cuantización y otros métodos de optimización de modelos
de IA, el rendimiento mejora el SoA. Además, se ha llevado a cabo un runtime de
IA personalizado y un SW de inferencia adaptado, que abstrae la capa de aplica-
ción del usuario de la configuración HW específica de la plataforma. La plataforma
integrada añade flexibilidad para portar la solución al sistema integrado, aísla las
funciones críticas y gestiona los recursos del sistema de forma segura y eficiente.
Con una mayor madurez, la implementación ASIC y la certificación ferroviaria, la
plataforma SELENE podría adaptarse a los requisitos de la industria ferroviaria tanto
para aplicaciones de nivel de no seguridad como de seguridad.

Para terminar, en el camino hacia la consecución del objetivo Obj3.4 de este trabajo,
la futura definición de estándares para la certificación de sistemas de percepción
basados en aprendizaje profundo (inexistentes actualmente en el sector ferroviario),
se ha definido la primera plataforma de gestión de datos para el entrenamiento,
testeo y certificado de modelos IA. Aunque enfoques como el descrito en este trabajo
se están convirtiendo en un estándar de facto en el sector de la automoción, el sector
ferroviario todavía está evolucionando para adoptar metodologías centradas en la
IA. En el momento de escribir este trabajo, sólo existen unos pocos conjuntos de
datos abiertos destacables relacionados con la IA para el ámbito ferroviario. Este
trabajo da respuesta a esta necesidad, diseñando y definiendo la primera plataforma
común europea de gestión de datos ferroviarios acordada entre los más importantes
stakeholders del sector. Teniendo en cuenta los resultados obtenidos en los PoC, se
puede concluir que la solución en la nube es una mejor alternativa en comparación
con una solución in situ para la construcción de la plataforma de gestión de datos en
términos de disponibilidad, compartibilidad, escalabilidad y mantenibilidad.
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3.2 Trabajos futuros

Este apartado presenta los posibles futuros trabajos separados por cada objetivo
planteando en este proyecto de tesis.

Una vez validada la aplicación de detección y tracking de pelota en el juego de la
pelota vasca, esta tecnología se está extendiendo a otros deportes que necesitan
una distribución multi-cámara como es el tenis, ampliando la lista de posibles
proveedores de este servicio y reduciendo sus costes. Los módulos de captura de
imágenes, análisis de imágenes y renderización en tiempo real de cada cámara son
reutilizables en esta nueva configuración modular y escalable.

Para el sistema en producción de autenticación y vigilancia automática se necesitan
modelos biométricos más robustos que eviten desviaciones indeseables debidas a
la variación en pose facial y a las condiciones de luz y ruido. También hay que
reducir las necesidades de verificación humana cruzada, limitándolos sólo a efectos
de garantía de calidad y no para complementar las limitaciones de los sistemas
automáticos.

Respecto al sistema de odometría visual, el trabajo futuro podría orientarse en
dos direcciones. Un análisis más detallado de la dispersión de los resultados de
ORB-SLAM2 podría llevar a encontrar las características cruciales del escenario que
reducen la precisión del algoritmo VO. A continuación, podrían tomarse medidas
específicas dirigidas a esas características del escenario. Al mismo tiempo, la apli-
cación de otro tipo de algoritmos, como los algoritmos de VO basados en la fusión
de sensores, podría conducir a la mejora de los resultados, específicamente para
las operaciones de trenes autónomos que requieren una estimación precisa de la
localización.

Por otra parte, cabe destacar que el framework de V&V presentado en este proyecto
de tesis es un trabajo intermedio que aporta una solución a un problema actual,
pero no deja de ser una solución semi-automática y, por tanto, temporal. Como
trabajo futuro, se pretende trasladar el entorno ferroviario a herramientas de código
abierto como CARLA. Esto permitirá automatizar completamente todo el proceso
de generación de datos, la manipulación de las fuentes de datos de los sensores
y la automatización total del proceso de etiquetado sin tener que seguir el mismo
trayecto de tren para cada lote de pruebas. Además, se evaluará la opción de dotar
al marco de la capacidad de realizar pruebas de ablación. Puede ser interesante
probar el rendimiento de las funcionalidades basadas en IA eliminando determinados
componentes para comprender la contribución del componente al sistema global.
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Los siguientes pasos de la investigación respecto al HW embebido para aplicaciones
de VA&IA se centrarán en mejorar el rendimiento de la ejecución en tiempo real,
alcanzando tiempos de inferencia más bajos a la vez que se mantiene/incrementa la
precisión de la detección. Se tendrán en cuenta nuevas arquitecturas de NN como
candidatas para portarlas a la placa SELENE. Por otro lado, también podrán realizar
pruebas más profundas y validar las posibilidades de la plataforma para la ejecución
redundante seguida de un sistema de votación diferente, un 2oo3 por ejemplo, con
el fin de aumentar el nivel de seguridad.

Para terminar, la futura certificación requerirá que la plataforma diseñada disponga
de futuras iteraciones que converjan finalmente en la implementación a gran escala.
Ello propiciará un escenario en el que todas las partes interesadas de la UE compartan
datos y se beneficien de los datos compartidos por otros, acelerando los procesos
de certificación. También se reunirán todos los requisitos y se seguirá debatiendo
quién gestionará y alojará la plataforma, quién contribuirá y quién podrá utilizarla y
en qué condiciones. ’Data Factory’, el grupo de trabajo convocado en el marco de la
Empresa Común Ferroviaria Europea (EU-Rail) [EUC23], seguirá esta tarea en los
próximos años.
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1 Introduction

Object tracking has a prominent role within the field of computer vision. The
proliferation of high performance computers, the availability of high quality video
cameras at affordable prices, and the increasing need for automated video analysis
has generated a great deal of interest in object tracking algorithms. Detection of
target moving objects frame by frame, tracking and analysis to recognize their
behavior are the usual pipeline in video analysis [2].

From application domain point of view, tracking systems are being introduced
in sport game broadcasts, providing spectators with additional information. Due to
the high performance equipment requirements, the renting of this kind of systems
is quite expensive, making them unaffordable for small producers or broadcasters.
This is exactly the Basque Pelota case. This regional/traditional game is produced
by small producers and broadcasted by regional broadcasters. Their low budget does
not allow to contract current setups to support controversial plays.

In this work, a system to assist referees solving controversial plays in sport games
is described. The game has to be played with a ball and its playground must be
delimited by lines. The developed software allows to reduce the set-up requirements,
creating an accurate system that is affordable for a wider range of clients.

The set-up design, which is able to cover all border lines, is a challenge. This
border line number can be high (e.g. tennis playground) driving the solution to multi-
camera set-up. The modularity and scalability are important approaches for required
solution. In this work The Basque Pelota test-case is presented in order to simplify
the explanation. It is an ideal scenario to test the system first prototype because of its
technical peculiarities. Since the playground is delimited by walls on 3 of its borders,
it has only one border line to be covered. Once the application is validated in this
game, this technology is being extended to other sports (i.e. tennis) which need a
multi-camera distribution. For each camera image capture, image analysis and real-
time rendering modules are reusable in this new modular and scalable set-up.

In the following Section 1.1, this article carries out a short analysis of the state of
the art in controversial play resolution. Afterwards, in Section 2, a system overview
is presented in terms of its objectives, description and specifications. Section 3 details
the hardware and software (HW/SW) implementation of the core system, including
camera calibration, image analysis and real time virtual 3D reconstruction processes.
Finally, in Section 4 the document shows the results obtained from tests carried out
in real scenarios and it ends up with Section 5 summarizing the conclusions.

1.1 Related works

In its simplest form, tracking can be defined as the problem of estimating the
trajectory of an object in the image plane as it moves around a scene. In other
words, a tracker assigns consistent labels to the tracked objects in the different
frames of a video. Additionally, depending on the tracking domain, a tracker can also
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provide object-centric information, such as orientation, area, or shape of an object.
Therefore, the use of object tracking is pertinent in the tasks of [2]:

– Motion-based recognition, that is, human identification based on gait, automatic
object detection, etc.

– Automated surveillance, that is, monitoring a scene to detect suspicious activities
or unlikely events.

– Video indexing, that is, automatic annotation and retrieval of the videos in
multimedia databases.

– Human-computer interaction, that is, gesture recognition, eye gaze tracking for
data input to computers, etc.

– Traffic monitoring, that is, real-time gathering of traffic statistics to direct traffic
flow.

– Vehicle navigation, that is, video-based path planning and obstacle avoidance
capabilities.

This work focuses on motion-based object recognition in sport broadcasting.
Tracking systems in the TV broadcast domain are not a recent approach at all. Most
of the researched systems in this field are based on prediction algorithms based on
Kalman [4, 17] or particle filters [10]. Extend state of the art material is available
about methodologies dedicated e.g. to player and ball tracking in soccer [14, 18, 19]
or tennis [5, 7, 13].

Some companies such as Sportvision1 and Virtual eye2 market systems which
provide data content and enhancements for sports broadcasts and applications:

– The FoxTrax hockey puck tracking system [3] based on an infrared sensor. The
circuit board inside a puck contained a shock sensor and infrared emitters. The
puck emitted infrared pulses that were detected by both the 20 pulse detectors
and the 10 modified IR cameras that were located in the rafters. Each IR camera
processes the video locally and transmits the coordinates of candidate targets to
the “Puck Truck”.

– Strick zone control by ball and player tracking. Three PCs connected to three
video cameras track a pitched baseball’s flight toward the strike zone. Two
cameras observe the baseball, while the third observes the batter to provide
proper sizing for the strike zone.

– Playground lines drawings of 1ST & TEN3 in American football. This application
uses a number of cameras shooting the field. Recent implementations require
around four computers, one computer per camera plus a shared computer for
chroma-keying and other tasks that can be run by a single operator.

– Cricket4 and golf ball tracking. Based on image computer graphics technology,
4 high-speed cameras (250 fps), two Infrared cameras and sophisticated com-
puter rack are used to track the cricket ball. This set up needs at least a group of
4 operators to its management.

– Additional information for viewers as graphics and statistics in golf.

1www.sportvision.com
2http://virtualeye.tv/
3http://www.ieeeghn.org/wiki/index.php/The_Making_of_Football%27s_Yellow_First-and-Ten_Line
4https://www.youtube.com/watch?v=LjLe06H7EJg
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Due to their closed system, the algorithms on which they are based are in most of
cases unknown.

Hawk-Eye5 markets the most important controversial play image-based analysis
and 3D virtual replay reconstruction approach for situations in which a tennis ball
sized object is used in the play. Although, it started as cricket ball tracker, it is well
known because it is able to point the location of a ball bounce in a tennis court with
high accuracy. Hawk-Eye uses 6 high speed specialized vision processing cameras
which are positioned around the ground and calibrated. In addition the system uses
two broadcast cameras and calibrates them so that the graphic is always overlaid
in the right place. All cameras have anti-wobble software to deal with camera
movement. According to information in its web [9], it is able to deliver a pinpoint
accuracy of under 5 mm.

However, the complexity of the set-up, high-speed cameras are needed, and
the equipment requirements make the system too expensive for less-known re-
gional/traditional sports. Even more, it cost is around $60.000 for one court which
increases by 100 the cost of the system presented in this approach.

All these approaches use at least two or more high speed specialized vision
processing cameras to determine the bounce distance from border line. In addition,
they need operator team to control them. In order to reduce the existing solutions
requirements, this work presents an alternative set-up, robust in terms of different
possible camera operating location/orientation, based on unique broadcast-type cam-
era per border line. This solution can be managed by one operator, even playground
has more than one line under control, changing camera views from the system.
The challenge in reduction of hardware complexity and achieving market solutions’
accuracy motivates this work.

2 System overview

The industrial project called Begira, in which this research has been carried out,
establishes the technical specifications that the developed system has to fulfil.
Although the state of the art can offer specific solutions for some of the technical
requirements, it cannot afford the consecution of all the technical specifications.
Even more, the economical limitations are a also the variables that constrains
this research.

2.1 System objectives

The system must be able to pinpoint accurately the distance of ball bounce from
the line. The output 3D virtual video will simulate the last ball trajectory and will
be inserted in TV PAL broadcast signal. The solution must be deployed on top
of a simple HW/SW system to make it affordable for any producer, sport event
broadcaster or less-known sport event organizer.

A system set-up design driven by flexibility in terms of size and operating location,
can significantly reduce the costs rising this challenge as a major aim. In addition,

5www.hawkeyeinnovations.co.uk
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the system needs to operate in quasi real-time, at least faster than the estimated
time for video replay which is about 30 sec. Respect to pinpoint accuracy, defined
by Basque Pelota referee committee, the estimation error should be under 1 cm
for all cases and under 5 mm for 80 % of them. This error has been set taking
into account the typical human eye incertitude in the appreciation of bounce point
(from a distance and with millisecond duration), which is also subjective. As this
limit was considered achievable after the demonstration of our first version of the
system, it was determined as a requirement. Referee committee is aware of the
difficulty of approaching these accuracy values, but consider them necessary in order
to standardize the system.

2.2 System description an requirements

In this section, the system general workflow, as well as module specifications and
functionalities are described (Fig. 1).

The prototype has four independent modules: a) the camera, b) the capturer/
encoder, c) a laptop for storage and all processing tasks and d) a video adapter for
TV PAL broadcast or playout. The camera captures images and transfers them in
RAW format using an standard professional TV interface to the capturer/encoder
module. This second module encodes frames using the H.264 codec and transfers it
to the laptop where it stores them into a Transport Stream (.ts) video file. The image
processing and later 3D virtual replay generation tasks are executed in the laptop. In
the last module, the 3D virtual representation output video is adapted to broadcast
quality video .

– Camera The cameras used for image capture must fulfil some characteristics
in order to make the ball detection easier for segmentation and identification
operations carried out in the next steps:

– Frame rate The broadcast camera must provide enough images per second to
track and predict the ball trajectory in each frame. The choice of this factor
is defined taking into account the trade-off between the data processing
time (in capturing/coding/storing) and the necessity of the amount of real
images to be able to approach accurately the ball trajectory. To avoid missing
frames, the time elapsed in recording/storing each frame must be less than
reciprocal of the frame rate.

– Shutter speed and diaphragm aperture In the case under study, the accuracy
of the tracker can be improved if a target with stable shape, without blur
effect, and with stable color (grayscale intensity) is acquired. Therefore, a
high shutter speed camera is required. The choice of this factor is to be

Fig. 1 System HW/SW workflow & modules
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2 3

Fig. 2 Low shutter speed (auto). Electronic gain disabled. Blurry ball
Fig. 3 High shutter speed (1/500). Electronic gain enabled. Blur-free ball

defined taking into account the trade-off between the minimum illumination
required in the segmentation process and the necessity to keep the shape of
the ball stable. It will be set to the minimum that allows the ball to appear as
a clear round object. The maximum speed of the ball will be relevant on it
(see Figs. 2 and 3).
The minimum shutter speed and consequently the diaphragm aperture are
set according to the illumination of the sport events place and to the
expectable maximum ball speed in each game. In this work, these values are
set for Basque Pelota courts (indoor, illuminated for TV broadcast).

– Image resolution The accuracy in ball bounce pinpointing is also related to
the resolution of the captured images. The higher the resolution, the lower
the pixels/distance ratio. Once again, the system performance is based on
a trade off between lower processing time and higher accuracy in measure
(see Table 1).
To approximately calculate Pixel/Distance ratios, we use as reference object
the border line. Calculating the amount of pixels in the horizontal and
vertical vertices of the image, we can compute border line width pixel
amount and compare it to border line real width measurement.

– Color space The color space influences the ball segmentation process. Al-
though multi-component color spaces can offer extra information in image
object understanding, the bright white color of the ball and the dark color
of the playground, offer high contrast which makes single component color
spaces enough for segmentation purposes. This reduces the generated data
amount for capture, encoding, storage and processing tasks.

– Optical lens with fixed camera-to-playing field distance The field of view
of the camera must also be taken into account to determine lens distortion

Table 1 Pixel/Distance (pixel/cm) ratios calculated for different image resolutions and camera
distance

Image resolutions Distance from camera (m) Reference image

9 m 0.5 m

1080p 0.45 0.065

720p 0.7 0.09

576p 0.85 0.15
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and system precision in terms of image pixel/real distance. The greater the
field of view, the greater the covered scene area in which the ball trajectory
can be analyzed. However, the greater the field of view, the greater the
lens distortion and the lower the precision (pixel/distance). Even though
this parameter must be taken into account, it is not as critical as others like
velocity of the ball.

– Capture & encoding module The capturer/encoder module captures the RAW
multi component video signal provided by the camera. After that, the signal is
converted to a single component color space. Then, the signal is compressed
and encoded in order to reduce the information data flow for the storage and
processing tasks.

– Codec The codec requirements have to solve the controversial relation
between image quality and compression ratio. The goal is to obtain the
maximum compression ratio, keeping the minimum image quality which
ensures correct segmentation conditions after decoding.

– File container The video file must be read and written at the same time. In
addition, the read process must offer quasi random access capabilities for the
retrieval of part of the whole recorded video starting from a specific frame.
Moreover, most of multimedia container formats include timestamps and
data just before file closing, becoming navigation more difficult. The chosen
container must solve this problem.

– Storage and processing laptop The laptop and capture/encoding module are
connected trough USB 2.0. The laptop stores the encoded images in its hard
disc, it retrieves and analyzes them and finally generates a 3D virtual replay of
the action. A multi-tasking approach for quasi real-time performance establishes
the hardware characteristics of the laptop. The system core software is stored
and executed in this module. The algorithm robustness is directly related to the
system set-up flexibility.

– Video adapter to TV broadcast signal The broadcasted output video signal
must comply with the broadcaster graphical requirements and signal quality
specifications at its mobile units. This module adapts the rendered video signal
into a TV broadcast signal.

3 Implementation

In the first step of the implementation, state of the art and market study has been
carried out to identify the existing HW/SW developments which best fit the needs
of the system based on the requirements outlined above. Two main issues have
been encountered at this point: on one hand, no specific HW/SW solution exists
for the established requirements. On the other, available HW solutions deal with
independent tasks identified in the system workflow & modules figure (Fig. 1). This
context pushes the development of our own algorithms, as the outcome of a research
process. The unique existing Open Source algorithms used in the implementation are
Camera Calibration (OpenCV) and Polynomial Approximation (GNU).
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The system as a whole has been integrated using Qt:6 a cross-platform application
framework that is widely used for developing application software with graphical
user interfaces (GUIs).

3.1 Image capture

From the beginning, this system was developed using conventional TV broadcaster
equipment in order to reduce costs in later market adoption processes. The camera
used in the tested prototype is a common professional HD handheld camera (Pana-
sonic HVX200A7), widely used by many kinds of producers/broadcasters. It provides
a RAW YUV(4:2:2) component signal at a maximum resolution of FULL-HD 1080i
and a maximum frame rate of 50fps far away from the throughput and features of
cameras required by other market solutions. The camera is set-up at HD 720p 50fps
both providing enough resolution and frame rate for our approach.

The scene illumination conditions are then to be analyzed. The amount of
available light is a combination of pelota court lights and of additional spotlights
used in special competition broadcasting. Under these conditions, the scene often is
not enough illuminated, providing resulting images (at 50fps and 1/500 shutter speed)
which are low-contrast.

Taking into account the minimum illumination required to keep the color and
constant shape characteristics of the ball in the segmentation process, the balanced
compromise between shutter speed, which keeps constant the ball round shape,
and diaphragm aperture and electronic light gain, which keep the scene contrast,
is defined for each broadcasted event.

3.2 Image encoding and storage

The amount of data generated capturing HD 720p images at 50fps and described by
the bit rate BR parameter makes necessary the use of compress/encode algorithms.

Resolution:(1280 * 720) pixels/frame

Frame Rate: 50 frames/sec

Bit Depth: 8 bits/pixel

Components: (1 (Y) + 0.5 (U) + 0.5 (V))

(Note: YUV 4:2:2 format)

BR = 1280 × 720 × 50 × 8 × 2 = 703.125Gbps (1)

The generated throughput would impose special storage, transmission bandwidth
and equipment. This makes the system set-up more expensive and less compact.
However, reduced system cost and dimensionality are central requirements from the
beginning: to reduce the throughput the signal must be compressed. The dominant
video codec today for web and mobile video (limited by the transmission channel
bandwidth) is H.264 [6, 15]. H.264 compression preserves the video quality at high
compression ratio better than other popular codecs widely available on the market
[15, 16].

6www.qt.nokia.com
7www.panasonic.com/business/provideo/home.asp
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Although the standard defines 17 sets of profiles, H.264 has three commonly-
used: Baseline (lowest), Main, and High. Higher profiles (Main and High profiles)
ensure the best signal quality-compression relation. Since the system needs high
compression ratios with the best signal quality, the High profile is chosen.

H.264 is typically deployed into .MP4 file containers. However, a wide range of
different containers can be used. One of the main difficulties of working with open
videos is the random access within the content. Most seek function implementations
require closed video files to function properly. However, in our case, the positioning
at specific frame is performed will the video file is open and the encoder is appending
information on it. To achieve this purpose, it is necessary to have time marks
periodically embedded in the video file. Nevertheless, most video containers only
include those marks just before the file is closed.

The container chosen to fit our requirements is therefore MPEG Transport
Stream (.Ts) [12]. This Transport stream, devoted to content broadcasting, specifies a
container format encapsulating packetized elementary streams, with error correction
and stream synchronization features for maintaining transmission integrity when the
signal is degraded. This allows to read specific video segments while writing into the
same file.

The open source ffmpeg8 library has been used to compress, encode and encapsu-
late the video, as well as to retrieve video sections, and decode them. This package
includes audio/video codec and audio/video container multiplexer and demultiplexer
libraries.

3.3 Camera calibration

Camera calibration or resectioning is the process of finding the true parameters of
the camera that produced a given photograph or video based on prior knowledge of
the scene. The camera parameters are classified in extrinsic and intrinsic parameters.

Rotation and translation matrices (R,
−→
t ) contain the extrinsic parameters which

denote the coordinate system transformations from 3D world coordinates to camera
coordinates. On the other hand, the intrinsic parameter matrix (K) encompasses
focal length, image format, and principal point (2).

K =

⎛

⎝

fx 0 cx

0 fy cy

0 0 1

⎞

⎠ (2)

Where,

fx & fy Lens focal length

cx & cy Principal point (the image center)

The camera calibration is carried out using the so-called pinhole camera model,
on which Opencv9 camera calibration routines are based. A scene view is formed

8www.ffmpeg.org
9http://opencv.willowgarage.com/wiki/
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by projecting 3D points (xp, yp, zp) into the image plane (xi, yi) using a perspective
transformation.

Pi =

⎛

⎝

xi

yi

1

⎞

⎠ , Pp =

⎛

⎝

xp

yp

zp

⎞

⎠ (3)

From the homography matrix (H), the matrices (R,
−→
t ) describing the rotation

and translation parameters of the camera can be extracted.
In the mathematical development below the captured image points are identified

by Pi (image coordinate, pixel) and playground plane points, where the ball will
bounce, by Pp (real world plane coordinate, cm). P∗

p is an auxiliar point (real world
plane coordinate, cm).

Since Opencv use homogenous coordinates:

⎛

⎝

xi

yi

1

⎞

⎠ = K[R|t]

⎛

⎜

⎜

⎝

xp

yp

zp

1

⎞

⎟

⎟

⎠

(4)

Where,

(xp, yp, zp) Real world 3D coordinates

(xi, yi) Projection point coordinates

P∗
p =

⎛

⎝

x∗
p

y∗
p

z∗
p

⎞

⎠ (5)

Hip =

⎛

⎝

h(1,1) h(1,2) h(1,3)

h(2,1) h(2,2) h(2,3)

h(3,1) h(3,2) h(3,3)

⎞

⎠ (6)

P∗
p = Hip × Pi (7)

Hip = H−1

pi (8)

Pp = P∗
p/z∗

p =

⎛

⎝

x∗
p/z∗

p

y∗
p/z∗

p

z∗
p/z∗

p

⎞

⎠ =

⎛

⎝

xp

yp

1

⎞

⎠ (9)

The homography matrix (H) needs to be calculated upon starting the system:
it maps which pixels coordinates of captured image points Pi correspond with
playground plane coordinate points Pp. Thus, once the bounce point in the captured
image is identified, the position in the playground plane can be calculated.

The image points are selected using a calibration checkerboard as in Fig. 4. The
playground plane points are predefined and they must correspond to the points of the
checkerboard which are selected in the captured image. With this process, camera
intrinsic parameters matrix (K) and plane homography matrix (H) are calculated.

Consequently, the (R,
−→
t ) matrices are defined.
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Fig. 4 Calibration
checkerboard

The calibration information allows placing the camera (position and tilt) with
respect to a reference point (xp, yp, zp) of the pelota court world and determining
its intrinsic distortion parameters. Undistort parameters and the geometric transfor-
mation, which establishes the relation between a captured image and the playground
plane points parameters, are therefore established. Camera calibration makes the
system robust in terms of different possible camera operating location. As a result,
the system has no camera location/orientation limit, provided that line view is not
occluded.

3.4 Image analysis and data processing

In this section, the image processing and accurate bounce point determination
algorithms are explained. The development has been based on the open source
Opencv and GSL—GNU10 libraries.

Once the system has been started, the recording begins. The camera is acquiring
the contentious area around the playground border line and storing the information
in a laptop where data is also processed during the entire duration of the game. The
data captured from the camera is stored as MPEG transport stream (.ts) and using
H264 encoding. When a controversial play occurs, the operator triggers the system.
To that end, it extracts the latest frames, which contain the controversial play.

Once the set of images is extracted (Fig. 5), the first image of the sequence is set as
the background image (Fig. 6). All the images of the sequence are converted from the
color space, which is determined by the camera output, into a single component color
space able to contrast the shape, movement and intensity descriptors to pinpoint the
ball position in each frame.

After this, all the images are pre-processed using the camera intrinsic parameters
matrix (K) to correct the distortion introduced by the optical lens.

After image preprocessing, the process for ball segmentation and tracking starts
(Fig. 5) for each of the corrected images of the sequence (Fig. 7). Due to the
knowledge of the probable initial ball position, this process is only applied for a

10www.gnu.org/software/gsl/
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Fig. 5 Ball segmentation and
tracking process

concrete image area. Image areas’ difference is calculated pixel by pixel with respect
to the previous image (temporally) (Fig. 8) and to the reference image (Fig. 6), such
that two difference images (Figs. 9 and 10 respectively) are obtained. Broadcast
camera position and orientation are statics from the beginning of the match. For
this reason, the frame difference technique provides a background-free output.

These two substraction image areas are transformed into black and white image
areas via thresholding. The logic operation AND is performed for each pair of image
areas (Fig. 11), so that only regions which are present in both images are extracted.
Regions identified as noise also have to be removed by the logical AND composition
operation. In order to discard noisy regions, estimated shape and area are used.
Furthermore, velocity of the ball, considerably greater that of rest of the objects
present in the scene, is set as key characteristic for segmentation. This methodology
is used for extracting the initial position of the ball. Once the initial position is
determined, the tracking process of the ball is performed.

The tracking process is based on the calculation of a movement vector. This
movement vector and the velocity vector of the ball are calculated taking into
account its coordinates (x′′′

i , y′′′
i ) in pixels with respect to the previous image and to

the time that has elapsed between one image and the next. In order to calculate the
movement vector, the difference between the coordinates (x′′′

i , y′′′
i ) of the center of

the ball is calculated for consecutive images.
The calculation of the movement vector allows predefining a ROI where the

segmentation process occurs. Once the initial point of the ball has been extracted
and the movement vector calculated, the system creates a ROI determining the
prediction area for ball position. All the process steps of frames substraction and
AND logical operation will be made in the extracted ROI. Therefore, the process of
ball detection speeds up.
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Fig. 6 Background reference image
Fig. 7 Frame(n+1)
Fig. 8 Extracted frame(n)
Fig. 9 |Frame(n+1) - Frame(n))|
Fig. 10 |Frame(n) - Reference background|

Fig. 11 Logical AND of (d) on (e) and resulting ROI

The combination of camera position/orientation and selected ROI size keep
usually the players belonging regions (noise) out of ROI. However, if there are
more than one ball candidate region after AND composition operation, eliptic shape,
calculated area and predicted position are used to discard irrelevant ones.

Tracking prediction algorithms, like Kalman Filter or Particle Filters, have been
implemented and tested but finally rejected because they do not offer any significant
improvements comparing with less complex procedure assuming some approxima-
tion. This is due to the fact that ball trajectory can be considered quasi linear close to
bounce point. In addition, the relation between capture frame rate and ball velocity
makes vector module almost constant and smaller than ROI size. For this reason, the
velocity vector information is enough to predict properly the future ROI position and
ROI size to detect the ball even if changes its direction after bounce.

As shown in Fig. 12, once the velocity vector has been extracted for the entire
sequence of frames, the sequence of positions of the ball (x′′′

i , y′′′
i ) is divided into

two segments. In order to define the limit of the segments, the difference in angle
and modulus of the velocity vector is taken into account. The maximum value of the
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Fig. 12 Point sequence split &
polynomial approximation

angle difference determines the limit which divides the two segments. If the angle
values are similar, the modulus is used to break the deadlock.

Once the coordinates of the ball position of the ball have been determined for
the two segments, a least-square fitting is performed for each of the two segments
[1]. For the calculation of this fitting curve, the points which are above a minimum
distance to the curve are iteratively discarded.

if,

|x′′′
i (n) − lsf (x′′′

i (n))| >
∑length

n=1

|x′′′
i (n)−lsf (x′′′

i (n))|

length
⇒ (x′′′

i (n), y′′′
i (n)) point discarded.

(10)
Where,

lsf Least Square Fitted function

length Each segment length

The trajectory of the ball for each of the two segments is thus determined. The
point of the intersection of the resulting curves is considered the bounce point of the
ball (Fig. 13).

The position of the bounce point is now referenced with respect to the image
coordinates (x′′′

i , y′′′
i ) while the real distance of the bounce point to the playground

border line is to be known. To that end, the geometric transformation obtained in the
calibration procedure is applied to extract the coordinates (xp, yp) in the playground
plane from the coordinates of captured image in pixels.

This geometric transformation, related to homography, can only be applied for
the points of the playground plane (zp = 0). To that end, it is necessary to define the
bounce point in the image. The point is defined by the coordinates (x′′, y′′) in pixels
(Figs. 14 and 15).

x′′
i = x′′′

i + R ∗ sin(α) (11)

y′′
i = y′′′

i + R ∗ cos(α) (12)
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Fig. 13 Bounce point
detection using velocity
vectors

A small error is produced at the exact point where the ball touches the ground It
has not been reflected in the figures, since the ball is superimposed.

xp = x′
p + vx(R,

−→
t ) = xpbounce

(13)

yp = y′
p + vy(R,

−→
t ) = ypbounce

(14)

Where,

(xpbounce
, ypbounce

) Bounce point at playground

zp =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

(

zp0

xpbounce

+
g

v2
x

∗ (xp − (2 ∗ (xp − xpbounce
)))

)

∗ (xp − xpbounce
) if xp < xpb

g

v2
x

∗
(

x2

pbounce
− x2

p

)

otherwise

(15)

Where,

g Gravity constant

Multimed Tools Appl (2014) 73:1819–1842 1833



14 15

16 17

Fig. 14 The center of the ball (x′′′
i , y′′′

i ) referenced to captured image origin
Fig. 15 The point (x′′

i , y′′
i ) where the ball touch the ground referenced to image origin

Fig. 16 Transformed touch point (x′
p, y′

p) at ground (zp = 0), referenced to ground plane origin
Fig. 17 Bounce point (xpbounce

, ypbounce
) referenced to ground plane origin

Once the point (x′′
i , y′′

i ) is calculated, the point on the real ground plane is obtained
by multiplying it by the plane transformation matrix (H) (Fig. 16 and Eq. 7).

As seen in Fig. 16, the point (x′
p, y′

p) is not an exact projection of the center of the
ball, so it is moved in the direction of the optical vector of the camera with a distance
which depends on the position and tilt of the camera to the central point.

Once the real position of the bounce point, which is referenced to the field line,
has been calculated it can be determined whether the ball has bounced outside, inside
or on the line itself.

Since the correct geometric transformation provided by the two plane homog-
raphy only can determine the relation between captured images and playground
plane points, the only actual ball 3D positioning can be carried out when it
touches the ground (at bounce point). From this data, the rest of replay ball
trajectory is simulated. Its (xp, yp) components are computed from the bounce point
(xpbounce

, ypbounce
, zpbounce

) and ball direction vectors defined taking into account some
ball positions parameters in the processed images close to the bounce moment. The
(zp) component (15) is based on parabolic model taking into account (xp, yp) points,
approximate ball velocity vector and the zp0

determined from the ball position at the
first analyzed image frame (Fig. 17).

3.5 Virtual 3D replay

The visual result of the image analysis is the controversial play virtual 3D replay.
Here one of the most performance demanding issues is the rendering engine,
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Fig. 18 3D virtual reconstruction of ball trajectory
Fig. 19 Virtual representation of bounce point

dedicated to the computational process of generating an image using 3D information.
Firstly, this 3D shape information is converted into polygons and then into triangles.
Secondly, these triangles are projected into a 2D image and, finally, each pixel inside
the triangles is colored. The whole process takes too much time if no additional
strategies or algorithms are used and live TV broadcast cannot be interrupted.

In order to address realtime 3D rendering, the approach is built on top of
OpenSceneGraph11 (OSG) library [11]. It is an open source, cross-platform graphics
toolkit for the development of high performance graphic applications. It is based on
the concept of a scene graph and uses OpenGL.12

OpenSceneGraph makes use of techniques that speed up the rendering com-
putational process because the rendering motor deals with considerably reduced
information: a Level of Detail (LOD) algorithm, culling techniques (frustum,
occlusion and small feature culling) and a State Sorting strategy are employed to
this end.

The basic LOD idea is to use simpler versions of an object as it makes less and less
of a contribution to the rendered image. So, when an object is far away, less polygons
will be used to define it, which reduces the number of triangles to be processed in
the rendering. The criteria OSG uses to select a level of detail model depends on
the distance of the object from eye point (range-based selection). And to stop the
switching form one LOS to another being noticeable, a Continuous Level of Detail
(CLOD) technique is used [8].

Culling techniques consist of removing portions of the scene that are not consid-
ered to contribute to the final image. The rest of the polygons are sent through the
rendering pipeline. With the View frustum culling technique, all the polygon groups
that are outside (the region of space in the modeled world visible form the eye point)
are eliminated. When occlusion culling is used, all the objects hidden by groups of
other objects are also eliminated from the sending-to-render process. And with Small
Feature culling, small details that contribute little or nothing to the rendered images
are not processed when the viewer is in motion [8].

State Sorting consists of sorting geometrical shapes with similar states into bins to
minimize state changes in the rendering process [8].

11www.openscenegraph.org
12www.opengl.org
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The 3D visualization module takes as input the ball 3D trajectory (Figs. 18
and 19), the exact bounce point, its distance from the line, its shape and if the bounce
point is in or out. According to this incoming data, the scenario is loaded and the
ball trajectory simulated creating an output video file with the controversial play
reconstruction. Although the output video is rendered by a conventional camera
view for standard TV broadcast, it can be rendered with stereoscopic cameras for
future 3DTV broadcasts.

The module configuration defines the variable parameters which describe the
scenario: playground border lines width and color, ground material texture, rendered
measure number and arrow colors, etc. This makes it easier to configure the virtual
scenario for the different real pelota courts where the game takes place.

3.6 Signal adaptation for PAL-quality digital TV signal playout

With regards to the output signal, the system is able to provide HD 1080p digital
video throughput. However, it is required to also be compatible with nowadays
Standard Definition (SD) broadcaster TV signal standards. Rendered images are
adapted to these restrictions. The output video is rendered with a Matrox4 CG200013

video adaptor, since this hardware combines a 3D graphic accelerator with broadcast
quality video I/O.

The system output signal can be adapted to lower quality formats (PAL 4:3, 16:9)
if it is needed due to compatibility issues.

4 System evaluation

The initial assessment phase of the parameters described in Section 2.2 specifies in
depth which parameters of the camera improve the further segmentation process.

According to this first assessment, the scene often is not illuminated enough for
proper image acquisition. To improve the image quality, the balanced compromise
between shutter speed, diaphragm aperture and electronic gain is set. Furthermore,
the thresholds used in ball-player-background segmentation are set according to
camera parameters and playground illumination. The evaluation of the system has
been done before a professional TV broadcasted Basque Pelota match in three
different stadiums. In sport broadcast, the courts must be well illuminated in order to
maximize the contrast between foreground and background and make the ball visible
over the playground for the audience and TV viewers. Accordingly, the illumination
and its changes are under control during match time and our system take advantage
of this stable environment.

The test set-up has been another considerable challenge. The ball physic behavior
has been studied and tested, reaching that the ball bounce can be considered elastic,
because its hardness, ruling out any deformation on its shape or track. In order
to get to the conclusion that bounce area remains circular, tracing paper has been
used. This tracing paper is set along the border line in order to determine real

13www.matrox.com
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Fig. 20 Covered distances in
the testing trials

distance measurements during testing period. Millimetric paper is set under the
tracing paper to get the real distance from the bounce area center and the border
line. Consequently, the real distance measurement error can not be above 0,5 mm to
achieve market competence.

As mentioned before, the system has been tested in different playgrounds. For all
tests, the selected parameters for the system are:

1. Frame rate = 50fps
2. Shutter speed = 1/500 sec
3. Diaphragm aperture = 1:1,7
4. Image resolution = 720p HD
5. Camera lens focal length = 35 mm
6. ROI window size = 100×100px
7. Detection color space = Gray scale
8. File storage codec = H.264

The camera was located 3 m from the ground and on one side of the line. The field
of view allowed covering 9 m (as shown in Fig. 20), enough to cover the controversial
action play zone. The camera pan and tilt were different for each test, determined to
each playground. The system can be adapted for any kind of sport event, taking into
account that the error can vary depending the referees requirements.

According to the results extracted from the tests made in one of the playgrounds
(Table 2), the algorithm robustness is proved along different possible camera oper-
ating distances. Average error for both test measurements is 4,3 mm, which is below
the target 5 mm deviation. The numerical error requirements listed in Section 2.1 are
not fulfilled successfully, because the 80 % of measures should be below this 5 mm
error threshold and only the 69,4 % of the errors satisfy this requirement. still, 80 %
of the errors are below 7 mm.

Although Referee Committee considers this results as acceptable because the
typical human eye incertitude in the appreciation from a distance, with millisecond
duration, is considerably higher than that of the presented system, ongoing research
is being developed in order to fulfill these requirements. One of the objectives of this
ongoing research lays on the use of FullHD cameras instead of HD cameras. These
cameras represent the same scene using a greater number of pixels and therefore
the pixel-real distance ratio decreases, permitting a more precise calibration process
and the minimization of error (in real cm measurement) when ball centre point is
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Table 2 Accuracy test results for tests made in Ogueta(Vitoria) playground

Distance from Test 1 Test 2

camera [d] (m) Real measure System measure Error Real measure System measure Error

(cm) (cm) (cm) (cm) (cm) (cm)

d < 1.5 m 8.40 8.65 0.25 −8.20 −8.34 0.14

d < 1.5 m 2.85 2.86 0.01 7.10 6.60 0.50

d < 1.5 m 3.75 4.12 0.37 0.80 0.57 0.23

1.5 m < d ≤ 3 m 0.75 −0.04 0.79 −0.50 −0.90 0.40

1.5 m < d ≤ 3 m −3.75 −3.95 0.20 −5.20 −5.80 0.60

1.5 m < d ≤ 3 m −0.10 −0.34 0.24 −7.80 −7.56 0.24

3 m < d ≤ 4.5 m 19.00 18.85 0.15 −3.00 −2.58 0.42

3 m < d ≤ 4.5 m 1.75 0.90 0.85 −0.70 −1.07 0.37

3 m < d ≤ 4.5 m −3.20 −3.15 0.05 −3.55 −2.90 0.65

4.5 m < d ≤ 6 m 3.70 2.45 1.25 −4.75 −3.95 0.80

4.5 m < d ≤ 6 m 6.50 5.64 0.86 2.50 3.40 0.90

4.5 m < d ≤ 6 m 2.00 1.40 0.60 −6.20 −5.80 0.40

6 m < d ≤ 7.5 m 7.10 7.37 0.27 4.00 4.70 0.70

6 m < d ≤ 7.5 m 6.90 6.95 0.05 3.20 3.85 0.65

6 m < d ≤ 7.5 m −1.70 −1.75 0.05 2.70 3.10 0.40

7.5 m < d ≤ 9 m 3.30 3.50 0.20 1.90 2.30 0.40

7.5 m < d ≤ 9 m 4.20 4.50 0.30 12.60 12.00 0.60

7.5 m < d ≤ 9 m 11.90 12.00 0.10 2.10 1.80 0.30

detected. The other major issue comes from the control of playground illumination,
in order to improve the ball segmentation process.

The tests reveal that the precision in measurements is related to the accuracy in
ball center pointing (in each captured frame) and to the accuracy in the homography
matrix calculation, both of which are closely related to image resolution. Actually,
the error in measurement is not constant across the field. Although the resolution
of the image is constant, the real distance that a pixel represents (pixel/distance
ratio) is different depending on camera location. The longer the distance between
the line-point and the camera, the lower the (pixel/distance) ratio. Nevertheless, the
experimental results show that this theoretical issue is not crucial for distances less
than 9 m from the camera at HD 720p resolution.

In the springs of 2010, 2011 and 2012 the system was tested in the most im-
portant Basque Pelota competitions. Although the numerical measurements did
not accomplish the goals of the Referee Committee, they considered the system
ready to help them taking decisions during the match. The system worked as
expected on professional platforms and the output signal was broadcasted live by the
Basque public broadcaster (EiTB14) successfully. In 2010 it was watched by 219.000
spectators and the viewer share was 31,1 %.

The opportunity of broadcasting the virtual 3D repetition of the bounce permits to
the spectator to get more information about the ongoing match. Due to the velocity
of the ball and the limits of the broadcasting cameras, it’s no viable to reproduce
the last recorded frames and detect the bounce point of the ball. Only making a

14www.eitb.com
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reconstruction of the followed track it’s possible to determine this point. Therefore,
the user experience is enhanced using the results of the described system.

5 Conclusions

In this work a low-cost automatic ball bounce detector and 3D virtual replay
generator is proposed for sport event broadcast. The central engineering trade-
off choice approach has been to reduce the bounce detection system set-up and
hardware requirements to unique broadcast-type camera per border line as well
as to reduce the system software to quasi real-time performance. The challenge of
hardware complexity reduction keeping accuracy in results can be considered the
main technical contribution of this work.

The algorithm introduces an additional advantage which makes it more flexible in
terms of different possible camera operating location. Contrary to other approaches,
the camera and the playground plane can form any angle, since the necessary
transformations for calculating the point of impact in real coordinates are effective
and accurate. For this reason, the system has no camera location constraint, provided
that line view is not occluded.

The typical human eye incertitude in the appreciation of distant actions(a few
meters from linesman to bounce events point), with millisecond duration (because
of the ball speed) is considerably higher than the score of the presented system.
Obtained results show that the measure errors are close to the demanded range in
order to standardize the system for Basque Pelota events.

The use of 3D virtual reality for controversial action replays in sport event
broadcasting enhances audiences and TV spectators’ visual experience. Due to the
reduction of the production costs, this contribution represents a new opportunity
for less-known traditional/regional sport events to use this technology, as well
as, for small producers, organizers and broadcasters to compete with well-known
competition organizers and expensive broadcasting rights owners.

The experience of having developed a research effort applied to real world
deployment for sports events has materialized a complete solution covering he whole
production chain. Technical specifications and hardware requirements for a system
that has to be included in a real world implementation are stronger than the ones
required for a system with not so close relation with real world applications. Even
more, several variables are no more under control of the researcher, which makes
the work harder.

This work has been granted with the patent EP2455911 Method for detecting the
point of impact of a ball in sports events.
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ABSTRACT Identity verification and proctoring of online students are one of the key challenges to online
learning today. Especially for online certification and accreditation, the training organizations need to verify
that the online students who completed the learning process and received the academic credits are those who
registered for the courses. Furthermore, they need to ensure that these students complete all the activities
of online training without cheating or inappropriate behaviours. The COVID-19 pandemic has accelerated
(abruptly in certain cases) the migration and implementation of online education strategies and consequently
the need for safe mechanisms to authenticate and proctor online students. Nowadays, there are several
technologies with different grades of automation. In this paper, we deeply describe a specific solution
based on the authentication of different biometric technologies and an automatic proctoring system (system
workflow as well as AI algorithms), which incorporates features to solve the main concerns in the market:
highly scalable, automatic, affordable, with few hardware and software requirements for the user, reliable and
passive for the student. Finally, the technological performance test of the large scale system, the usability-
privacy perception survey of the user and their results are discussed in this work.

INDEX TERMS Biometric authentication, cloud computing, computer vision, data science applications in
education, distance education and online learning, machine learning, security, computer vision.

I. INTRODUCTION
There is no doubt that online learning has been gaining
popularity throughout the past years. This phenomenon is
not surprising given that online learning allows education
institutes to operate at a lower cost and with greater reach-
out to more students. Educational institutions are offering
courses online to leverage the benefits of online learning.
This is especially so since the advent of Massive Open
Online Courses (MOOC). On the other hand, COVID-19 has
been a challenge for traditional institutes offering face-to-
face teaching, and these institutions have had to migrate (in a
very short period of time) to a fully online education model

The associate editor coordinating the review of this manuscript and
approving it for publication was Tony Thomas.

forced by the pandemic situation. However, online learning
implementation presents challenges.

E-learning has a serious deficiency, which is the lack of
efficient mechanisms that assure user authentication, in the
system login as well as throughout the session. Especially for
online certification and accreditation, the training organiza-
tions need to verify that the online learners who completed
the learning process and received the academic credits are
precisely those who registered for the courses. Inadequate
methods of identity verification affect the reliability of cre-
dentials and certification earned online.

Without certainty of the authenticity of the online learner’s
identity, the aspiration towards fully online education is
stymied and the evaluation of the knowledge and skills
obtained by the online learner is unreliable. In order to pre-
vent compromising the credibility of online accreditation,

72398 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 9, 2021



M. Labayen et al.: Online Student Authentication and Proctoring System

validation must be carried out in a constant or continuous
manner. At the same time, validation should be non-invasive
and non-disruptive, and does not distract the learning process.

Online proctoring, generally refers to proctors (humans)
monitoring an exam over the internet through a webcam.
It includes as well the processes, occurring at a distance,
for authenticating the examinee as the person who should be
taking the exam. Online proctoring was first introduced by
Kryterion [1], [2] in 2006, marketing it as a technological
solution in 2008. Since then, several other organizations have
followed Kryterion’s lead creating more capable technology-
based alternatives, which are gaining attention, such as online
proctoring.

Nowadays, there are commercial solutions in the market as
well as research publications that try to solve this problem.
Some of them only authenticate the identity, others mon-
itor, some in real time, others record the sessions. Some
cover only exams or specific activities. Some are totally
human based solutions (non-scalable) or fully automatic ones
(non-reliable). There are also a few scientific approaches
which develop the idea of combining some of the cited
functionalities. However, there is no comprehensive and reli-
able solution which combines multi-biometric continuous
authentication with continuous visual and audio monitoring,
with device activity monitoring and lock-down options and
human supervision (only when required) to guarantee 100%
reliable results.

In this work we present a new system which gives com-
mercial solutions to all that was needed. It is based on web
applications which offer a continuous authentication identity
service of online students through a constant biometric (face,
voice, typing) recognition system (biometric traits cannot be
lost, stolen, or recreated), as well as automatic continuous
proctoring through automatic image and audio processing
(devicemonitoring& lock-down and inappropriate behaviour
detection) allowing online courses to gain value of what
benefits both institutions and students. This solution is based
on a high accuracy biometrics recognition and digital signal
processing algorithms and it is complemented with human
supervision for those situations in which the automatic algo-
rithms are not able to determine reliable results. It can be used
to continuously authenticate the learners, either throughout
the entire learning process, or only at certain sensitive stages
of e-learning. It is contactless and needs only a low level of
user collaboration. In addition, the whole system is based on
cloud computing technologies, which removes geographical
and technological barriers for online learning providers.

The article is organized as follows. Section II gives an
overview of some relevant related works and highlights the
main differences with our approach. Section III describes the
whole system overview and workflow. Section IV contains
a scientific-technical description of core modules. Section V
presents system tests to measure the algorithms’ performance
as well as a survey made for user experience evaluation.
SectionVI presents the results of the tests. Finally, sectionVII
draws the conclusions and presents future works.

II. RELATED WORK
The ability to authenticate and monitor online users is
becoming more important due to the increase of the inter-
net world (e-learning, e-banking, e-gambling, e-government).
Since first human based online proctoring systems, various
fully or semi-automatic authentication and proctoring tech-
nologies based on biometric features have appeared in the
last few years. Biometrics has proved itself to be one of the
best methods for recognizing people based upon physiolog-
ical or behavioural characteristics [3]. These technologies
can be divided into two categories: those that are based on
physical characteristics and those that are based on behaviour
characteristics. The former includes face recognition, fin-
gerprint scanners, iris scanners, vein matching, etc. The
latter includes voice recognition, handwriting recognition,
keystroke dynamics, etc. It is proved that no technology will
provide the right answer on its own, but that the combina-
tion of different solutions will come up with the appropriate
functionality depending on customer needs. In addition, most
remote authentication proctoring technologies involve some
level of human intervention for fully reliable service, thereby
putting limitations on scale.

These biometric technologies have been widely used for
various purposes, and they have become more and more
common in our daily lives. However, very few of them have
been successfully adopted for online learning validation.

A. COMMERCIAL SOLUTIONS
Some initial approaches have been brought to market as
commercial solutions. The following is an overview of these
services:

1) Fully Live Online Proctoring: Students are on video
and watched remotely by a live proctor. Live proctor-
ing is a live online service for students taking exams
online. After making an appointment, the students are
taken to the online proctoring room where they will
connect with a live proctor from one of the two online
proctoring centres via their web cameras. The students
connect their screen to the proctor. This allows the
proctor to see their computer screen. The proctor asks
them to show a photo ID and to answer a few questions
about themselves in order to verify they are in fact the
right student. During the exam, the proctor looks at the
student directly through a webcam. It is a secure and
complete solution for exam proctoring, but since it is a
non-automatic solution, it cannot deal with continuous
identification during all learning process. Furthermore,
it needs a high speed internet channel to transmit video
data, probably unaffordable for different parts of the
world and it is not passive for students. Some commer-
cial solutions in the market are ProctorU [4], Examity
[5] and Software Secure - PSI [6].

2) Recorded and Reviewed Proctoring: Sessions are
recorded as the computer monitors students. A human
can then review the video at any time afterward.
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In these systems, students use their own computer and
a webcam to record assessment sessions, the student
and the surrounding environment are recorded during
the entire exam. Instructors can quickly review details
of the assessment, and even watch the recorded video.
Recorded proctoring has the same limitations as live
proctoring. In addition, it is a passive system. However,
nobody analyzes the videos, so teachers must watch
all of them in order to detect undesirable behaviours
and maintain the live proctoring advantages. Some
commercial solutions in the market are Kryterion [1],
ProctorExam [7], Respondus [8], Remote Proctor
[9], ProctorCam [10], B virtual [11] and Learner
verified [12].

3) Fully Automated Solutions: The computer monitors
students, it authenticates them and determines whether
they are cheating. These are automatic and passive
solutions. They just cover the beginnings of exams and
work submission processes. However, users must be
totally active in this kind of system (they must type
a predefined paragraph and take an ID photo them-
selves). In addition, this kind of system does not cover
all the learning process continuously. Some commer-
cial solutions in the market are Proctorio [13], Proctor-
Track [14], Comprobo [15], Sumadi [16], ProctorFree
[17], HonorLock [18] and ExamSoft [19].
a) Authentication technologies: Recognition tech-

nologies are used to authenticate a student based
on a prior examination of some physical feature.
They are typically built upon a before/during/after
analysis to verify that the same student who ini-
tially registered for the course was actually the
same student who took the exam. Commonly-
known recognition technologies include facial,
fingerprint, or voice recognition. In the last
year, new biometric procedures such as keystroke
dynamics (it recognizes typing patterns based on
rhythm, pressure, and style) are gaining popular-
ity. It is likely that recognition technologies will
be most effective when used with some combina-
tion of other technologies available.

b) Monitoring technologies:
i) Webcams and microphones are one of the

original technologies used to replace a live
proctor and are present in most remote
exam proctoring solutions on the market.
They can record individual students when the
camera is part of the computer, or groups
when the camera is placed in a classroom.
They can monitor the behaviour of the stu-
dents, whether they are cheating, receiv-
ing help from other students, using mobile
devices, books. . .Webcam/Microphone tech-
nologies often require significant storage
capabilities so that video records can be
reviewed if necessary.

ii) Computer lockdowns are able to monitor the
activity carried out by the student within their
computer preventing them from ‘‘surfing the
internet’’ while taking a test. This monitor-
ing will be done only and exclusively when
the student is doing an activity that can be
evaluated.

None of the cited commercial solutions provides a multi-
biometric authentication solution or continuous authentica-
tion/proctoring service (based on automatic analysis) through
the whole learning course (not only exams). In addition,
this work presents a completely new commercial approach
to overcome barriers such as low-speed internet connec-
tion (using data samples, not continuous heavy video
signals) or costly extra HW/SW requirements (using non-
installable and fully integrated in LMS web applications).

B. SCIENTIFIC AND ACADEMIC APPROACHES
1) TECHNICAL WORKS
Nowadays, although there are still some non-biometric based
authentication approaches [20], the latest attempts for online
student authentication automation tends to use biometric
technologies; facial [21]–[26], fingerprints [27] or typing
[28], [29]. On the other hand, some approaches try some
combination of them, such as face and voice [30] or face,
voice and typing [31], [32]. All the approaches are focused
mainly on student authentication without providing proctor-
ing service.

It is through facial authentication complementedwith other
biometrics such as voice or typing recognition, that an oppor-
tunity appears in e-learning to verify the absence of frauds
while the students do their activities on the platform.

The main novel contribution of the work we present in
this article includes a completely new combination work-
flow of three main biometrics providing a continuous and
non-intrusive authentication service. It also adds new auto-
matic and continuous proctoring features based on image
and audio signal processing to the system. Furthermore,
it integrates computer activity monitoring and lock-down
possibility and, finally, it even complements the service with
automatic alarms which trigger minimal human supervision,
guaranteeing the reliability of results.

Finally, the recent concern for safety and privacy has
also provided recent research on this topic related to online
proctoring [33].

2) USER EXPERIENCE RELATED WORKS
On the other hand, very few works completed the research
about teachers and student user experience with this kind of
authentication and proctoring approaches. One of them com-
pleted the research about the implementation of facial veri-
fication into education with a successful positive result [34].
The objective was to guarantee students authentication and
to know exactly the amount of time that they spend in front
of the computer reading or realizing their virtual activities.
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TABLE 1. Commercial solutions vs SMOWL (solution described in this article). Service characteristics: 1-Authentication during whole exam or session;
2-Multi biometric authentication (at least 2 different); 3-Exam monitoring; 4-Continuous (full course) monitoring; 5-Dishonest behaviour detection;
6-Totally Passive and non-intrusive system; 7-Automatically analyzed results; 8-100% guaranteed and reliable results; 9-Personalised alarms; 10-Human
real-time proctor; 11-Device monitoring. Technical features: 12-Scalable system; 13-Flexible access to students - no scheduled; 14-No extra SW/HW
installation required for authentication and proctoring; 15-Works with low-speed connection; 16-Fully integrated in institution LMS; 17-Multi-Browser &
device. Legal aspects: 18-EU-hosted solution; 19-GDPR compliance. X- Yes | X- No.

In the same way, a facial authentication mechanism was also
presented. This insured that the students are not impersonated
to improve their marks in virtual tests [35].

III. SYSTEM OVERVIEW
The systemwe present in this work aims to provide a practical
cyber-security solution for both a) continuous online user
identification (using biometric technology) and b)monitoring
using automatic signal processing and a computer monitoring
system. The authentication process is based on automatic
authentication of facial images (captured by webcams), audio
clips (captured by the microphone) and keystroke dynamics
(captured by the keyboard), checking that it is the person
that it really should be during the entire online interaction.
The monitoring process is supported by webcams and micro-
phones too, checking continuously that the student is not
making any inappropriate behaviour (using forbidden devices
and applications, receiving help. . .). It also locks down the
computers (with a previous installation in the learner com-
puter and consent) during exams or training sessions prevent-
ing the user from visitingweb pages or other documents while
performing the course.

The system can be used for any online user authentication
but it is specialized in the institutions that offer online courses

TABLE 2. State-of-the-art solutions vs SMOWL (solution described in this
article). Authentication method: 1-Face recognition; 2-Voice recognition;
3-Typing recognition; 4-Continuous authentication during whole session
(not only at the beginning). Proctoring-Monitoring method: 5-Image
processing; 6-Audio processing; 7-Screenshots capture; 8-Device
information capture (active window, open processes, peripherals devices,
copy/paste commands. . . ). Proctoring-Device Lock-Down: 9-Device
lock-down. Guarantee: 10-Human supervision to clarify doubts providing
100% guaranteed and reliable results. X-Yes | X- No.

providing training and degree certification, including verified
MOOCs and corporate training for employees. This system
can help e-learning providers in their objective to be awarded
credit by Quality Educational Agencies for their courses
by seeking traceability of evidence of student authenticity
and their behaviour. It can be used to track the continuous
authentication of the student in all or in sensitive stages of

VOLUME 9, 2021 72401



M. Labayen et al.: Online Student Authentication and Proctoring System

FIGURE 1. Authentication and proctoring system set-up.

FIGURE 2. Processing core description.

e-learning. Figure 1 shows general set-up of the system and
Figure 2 details the processing core description.

The complete system workflow is embedded in cloud
computing applications, and can be used anywhere, remov-
ing geographical and technological barriers. The general
scheme of operation is as follows and is given in more detail
in Figure 3:

1) The system is integrated into the virtual campus of the
training centre (available for different LMS platforms).

2) The training centre sends a code (unique student
identifier) with an image of the student to register in
the system. According to system data privacy policy,
the system works with images, audio clips. . . not iden-
tities, so it lacks connection with the student personal
data such as name, age or address [36].

3) The first time the student enters the virtual campus the
system takes biometric samples (picture, short speech,

predefined paragraph typing) which will help us create
the tracking biometrical model.

4) Thereafter, whenever the student is connected to work,
biometric samples will be taken randomly and contin-
uously. This data is sent to servers in the cloud. The
online management module stores and analyzes the
data which is compared with the biometrical model that
has been created previously for authentication purposes
and analyzed to detect inappropriate behaviours. All
storage, analysis and results report and alarm creation
tasks are executed in online servers, making the inte-
gration, support and maintenance tasks for institu-
tions easier and more transparent. During this period,
the computer lockdown module can be activated for
monitoring purposes.

5) The result leads to an individual user report that is
updated constantly and to which the training centre has
access.
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FIGURE 3. System workflow.

The key characteristics of the system are:

1) Continuous and not scheduled system. Proctoring
and authentication processes are carried out throughout
the entire session, not only when users log in. Fur-
thermore, in the e-learning case, it can follow every
session of the course, not only the assessments. It is
very flexible. Service is given 24/7, anywhere. Previous
schedule is not required.

2) Passive & non-intrusive system. The system offers a
passive system for students when taking photos, audio
clips or keystroke pattern. It does not need the col-
laboration of the student and it is contactless. For this
reason, in the case of images, it properly works when
the pose/appearance/complements/expressions of the
students or the light conditions of the room are not
controlled (in the wild), getting low-contrast images
with partial occlusions due to wrong position or the
appearance/compliments/expressions variations of the
student. Regarding audio clips, the microphone only
records when it detects some noise, nothing if the stu-
dent is in silence. The clips are later analyzed and if
voice is detected in the recording it is compared with
the data gathered during registration of the student,
to validate their identity, or to detect cheating when
there are different voices in the recording.

3) Automatic and scalable:All capture, verification, data
management andmonitoring reportmodules are carried
out with cloud computing technology as services in
the cloud. Photos and patterns are taken automatically
and randomly and compared with the biometric model
made during registration. This scalable automatic set-
up makes it possible to bring this solution to over-
crowded scenarios such as MOOCs.

4) Few requirements for the end user. Cloud-based
(SaaS) automatic solution. Needed Hardware - Soft-
ware (HW/SW): basic webcam, microphone, keyboard
and any updated browser. Final users do not have to
install anything. This system works over any device,
platform, OS and browsers with no installation needed.

5) Automatic analyzed results. 100% guaranteed results
with custom alarms. If automatic validation cannot be
confirmed (if the pictures or audio clips do not compile
with the quality needed to allow the system to automat-
ically validate the student), a manual checking by staff
will be set to certify the results 100%.

6) Fully integrated in customer LMS. It can be inte-
grated in any Learning management system (LMS)
using a general API but it has a specific plugin forMoo-
dle, Moodlerooms, Blackboard, OpenedX, Canvas, etc.
(most used LMS).

7) Secure. Data is transmitted under secure internet pro-
tocol and stored in safe cloud servers.

8) Private. The user’s identity remains protected because
we only handle data that are not linked to identities but
to user codes provided by the online entity.

A. DATA CAPTURE AND STORAGE MODULE
This module captures data from the student webcam, micro-
phone and keyboard. The core of this application has been
developed using the latest HTML5 standard implementa-
tion in web browsers. The application is downloaded into
the student’s terminal and executed without any installa-
tion needed. Whenever the user is connected to the course,
quiz or specific exercise into LMS, pictures, audio clips and
keystroke dynamics samples will be taken randomly and con-
tinuously with predefined mean periodicity. This data is sent
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to servers in the cloud, through a SSL encrypted channel, with
the user identification code. The system online management
module stores and analyzes the images.

B. AUTHENTICATION MODULE
Once all data is stored in cloud servers, it is compared with
the biometrical model, linked to student’s identification code,
which has been created at registration time and has been
updated with recent positive data. The result is stored in the
system database. The system recognition and training algo-
rithms are developed using the latest algorithms in artificial
intelligence (explained in Section IV) which are improving
constantly their recognition precision and robustness facing
light, position and student appearance (physical changes and
complements such as hat, glasses. . . ) change problems, noise
in audio clips and variability in typing samples. The authen-
tication result is a combination of each biometric authentica-
tion module result (face, voice and typing).

C. PROCTORING AND COMPUTER LOCK-DOWN
MODULES
During monitoring sessions, the captured image and audio
clips (which have been used for authentication purposes)
are processed with different techniques in order to detect
inappropriate behaviour of students during e-learning activ-
ities. For this reason, the system is able to detect if the
student is receiving help (by phone, help from presential
friend. . . ) or is checking forbidden documentation (books,
other devices connected to the internet. . . ). All these actions
can be strictly forbidden in some face-to-face learning activ-
ities according to the institution code of honour.

In addition, attempts to cheat are detected and reported
if any student tries to trick the system, such as mounting a
photograph in front of the camera or replacing the image of
the ID card with someone else’s. Attempts to insert another
image or video signal into the camera are also detected.

On the other hand, the system contains a computer lock-
downmodule. During all the online session, a computer lock-
down module (Section IV) will monitor the computer of
the student detecting connected peripherals, active windows,
computer information (HW/SW), executing programs or pro-
cesses, browsing history/webs and copy-paste commands.
All the information captured in each session is stored in the
database.

D. HUMAN VERIFICATION MODULE
As part of the quality warranty, a random data and results
auditory must be set. This task will test try the quality assur-
ance mechanism definition and implementation with a huge
number of students connected at the same time. It will be
based on a random data cross-verification (same images,
voice and keystroke patterns validated by different persons)
of images, voice and keystroke samples captured during the
session with registered data. Besides, when the quality of
the photos or audio does not reach the threshold needed,

a human verification is made by trained staff delivering a
100% reliable verification of the student.

E. REPRESENTATION MODULE OF THE RESULTS
Final results are presented by the data representation module.
It creates graphic charts and tables on demand, 24h/365d,
as a dynamic web page. The final reports can be down-
loaded or printed in different formats. In addition, the data
representation module also generates automated alarms when
some predefined prohibited behaviour happens.

IV. AUTHENTICATION AND PROCTORING MODULES
IMPLEMENTATION
As explained in the previous sections, the system presented
in this work contains artificial intelligence-based modules
for user authentication as well as computer lockdown tech-
nologies for device monitoring. In this section the scientific
algorithm behind authentication modules and technology and
functionalities of the computer monitoring are explained and
referenced in depth.

A. FACE DETECTION AND RECOGNITION
This system includes a facial detection and recognition mod-
ule through a biometric model created using registration time
face pictures. The module output results are clustered in five
groups determining: a) If there is someone in front of the
webcam or not, b) Howmany people (if any) are in front of the
webcam, c) If one of these people is the person who should
be in front of the screen, d) when only one person is in the
image, whether this person is the person it should be, e) If the
person who it should be is not involved in any inappropriate
behaviour (book or electronic device use). Some examples
are shown in Figure 4.

There are different approaches for face detection in the
literature [37]. However, few of them are robust enough when
dealing with variation in pose and lighting of captured images
(remember that pictures are taken without student attention
and randomly). The facial detection procedure presented in
this work is based on the FaceBoxes methodology [38].
This methodology is known for being the most common
‘‘Deep Learning’’ based technique whose optimal deploy-
ment is based on use of GPUs. This methodology obtains
better results in the Face Detection Data Set and Benchmark
(FDDB) benchmark (Jain and Learned-Miller, 2010) than
other methodologies tested in the development process of this
module.

The image processing and authentication processes takes
[39] as the base reference method for the extraction and
normalization of facial texture. This algorithm contains the
following subtasks: (1) face detection, (2) face characteris-
tic points detection in the facial region and (3) deformable
parametric 3D facial model adjustment based on the detected
points. However, the requirement of system passiveness
makes it necessary to have continuous improvements in the
detection and authentication algorithm to deal with high
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FIGURE 4. Authentication and proctoring system captured and analyzed image examples.

variability of input images. Starting in this reference work,
a series of improvements have been added:

1) Pose and expressions correction: A new method,
called as M3L (Multi- level, Multi-modal, Multi-task
Learning) [40], is used to improve efficiency in face
points and other facial attributes detection (gestures
of the face and eyes). M3L addresses the problem of
extracting all these facial and ocular data through a
hierarchy of neural networks using existing correla-
tions between the data. Furthermore, a new multi-level
deformable 3D facial model adjustment distributes the
deformation error in an equitable way, distinguishing
three stages with different levels of priority in esti-
mation of (from greater to minor): (1) pose, (2) inter-
personal deformations (user-specific facial shape) and
(3) intra-personal deformations (deformations due to
facial expressions).

2) Aspect normalization, feature selection and classifi-
cation: The extraction of biometric features through
a deep neural network [41] has been improved train-
ing a database with 10M of images of 100K individ-
uals with great variability of appearances and facial
shapes, lighting, facial expressions, accessories and
poses (Guo et al., 2016).

3) Normalization of the lighting: The procedure of nor-
malization of the lighting has been carried out with
a hierarchical method in which the facial region as a
whole as well as specific and normalized regions of
the face are analyzed. This normalization is performed
using the Contrast Limited Adaptive Histogram Equal-
ization (CLAHE) algorithm [42], which equalizes the
image locally, highlighting the contrasts, applied to
each RGB color channel.

4) Robustness against partial occlusions: Occlusions
detection is based on the MobileNet-SSD neural net-
work [2], [43]. Combining this person detector and the
face detector, the system increases its robustness in

detection when (at least) partial face occlusion is occur-
ring. This people detector (body) is more robust than
the face detector in these cases. Therefore, if a person
is detected, but not a face, it is more likely that this face
is at least partially occluded. In this case, the face detec-
tion alarm is considered. Additionally, the method-
ology proposed in [44] has been implemented and
adapted to the framework of the needs of the project
to handle the occluded normalized facial images. The
facial detection returns more partially occluded facial
cuts than desirable ones. Normally these occlusions
are given either by the user’s hands in front of the
face or because the camera is only pointing to the top-
half of the face. This occlusion negatively influences
the later stages of facial point detection and biometric
vector extraction. This system includes a facial image
synthesis from Generative Adversarial Network [45],
which fills the occluded part with close facial features
obtained from the trained model. In this way, the nega-
tive impact of occlusion can be reduced.

B. VOICE DETECTION AND RECOGNITION
This module implements a continuous voice detection and
authentication algorithm. The developments are based on the
Kaldi tool [46] and the implementation of the method of
[47]. Both include tools for the development of the biometric
model, the vector representation of each speaker’s character-
istics. The algorithm works on four tasks:

1) Analysis, interpretation and normalization of audio
by VoIP: Since the data used in VoIP (technology in
which this system is based on) use the G.711 codec
with a 64 kbps bit rate, which implies a loss of
important information in order to compress the audio
signal, all training data from the available acoustic
databases are transformed into this encoding and for-
mat. In this way, the training and evaluation audio
matches were obtained in the different frequency
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ranges. Signal pre-processing is integrated to discard
that acoustic segments that do not contain speech
(silence, music or noise). The final version of the VAD
vocal activity detection module has been developed
using GMM Gaussian mixture models and processing
functions proposed in the Kaldi code tool. A total of 3
model training level were performed. The difference
between each of them is based on the transformation
of training data for greater robustness versus the high
acoustic variability of the application scenario.

2) Background and speaker modelling: The speaker
modelling is based on d-vectors or speaker embeddings
using deep neural networks. This solution offers bet-
ter performance in terms of robustness and accuracy.
The implementation follows the solution presented by
Google in 2018 [47]. In this approach, a recurrent
neural network based on LSTM cells is generated.
It receives an acoustic characteristic of a specific audio
(Mel filter bank) as input and returns its d-vector. Once
the training is finished, the neural network can be used
to generate d-vectors from the acoustic characteristics
of the speaker. Then, a centroid is generated, which is
considered as the speaker’s biometric footprint.

3) Patterns comparison: For a verification or identifica-
tion process, given a vector of acoustic characteristics
and its associated d-vector, they are compared with the
centroids of each of the speakers in a new similarity
matrix.

4) Speaker segmentation on streaming audio: This
diarization system employs d-vectors or speaker
embeddings and an agglutination model based on
recurrent neural networks [38]. This approach aims to
overcome the traditional agglutination approach prob-
lems, which work with the sentences individually and
independently, it being difficult to benefit from the
information provided by large amounts of labelled data.
This system is based on the work presented by [48].
An independent text announcer recognition network is
used to extract d-vectors or speaker embeddings from
240 millisecond windows and a 50% overlap. A vocal
activity detector based on Gaussian models is used
to eliminate speechless parts and split the signal into
segments less than 400 milliseconds. These segments
are converted to d-vectors and included in the RNN
network based diarization system.

C. TYPING RECOGNITION
Keystroke dynamics are an effective behavioural biometric,
which captures the habitual patterns or rhythms an individual
exhibits while typing on a keyboard. According to neurophys-
iological analysis [49], these typing styles are idiosyncratic,
in the same way as handwriting or signatures, due to their
similar governing neuronal mechanisms. For this reason, they
can be used to authenticate an individual.

The system presented in this work applies keystroke
dynamics in dynamic text, that is, the analysis occurs for any

text that is typed by the user and continuously. Keystroke
dynamics in static text requires less effort to be implemented
and it also reached lower error rates in the literature [50].
However, a dynamic text analysis [51] is necessary to keep
final student passiveness in the authentication process with-
out bothering them by asking them to type a predefined
paragraph (usually not related to the e-learning activities in
progress). This approach considers the fact that the keystroke
dynamics of one person may vary in different psycho-
emotional states. For example, researches noticed [52] that
tired people usually type more slowly and make more mis-
takes, for this reason, every typed sample is stored to make
the recognition model more robust.

Two distinctive processes are involved in the keystroke
dynamics analysis module:

1) Feature extraction: The extracted features (detailed
timing information [53]) are time differences between
the instants in which:

a) DT: A key is pressed and released.
b) PR: A key is pressed and the next key is released.
c) FT: A key is released and the next is pressed.
d) PP: A key is pressed and the next key is pressed.
e) RR: A key is released and the next key is released.

Based on different analysis carried out in develop and
test cycles, DT (dwell time) and FT (flight time) fea-
tures are considered the most relevant ones and they
are weighted accordingly. In addition, a number of typ-
ing mistakes (number of presses of such keys such as
‘‘Delete’’ and ‘‘Backspace’’) are calculated separately
as auxiliary parameter.

2) Classification of the extracted features: This mod-
ule employs the CNN+RNN model [54] to learn a
more complete personal keystroke input mode to carry
out continuous authentication. The sequence length
of 30 keystroke data (best performance) is vectorized
and then divided into fixed-length keystroke feature
sequences in order to enable keystroke sequences to be
input into the RNN networks. The fact that the input
data is pre-processed by CNN (extract a higher-level
keystroke feature) improves the performance of the
network model.

D. COMPUTER MONITORING
The needs of online proctoring have evolved. In recent times,
the market not only seeks to identify students, but also
to verify that they are not performing any type of cheat-
ing or behaviour that is not allowed with the device on which
students perform the activity. In other words, one of the
greatest changes is without any doubt the desire to monitor
the activity within the device of the students who are doing
evaluable activities.

The objective of this development is to obtain an applica-
tion which is able to monitor the activity carried out by the
student within their computer. This monitoring will be done
only and exclusively when the student is doing an activity that
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can be evaluated and supervised by the proctoring system.
Because clients can access exams from different operating
systems, the objective is to develop a multi-platform appli-
cation. The user interface is as small as possible so that it
does not bother the student during the performance of the
evaluable activity. However, it is large and visible enough
so that the students know that they are being monitored.
The data obtained through the application will be stored in
the database or on the servers of the system, therefore, it is
necessary that the application complies with all the standards
and legislation related to confidentiality and data protection.

The software is developed using Electron JS, a frame-
work that allows multi-platform application development in
a simple way. In addition, it is based on web application
technologies (as well as data capture modules) which means
it does not need to be installed locally on the device in order to
be executed. As far as requirements are concerned, the system
monitoring tool complies with the following:

1) Active window detection: this functionality is one of
the key aspects within the application. Not only does
the system gets the name of the active window, but it
also gets a screenshot of it.

2) Detection of open/running processes: This monitor-
ing enables us to know what programs the students
open and at what time they have opened them, as well
as when they have closed them if the case arises.

3) Peripheral devices: A computer has different types of
peripheral devices that can be connected. The system
knows howmany keyboards, microphones, screens and
cameras the student has connected to the computer.
In the case of cameras, the system also knows the name
of them, in order to detect virtual cameras.

4) Device Information: Each computer has specific com-
ponents that make it unique, such as the mother-
board or processor. In order to identify if two users
use the same computer, information about the computer
and its connection is collected: the processor, the moth-
erboard, the IP, the name of the manufacturer, operating
system. . .

5) Browsing history: The tool is used especially during
evaluable exams, where the students have to answer
questions that are presented to them. The student can
use any type of browser to look for these answers
to these questions. For this reason, the user will
be answering correctly without having the necessary
knowledge. To combat this type of behaviour, or at
least monitor it, the user’s browsing history is collected
during the activity. Not only the URL, but also the title
of the website and the time of entry are registered in the
system.

6) Copy/Paste commands:Closely linked to the previous
point are copying and pasting events. To prevent the
student from cheating and copying the answers or send-
ing the test questions to other people, it is necessary to
monitor these events. In particular, every event of copy-
ing and pasting of text that the user makes during the

TABLE 3. Number of captured samples for each type of biometrics.

evaluable activity is recorded. In addition, the screen-
shots made by the student are collected, for example,
if the student screenshots the quiz page to send the
exam questions to another person.

7) Screenshots: In order to monitor behaviours that we
have not yet contemplated, periodic screenshots are
made. These screenshots allow the system to identify
new methods of cheating.

Taking into account that the online student usually uses
the same device/browsers/connection to perform their online
activities, the information related to computer HW/SW,
as well as IP directions are analyzed and their variability in
time for the same user is used to trigger more exhaustive
automatic andmanual authentication and proctoring analysis.

V. TEST
This system was tested through more than 57 activities in 5
different e-learning institutions (3 universities, 2 training
centers) in 3 different countries (Latin America, Europe and
Asia).

350 students did their assessment activities with the
authentication and monitoring system, in three different
generic categories: exams (22), short quizzes (10) and
forum discussion (25) activities. These activities were chosen
because they allow instructors to design activities that need
students to spend more time on the platform and have a
more complete experience of the biometric authentication and
proctoring system.

The courses containing test activities had 3 types of
pages: (1) pages of contents, which included texts, schemes
and images about the main topic, (2) pages of short
quizzes or more extensive exams where the students had
to answer questions about what they had read or visualized
before and (3) forum activities where instructors promoted
discussion related course content through dynamic questions.

Furthermore, the activities were tested in 3 different LMS
platforms: Moodle, Blackboard and OpenEdx in order to
check the system’s compatibility and integrability in the
world’s most used LMS platforms.

The average time students spent doing these activities was
1 hour and 42 minutes.

A. TECHNICAL TEST
The system captured images randomly every 5-8 second
interval, and audio and typing samples every time one of
the students spoke or typed text during the activity. The
collected data is presented in Table 3. The image/audio/typing
algorithms have been tested in depth in each of the captured
samples.

All images contain at least 80% of face area (when a
person is in the captured photo) and with enough illumination
to distinguish facial features after applying brightness and
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contrast filters (if necessary). On the other hand, the audio
samples signal to noise relation (SNR) is acceptable enough
to identify the speaker by humans.

B. USER EXPERIENCE TEST
On the other hand, different surveys have been performed
during these tests. The objective of this survey was to analyze
the perception of students and teachers about the inclusion of
these kinds of systems in order to be accepted in the future.

350 students and 50 teachers during the 2018-19 academic
year were surveyed about the suitability of this technology.
Once they had finished, the students replied to the question-
naire about their experience. In this work we present the most
remarkable questions:

1 Do you think it is appropriate to apply biomet-
ric authentication and proctoring to the learning
activities?

2 Do you think this biometric authentication and proc-
toring should be implemented in e-learning?

3 Do you think this biometric authentication and proctor-
ing should be implemented in all online universities?

4 If you could choose, would you prefer to carry out
the activities with the incorporation of this software to
demonstrate that you have done your activity and you
will not be harmed in front of students who ask other
people to do the activity?

5 Do you think it is fair to monitor distance education in
order to avoid cheating?

6 Would you feel comfortable if authentication and the
monitoring system was working while doing course
activities?

The most remarkable questions for teachers were the fol-
lowing ones:

7 Would you like to introduce biometric authentication
and proctoring tools in your activities?

8 Do you think the use of this kind of system will avoid
fraud in e-learning activities?

9 In your opinion, would the use of the system increase
the value and prestige of your courses?

10 Do you think authentication and proctoring systems,
transparent applications which do not disturb the stu-
dent, are needed in e-learning environment?

The questions of the current research are answered with the
seven-point Likert scale: Totally disagree (1), Disagree (2),
Slightly Disagree (3), Neither agree nor disagree (4), Slightly
Agree (5), Agree (6) and Strongly Agree (7).

VI. RESULTS
A. TECHNICAL RESULTS
In this section, the artificial intelligence modules process-
ing results are presented. Since keystroke dynamics samples
taken from students cannot be labelled manually (we cannot
see or hear), the Table 4 only show an image and audio
processing results. The precision and recall data are calcu-
lated based on a fully labelled database.

TABLE 4. Performance of authentication and automatic proctoring
modules Vs artificial intelligence technologies: a) Authenticating student
identity, b) Determining if student is alone or not c) Detecting
inappropriate behaviour such as electronic device or book use during
online exercises/exams).

On the other hand, an analysis of the false positives and
negatives of the automatic system has been carried out.
Regarding facial authentication, 78% of the failures are a
consequence of an excessive face occlusion due to an inap-
propriate pose and 12% due to poor lighting, mainly caused
by thewrong placing of the student against the light. For voice
authentication, 53% of failures are due to the low input ampli-
tude of the signal and 33% due to background noise. When
determining whether the student is alone or accompanied,
motorization based on image processing has failed in 87%
of cases due to occlusions (regarding the proximity between
individuals or because part of the person protrudes from the
image), and 5% because the non-student person is too far
away in the image. Finally, sound monitoring has failed by
85% for confusing the second voice (usually with a lower
signal amplitude) with background noise and 4% for those
samples in which two or more voices have overlapped in the
exact same instant. The rest of the errors (including most of
the errors in detecting inappropriate behaviour) have been
authentication and in monitoring errors made even when the
conditions were acceptable for correct automatic operation.

As results table shows, the high precision and recall rates
make human intervention almost unnecessary to guarantee
100% of accuracy in final result report. However, human
verification is still required. During the tests, all false positive
and false negatives (as well as a low rate of true positives and
true negatives) were driven to human cross-verification. This
action guarantees 100% accuracy in the given final results.

B. USER EXPERIENCE RESULTS
Among other questions, students they were asked whether
this system was appropriate to verify the identity of students
and proctoring their activities while learning online, which
obtained an average of 6.01 in a seven-point Likert scale.
However, the opinion of the teachers surveyed about the
effectiveness and suitability of this kind of system in an
e-learning environment is not as positive as that of the student.

In table 5, the results of the most remarkable questions are
analyzed individually.

If we analyze the perceptions of the students based on
the results of the most remarkable questions, most of the
survey responses have been very positive and welcome.
Firstly, students say that it is fair to have any type of biomet-
ric recognition software to monitor whether students cheat.
Students give an average of 6,03 points in the seven-point
Likert scale, in other words, this means that they think it is
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TABLE 5. Technology suitability survey results.

appropriate to rate this question with ‘‘I agree’’. Secondly,
students were asked if face-to-face universities with a virtual
learning platform should implement a software, and they had
a good opinion of this question with an average of nearly 6
(specifically 5,79), which corresponds to ‘‘I agree’’ in the
seven-point Likert scale.

The main reason why the implementation of the biomet-
ric recognition and proctoring software in education are so
favourable for 87% of the student asked is that they are
conscious about those students who cheat in their tasks and
this is not fair for the rest of them.

In this experience, it is noticeable that there are quite posi-
tive average values. Thus, the students think that biometric
authentication and proctoring is appropriate (in the range
between agree and strongly agree on average) for Moodle
lessons when these are used for evaluation, in the range
between agree and strongly agree on average. In addition,
they considered as a positive experience the one they had with
the system presented in this work.

Finally, teachers have been asked (with a free answer
type question) what are the main reasons that justify sur-
veying the results of the teachers. It is remarkable that all
of the reasons are related to privacy issues; they think stu-
dent will feel a) observed (83%), b) not comfortable (58%),
c) worried with the fact that a computer application is record-
ing/managing their personal data (72%) (not real worries for
students according to their survey results). Any given reason
arguments lack of suitability, effectiveness or convenience of
this kind of system use. Moreover, 78% of them explicitly
recognise the need for this kind of application to authenticate
and monitor online students in their e-learning activities in
the near future.

VII. CONCLUSION AND FUTURE WORK
There is a need to know if the student who enrols in an
e-learning course is the same student who completes the
learning process and receives academic credit. In this work
we present an application which offers a continuous authen-
tication identity service of online student through constant

biometrics (face, voice, typing) recognition system and a con-
tinuous online proctoring and monitoring system. Allowing
online courses to take advantage of something that benefits
both institutions and students.

The technical results shows that fully automated, contin-
uous (not scheduled), passive (for students), scalable, fully
integrated in LMS (with few HW requirements), secure and
private biometric authentication and proctoring solutions are
affordable and reliable. Furthermore, they exist in the current
e-learning supplier market. As future work, more robust
biometric models are needed to avoid undesirable deviations
due to variance in face pose and light and noise conditions,
and reduce human cross-verification needs only for quality
warranty purposes (not to complement automatic system
limitations).

The study, based on surveys of the uses of the system
shows that the solution presented in this work is recognized
as a system which is able to verify the identity of students
while doing their activities with the purpose of preventing
cheating, and as the system should be integrated in LMS as a
needed and appropriate solution. Thus, this type of biometric
system is positioned as a promising tool to be used in distance
education, opening a variety of possibilities to improve the
current LMSs. The results provided qualitative and quanti-
tative data that support the use of this kind of software in
distance education in order to prevent students from cheating
when they are doing their virtual duties.

Institutions, teachers and students can take advantage
of this system in their e-learning experience. Students are
interested in better and more reliable academic credit for
e-learning courses, despite the necessity of classroom exams,
to take advantage with his/her competitor in the real-life pro-
fessional market. The teachers canmanage and take decisions
during the subject periodwithout having towait for classroom
exams. Finally, the respect of the institution is based on the
quality of its study system and results, which are its students.
It is crucial to make sure that the person who gets their
academic credit in an e-learning environment is the person
who completes all the study plan of the institution.
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ABSTRACT Localization is one of the most critical tasks for an autonomous vehicle, as position information
is required to understand its surroundings and move accordingly. Visual Odometry (VO) has shown
promising results in the last years. However, VO algorithms are usually evaluated in outdoor street scenarios
and do not consider underground railway scenarios, with low lighting conditions in tunnels and significant
lighting changes between tunnels and railway platforms. Besides, there is a lack of GPS, and it is not easy
to access such infrastructures. This research proposes a method to create a ground truth of images and poses
in underground railway scenarios. Second, the EnlightenGAN algorithm is proposed to face challenging
lighting conditions, which can be coupled with any state-of-the-art VO techniques. Finally, the obtained
ground truth and the EnlightenGAN have been tested in a real scenario. Two different VO approaches have
been used: ORB-SLAM2 and DF-VO. The results show that the EnlightenGAN enhancement improves the
performance of both approaches.

INDEX TERMS Visual Odometry, autonomous vehicles, computer vision, data enhancement, simultaneous
localization and mapping, image processing, railway domain.

I. INTRODUCTION

Visual Odometry (VO) is a particular case of odome-
try based on Computer Vision (CV), where the posi-
tion and motion information are acquired through camera
images [1]. VO algorithms aiming to derive localization
data through visual sensors are usually evaluated and com-
pared by reference standard datasets such as KITTI [2],
[3] and EuRoC-MAV [4]. This situation leads solutions
adapted to the visual characteristics contained on those sce-
narios with adequate lighting conditions (good illumination
and similar lighting conditions in subsequent frames), rel-
atively sufficient textures and Lambertian surfaces. How-
ever, few algorithms, datasets, and benchmarks can be

The associate editor coordinating the review of this manuscript and

approving it for publication was Kegen Yu .

found in challenging scenarios with varying light condi-
tions, low illumination, low textures, or non-Lambertian
surfaces.

For instance, one of the latest benchmark challenges in
visually challenging odometry is the Subterranean Chal-
lenge (SubT), organized by the Defense Advanced Research
Projects Agency (DARPA). Perceptually challenging scenar-
ios and tasks were stated in this challenge, such as navigation
through tunnel systems, cave networks, or urban under-
ground environments. The participating teams presented sev-
eral approaches [5]–[8] to study the robotics autonomy in
underground scenarios exploration and navigation. These
works emphasize the complexity of localization and naviga-
tion in underground environments due to their perceptually-
degraded conditions. They also emphasize on the importance
of field testing.

69200
This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ VOLUME 10, 2022



M. Etxeberria-Garcia et al.: Visual Odometry in Challenging Environments: An Urban Underground Railway Scenario Case

The railway domain is also moving towards the Intelli-
gent Transportation Systems (ITS) and the Advanced Driving
Assistance Systems (ADAS) industry. A train that implements
autonomous operations requires accurate localization estima-
tion to carry out operations as precise stop operation or cou-
pling successfully. Algorithms applied in urban underground
railway scenarios must deal with significant light changes
from tunnel areas to platforms, with insufficient illumination
and low textures in tunnels.
In this context, the application of state of theVO algorithms

and data enhancement techniques was analyzed in a perceptu-
ally challenging driving car scenario [9]. The results showed
that the Generative Adversarial Network (GAN)-based image
enhancement methods can improve the performance achieved
by state-of-the-art VO solutions.
In this paper, an analysis of state-of-art VO algorithms

is performed and the use of a data enhancement method in
underground railway VO solutions is evaluated. Algorithms
applied in these scenarios must deal with significant light
changes from tunnel areas to platforms, with insufficient
illumination and low textures in tunnels. Therefore, an image
enlightening technique is integrated to improve the results of
state-of-the-art VO algorithms.
A dataset with challenging characteristics is really needed

in order to evaluate VO performance in such scenarios. From
an analysis of datasets used in CV for localization (datasets
labeled with 6-DoF pose), no standard dataset of the railway
domain was found; hence, an ad-hoc underground railway
dataset generation was pursued.
The following section (II) includes a literature review of the

main VO algorithms, a description of the applied enlighten-
ing data enhancement technique, and a list of reference VO
datasets. Section III depicts the urban underground railway
dataset generation process. Then, the results of state-of-art
VO algorithms in the underground railway dataset and the
influence of an enlightening technique are shown in sec-
tions IV and V, respectively. Finally, some conclusions are
drawn in section VI.

II. LITERATURE REVIEW

A. VISUAL ODOMETRY

The term Visual Odometry was first introduced by
Niester et al. [10] proposing a technique to estimate camera
motion using RANSAC [11] outlier refinement method and
tracking extracted features across the frames. Previously,
feature matching was done just in consecutive frames. Later
works have shown that VO methods might perform as well
as wheel odometry while the cost of cameras is much lower
compared to wheel sensors [1].
The VO research community started from the robotics

domain to, later, focus on the localization in other sub-
domains. In this context, different types of vehicles from
distinct sub-domains and diverse characteristics have been
studied, such as, cars [12], [13], trains [14], or lately
UAVs [15].

Depending on the algorithm used to estimate odometry
data, VO techniques can be classified as learning-based and
geometry-based [16], [17]. Geometry-based VO is usually
divided into appearance-based VO (also referred to as direct),
feature-based VO, and a hybrid approach that mixes the two
of them.

Direct VO techniques operate directly on intensity values.
In feature-based VO methods features are extracted from
the image and a tracking-matching process is done. Feature-
based methods have good accuracy, are robust in dynamic
scenes, and can deal with variances in viewpoint [18]; how-
ever, in contrast to direct methods, feature-based techniques
are inadequate in low texture areas. However, the perfor-
mance of direct VO algorithms degrades if the dataset is
not photometrically calibrated and is sensitive to geomet-
ric distortions as those induced by the camera speed [19].
Furthermore, as mentioned in [20], direct methods require
a constant irradiation appearance between matched pixels,
which hinders its application in some scenarios.
Geometry-based VO approaches rely on image geomet-

ric characteristics and camera model to reconstruct the
ego-motion between consecutive frames. One of the most
standard geometric VO approach is ORB-SLAM2 [21]. It is
based on the ORB [22] feature matching and a bundle adjust-
ment algorithm. It is the reference geometric solution in the
VO community [19], [23]–[28].

Geometry-based VO is reliable and accurate under favor-
able conditions, when there are enough illumination and
textures to make the feature matching among consecutive
frames. As stated in [29], monocular VO experiences a scale
drift issue and global bundle adjustment algorithms needs to
be applied. Furthermore, monocular VO algorithms have a
depth-translation scale ambiguity issue [30].

Stereo geometry-based VO works have been also targeted
lately. Semi-direct visual odometry (SVO) [31] is one of
the most predominant approaches among direct monocular
and stereo VO algorithms. It uses a probabilistic mapping
method to estimate ego-motion and explicitly models out-
lier measurements. In 2017, Wang et al. presented Stereo
Direct Sparse Odometry (Stereo DSO) [19], a method for VO
estimation from stereo cameras based on the previously pro-
posed monocular DSO algorithm [32]. Lately, Koestler et al.
presented TANDEM [33], a SLAM system that estimates
ego-motion based on a direct VO pipeline and deep multi-
view stereo.

The expansion of Deep Learning-based Computer Vision
techniques carried the emergence of Deep Learning-based
VO solutions. Learning-based VO/vSLAM algorithms usu-
ally rely on learning parts of a standard VO/vSLAM pipeline
or designing end-to-end trainable algorithms for ego-motion
estimation.

One of the first and most relevant learning-based VO algo-
rithms was PoseNet proposed by [34] Kendall et al., a robust
and real-time monocular re-localization system based on an
end-to-end trained CNN. This approach was later improved
by introducing loss functions based on geometry and scene
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reprojection error [35]. Following this end-to-end pose esti-
mation networks, DeepVO [36] was published, a solution
that infers camera poses directly in an end-to-end manner
from a sequence of RGB frames through a supervised Deep
Recurrent Convolutional Neural Network (RCNN).
Some research works have tried to adapt traditional

non-learning approaches into Deep Learning pipelines.
Brachmann et al. introduced DSAC (Differentiable Sample
Consensus) [37] algorithm based on previously proposed
RANSAC [11]. They applied DSAC in a camera localization
solution, learning an end-to-end camera localization pipeline.
However, most of the research works from the literature

emphasize the importance of an accurate depth and flow esti-
mation for VO/vSLAM. Depth information is crucial for the
localization as it enables the inference of the scene geometry
from 2D images. Moreover, it allows scale recovery [38]
and the distinction of foreground and background points,
allowing a better environment understanding. Together with
depth estimation, the optical flow estimation is also a critical
component of some VO/vSLAM algorithms as it models
the motion between consecutive images. Therefore, most
of learning-based VO/vSLAM algorithms have focused on
learning depth and flow estimation for the pose inference
process.
Following this research line, several works have focused

the depth estimation [39], [40], [41]. In 2018, Zhan et al. pre-
sented Depth-VO-Feat [42], where stereo training was intro-
duced to reduce the spatial and temporal photometric error.
At the same time, DVSO was presented by Yang et al. [29],
introducing deep depth predictions in Direct Sparse Odom-
etry (DSO). D3VO [43] algorithm was also proposed in this
direction, including the uncertainty estimation with camera
pose and depth.
Zhan et al. proposed the unsupervised VO algorithm DF-

VO [17]. This algorithm applies a deep learning-based depth
and flow estimation, and, geometric image information to
estimate the camera pose. As shown in [17], DF-VO out-
performs most learning-based state-of-the-art algorithms in
standard datasets.
Some works have proposed loss functions to handle

challenging scenario characteristics. Yin et al. proposed
GeoNet [44], to increase robustness towards outliers and
non-Lambertian surfaces. After GeoNet, more works were
proposed in this direction [45], [46].
However, as mentioned in [47], literature VO solutions

have limitations in challenging scenarios that contain insuf-
ficient illumination and textures, or, variable lighting con-
ditions. Literature VO solutions, as they are adapted to the
characteristics of standard datasets, require sufficient illu-
mination and enough textured surfaces for a correct feature
matching. A good illumination allowsmotion extraction from
images, as pixel displacement can not be accurately estimated
otherwise. Therefore, the lighting issue needs to be handled
in scenarios that contain low illumination or varying illumi-
nation conditions. These are the conditions that face the urban
underground railway scenario.

DF-VO and ORB-SLAM2 have been selected from the lit-
erature review as reference VO algorithms. As stated before,
the DF-VO algorithm outperforms most learning-based state-
of-the-art algorithms, while ORB-SLAM2 is the most ref-
erenced geometric algorithm. Moreover, these algorithms
represent two distinct types of VO algorithms (learning-
based and geometric). Both solutions can use mono-vision or
stereo-vision camera frames as input. The stereo-vision input
was chosen for the analysis, as stereo-vision solutions keep
the real-world scale, i.e. the predictions are directly aligned
to a real-world scale.

B. DATA ENHANCEMENT FOR VISUAL ODOMETRY IN

CHALLENGING ENVIRONMENTS

In order to afford the scenario limitations of VO in chal-
lenging environments, the application of a data enhancement
technique was considered. In this work, the data enhancement
process is dedicated to the lighting limitations of the target
domain. It aims to reduce the impact of the drastic lighting
conditions found in the underground railway scenario.

In this paper, the work published in [9] is extended. In the
previous work the application of EnlightenGAN [48] data
enhancement approach in an outdoor driving car scenario
with varying lighting conditions was evaluated. This previ-
ous research was focused on a driving car scenario where
the lighting conditions of the underground railway domain
where replicated driving by night. The results showed that the
performance of DF-VO algorithm is improved when Enlight-
enGAN is applied in the recorded frames.

EnlightenGAN is based on machine learning models pro-
posed by Ian Goodfellow et al. [49]. The algorithm uses an
unsupervised Generative Adversarial Network (GAN) pre-
trained on the ImageNet dataset [50] and then trained on
several datasets [51]–[54] to improve input image lighting.

EnlightenGAN was previously used for several tasks such
as image reconstruction [55], photo exposure correction [56],
image quality assessment [57] or illumination enhancement
[58]. However, to our knowledge, the use of data enhance-
ment methods to handle specific problems of VO methods in
such challenging scenarios has not been researched yet.

In this paper, the application of EnlightenGAN in the
underground railway domain when using geometric and
hybrid VO solutions is evaluated. The study aims to explore if
EnlightenGAN technique can afford the lighting limitations
of reference VO approaches (DF-VO and ORB-SLAM2).
The evaluation procedure and results are detailed in sectionV.

C. DATASETS FOR UNDERGROUND RAILWAY VISUAL

ODOMETRY

In this work, a propietary dataset is generated as no standard
or reference railway dataset fitted to the underground rail-
way scenario was identified. Table 1 resumes the reference
datasets used by starte-of-the art VO approaches.

Most state-of-the-art VO approaches are evaluated in the
standard KITTI [2], [3] vision benchmark [17], [29], [36],
[42], [43], [81]. This benchmark includes several datasets for
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TABLE 1. Referenced datasets for Computer Vision-based VO approaches application and evaluation ordered by domain or motion type.

tasks like VO, optical flow estimation, 3D object detection,
or 3D tracking. The data is captured from a moving car in
outdoor urban scenarios, and they provide datasets and evalu-
ation metrics for each task. However, as the KITTI odometry
dataset contains images from an outdoor environment with
good lighting conditions, it is not adequate to evaluate the
VO algorithms in the pursued scenario. Among the other
analyzed datasets, it should be noted that only one database
(Norland [78]) covers the railway domain; however it only
covers outdoor scenarios, which is also out of the scope of
this research work. Searching for a publicly available VO
dataset from an indoor urban railway domain, no dataset
was found. Following the idea that the evaluation of the VO
approaches that have previously been evaluated in standard
datasets is essential to adapt the algorithms to other industrial
scenarios. Therefore, the generation of a proprietary database
was considered.
The data for a proprietary dataset can be collected from

different sources: from real scenarios or simulated environ-
ments. Real environment datasets are based on real-world
scenarios, and therefore, the performance of algorithms can
be effectively evaluated in the target scenario. However, the
database generation in real-world scenarios increases record-
ing and processing time, effort, and cost. In addition, it also
depends on the access and permission to make the recordings
in the target scenario.
Simulated environments can overcome these problems.

The drawback of simulated environments is that it can not
be assured that an algorithm trained and validated in a simu-
lated environment will perform the same way in a real-world
scenario. As stated in [82], all the challenging conditions

inherent to underground environments can not be recreated
in virtual scenarios.

Consequently, and as a real-world underground railway
scenario was accessible, a proprietary dataset was generated
from a real underground railway scenario. The definition,
generation and validation processes of the proprietary CAF
dataset is explained in the next section III.

III. URBAN UNDERGROUND RAILWAY DATASET

GENERATION

The proprietary (CAF) was generated for the evaluation of
VO algorithms in underground railway scenarios. The sensor
set validation and camera calibration procedure was done
by generating a complementary dataset (CarDriving) in an
urban driving car domain. CarDriving dataset generation is
described in [9].

The CAF dataset was recorded in an underground scenario
in the railway Line 3 of Euskotren-Bilbao. The line is com-
posed by seven stations from Matiko to Kukullaga and it
has a whole track length of 5.8km. It contains poor light-
ing conditions in tunnel areas and significant light changes
in platform areas. Furthermore, the images captured in the
tunnels contain repetitive and light dependent textures, and
therefore, they are challenging for feature extraction algo-
rithms. Figure 1 shows two frames of this scenario: (a) tunnel
frame and (b) platform frame.

The camera was placed in the front of the train, inside
the driving cabin according to the safety requirements of the
railway domain. Figure 2 shows the camera placement in the
active cabin.
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FIGURE 1. The CAF dataset’s tunnel and platform areas where the poor light conditions and textureless areas can be appreciated.

FIGURE 2. Camera setup for CAF dataset, placed in the cabin of a train
moving through an underground urban railway scenario.

The recording camera is a ZED Stereo Camera. The
image’s resolution is 1280 × 720 pixels at 30 Hz with an
electronic synchronized rolling shutter, automatic gain and a
lens aperture of F2.0.

A. CAF DATASET

The dataset is composed by 19 sequences captured in the
two directions of the rail Matiko-Kukullaga. A sequence is
a record that begins at one station and ends in the stations
the train stops. A 6-DoF pose is estimated for each captured
frame. The dataset format follows the standard KITTI odom-
etry dataset format and naming convention. The frames are
rectified RGB color images stored with lossless compression
using 8-bit PNG files.
The camera calibration parameters and the poses are stored

in files specified by the KITTI format [3]. Each row of the
pose file contains the first three rows of a 4×4 homogeneous
pose matrix flattened into one line. The homogeneous pose
matrix pn can be represented as:

pn = [rn|trn] =









r11 r12 r13 xn
r21 r22 r23 yn
r31 r32 r33 zn
0 0 0 1









,

TABLE 2. CAF dataset resume with recorded sequences, the direction of
the sequences, arriving station for each sequence, frame quantity, and
sequence length.

where rn and trn are the rotation matrix and the translation
matrix of the n-th frame, respectively. The translation com-
ponent of the pose matrix follows the right-hand rule when
defining axes in a 3D space (x-axis forward, y-axis right and
z-axis up).

The dataset generated in this domain is represented in
table 2 where the recorded sequences, recording direction, the
arrival station for each sequence, the number of frames, and
the track length of each sequence are depicted. The entire set
of sequences yields 65.384 frames, with varying speed and
length.

B. GROUND TRUTH GENERATION ALGORITHM DATA

SOURCES

In general, the ground truth of VO datasets is generated using
a GPS sensor [3], [74]–[77] (refer to Table 1). But, the GPS
signal is unavailable in underground zones like the urban
underground railway domain. Thus, a method that computes
the 6-DoF pose of each frame from the train ERTMS/ETCS
ATP data, geodetic map coordinates, and railway infrastruc-
ture gradient profile data was defined and implemented (see
figure 3).
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FIGURE 3. Diagram of the algorithm processes, with the data sources and the outputs.

The algorithm first estimates (x,y) positions based on
geodetic coordinates, then z is added through the gradient
profile. Afterwards the (x,y,z) translation data is estimated
for each frame by using ERTMS ATP data, and, finally, the
rotation data of each pose is calculated.

1) GEODETIC COORDINATES

The geodetic coordinates are represented by a pair (φ, λ)
expressing Latitude (Lat.) and Longitude (Lon.) in decimal
degrees. These coordinates use an ellipsoid to approximate
the the earth’s surface locations [83].

In this research, the geodetic coordinates define the coor-
dinates followed by the trains in the target railway and have
been extracted from a Geomap called ÖPNVKarte [84]. This
Geomap contains public data that includes worldwide public
transport facilities on a uniform map with information con-
cerning several transport methods such as train, railway, ferry
or bus. It is derived from OpenStreetMap [85], an initiative
to create and provide accessible geographic data (i.e. street
maps, etc.). It also contains railway-related information, such
as platforms, stop positions, and routes.

The entire trajectory of an underground train in L3
extracted from ÖPNVKarte is shown in figure 4. As stated
before, the trajectory of L3 is made up of seven stations in
the route Kukullaga -Matiko, where some route positions, the
station entrances, and train stop positions of each station are
known in geodetic coordinates. However, the frequency of the
camera is higher than the geodetic coordinates defined in the
Geomap, and, therefore, a method based on ERTMSATP data
has been designed and implemented in order to generate the
poses of the frames that were recorded between the geodetic
coordinates.

The geodetic coordinates must be transformed from 3D
plane to a 2D plane to assign an equal-area (x,y) position
to each geodetic coordinate. Figure 5 shows a trajectory
sample in geodetic coordinates and the generated equal-area
(x,y) coordinates. In the ground truth generation algorithm,
an equal-area (x,y) coordinate refers to trx and try compo-
nents of a 6-DoF pose.

FIGURE 4. Line 3 railway extracted from ÖPNVKarte map [84]. Each circle
represents one station from Line 3.

2) RAILWAY GRADIENT PROFILE

The railway gradient profile provided by the railway infras-
tructure managers, defines how the slope of the railway varies
in predefined sections and allows the estimation of the height
(z) for each 6-DoF pose. For that, a height profile can be
constructed with this gradient profile. The initial height is
initialized as 0, and then the height for each 1m section is
calculated using the Equation 1.

h(dn) = h(dn−1)+ (0.01 · gradn) , (1)

where h refers to height, dn refers to 1m railway sections
and gradn is the gradient value corresponding to that section
from the gradient profile. Figure 6 shows the obtained railway
gradient profile of the whole L3 railway.

3) ATP DATA: TRAIN’s DYNAMICS AND SPEED DATA

The ERTMS/ETCS ATP train speed estimation process is
based on redundant wheel encoder and radar sensor in order
to get a safe and accurate estimation. By using these sen-
sors, the ATP subsystem embedded in the train estimates the
train position in the track, i.e. the distance traveled from an
station or a beacon of the track. Track beacon position or
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FIGURE 5. Transformation of a given sequence from L3 railway defined
by geodetic coordinates into equal-area (x,y) positions.

inter-beacon distance is predefined and known by railway
infrastructure managers, even by the ATP subsystem, and
therefore the ATP train position is re-adjusted when a beacon
signal is received obtaining a precise estimation. The 6-DoF
pose estimation of each frame is made by synchronizing the
ATP system monitoring process with the image recording
process as both are installed in the train. The objective of this
process is to obtain a synchronized train position information
for each frame. The data monitored from the ATP system is
the following one:

• timestamp (s): timemeasured in the CoordinatedUniver-
sal Time (UTC) standard read from the train’s internal
clock.

• linear position estimation (cm): distance traveled by the
train from a previous station.

• train speed (m/s): train speed calculated by ATP.
• train acceleration (cm/s2): train acceleration calculated
by ATP.

• train stopped: boolean reflecting whether the train has
reached stopping point or not.

FIGURE 6. Results of height generation process. Height profile (h) is
generated from gradient profile provided by railway constructor. The
green circles represent the stations.

FIGURE 7. Railway with the known (x,y) positions, the intervals and
estimated poses.

All those variables are extracted from a ATP monitoring
proprietary application that monitors ATP data with a fre-
quency of 128000 Hz. The data acquisition frequency higher
than the camera frequency (30Hz), and, consequently, they
have been synchronized and a pose estimated for each frame.

C. ESTIMATE POSES OF AN INTERVAL THROUGH A

BACKWARD DATA SYNCHRONIZATION BASED ON

TIMESTAMP

The main idea of the synchronization algorithm is the esti-
mation of poses in the trajectory sections between the known
(x,y) positions obtained by transforming the known geodetic
coordinates. These known (x,y) positions define the trajec-
tory, but they are not enough for camera frequency and,
therefore, more poses must be estimated between them. The
interval has been defined to represent the idea of the trajec-
tory sections, and it is a straight line between two consecutive
known (x,y) positions. The estimated poses are located in the
intervals. Figure 7 represents the intervals, known (x,y) posi-
tions and estimated poses in the railway. The main concepts
of the ground truth generation algorithm are described in 1.

As the data sources are synchronized at the sequence end-
ing, from now on, the ground truth generation is done in a
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Algorithm 1 Ground Truth Data Generation Algorithm
Input: Given an interval (i) defined as a straight line

between two known (x,y) positions

Phase 1 - Synchronize last (x,y) position, last image and

ATP data of an interval

1: if i = 0 then ⊲ First interval
2: Last image← SSIM > threshold ⊲ SSIM [86]
3: Last (xi, yi) position← given in the interval defini-

tion
4: ATP data← train_stopped = 1
5: else ⊲ Following intervals
6: Last image, last (xi, yi) position and ATP data ←

taken from i− 1
7: end if

Phase 2 - Estimate poses on an interval through a back-

ward data synchronization based on timestamps

Input: Vn: train speed, an: train acceleration, t: timestamp,
h: height profile, dn: linear position estimation

8: Estimate translation component of poses (trn)
a: (xn, yn)← f (vn, an, t) ⊲ Eqn. 2
b: zn← h(dn) ⊲ Eqn. 1

9: Estimate rotation component of poses (rn)
a: rn← g(trn−1, trn) ⊲ Eqn. 3, 4, 5

backward data synchronization process of an interval based
on the images timestamps. The last (x,y) position, last image
and ATP data are taken for a given interval and the poses for
all timestamps in that interval are estimated. Then, the poses
of the following interval are estimated by taking the last (x,y)
position and the last image of the previous interval as the
initial position.

However, the train speed is variable and, therefore, the dis-
tribution of these poses can not be linear in different intervals.
The total number of poses within the whole sequence should
match the record frame amount.

1) SYNCHRONIZE LAST (x,y) POSITION, LAST IMAGE AND

ATP DATA

The first step is to synchronize the different data sources
using the last (x,y) position, last image and ATP data. The
algorithm generates ground-truth poses for each recorded
sequence using the position where the train has stopped as
origin. For that, first the image where train stops (last image
of the sequence) must be estimated.When there is motion, the
similarity between consecutive frames is very low, however
the similarity increases when the train has stopped. Due to the
similarity of the frames corresponding to the train stopping
point, the last frame is selected using the Structural Similarity
Index (SSIM) [86]. SSIM is one of the most standard algo-
rithms for image quality assessment [57], and therefore, for
image similarity measure. It has shown that can outperform
other common image similarity measurements as MSE [87]
and has been previously referenced [88]. The SSIMmeasures

the luminance, contrast, and structure of two given images
and returns a similarity value between them.

Also, it only requires a starting optimization phase where
the threshold is selected. Furthermore, the index was used to
find just the first image within the threshold in each sequence,
which gives a little number of results totally. Although SSIM
is sensitive to image distortions, the environment being static,
and the view fixed enables the SSIM application in under-
ground railway scenarios.

The threshold was selected by exploratory testing. A pre-
defined threshold was stated and iterated it until a SSIM
threshold that best fitted to the lighting conditions of the
scenario was identified. In this case a SSIM > 0.965 has been
used as similarity threshold at the train stopping point.

The last (x,y) coordinates refer to the train stopping posi-
tion; therefore, this coordinate pair and the last image are
already synchronized. Finally, ATP monitored data is syn-
chronized using the train stopped variable.

2) ESTIMATE POSES OF AN INTERVAL THROUGH A

BACKWARD DATA SYNCHRONIZATION BASED ON

TIMESTAMPS

A ground truth pose is generated for each recorded image in
an interval using a backward synchronization process based
on the timestamp. This process has two steps; first, the
translation component is estimated, and then, the rotation is
calculated from that translation.

a: ESTIMATION OF TRANSLATION COMPONENT

Translation component T = {tr0, tr1, . . . , trm} is defined
as a set containing all the 3-DoF poses (trn = [xn, yn, zn])
of an interval where n is the pose number (0 ≤ n ≤ m)
and m is the total number of poses for that interval. For the
translation component of a pose, first, the (x,y) position is
estimated, and then the height (z) is added. The translation is
estimated by taking an initial (x,y) position and calculating
the motion to the next one using the ATP data train speed and
train acceleration. The translation between two consecutive
(x,y) positions in a straight line that forms the interval can
be calculated using Uniformly Accelerated Motion (UAM)

equations. This estimation is possible because it is considered
that the poses follow a motion in a straight line and with a
constant acceleration between them. Equation 2 shows the
application of UAM equations in this case.

dn = vn−1t +
1

2
an−1t

2 , (2)

where t refers to the timestamp, vn and an refer to ATP data
train speed and acceleration respectively. The initial (x,y)
translation component is set as [0, 0].

After calculating the (x,y) positions, the z or height is
estimated using the height profile estimated from the gradient
profile and ATP data. The railway height profile can be syn-
chronized with the train stopping point, and therefore, with
the first (x,y) position.
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Then, previously calculated (x,y) positions can be used
to extract the Euclidean distance traveled from position to
position. Each pose’s height (z) is calculated using traveled
distances and the height profile. Therefore, after height esti-
mation, the translation component of a pose has been esti-
mated with respect to a timestamp.

b: ESTIMATION OF ROTATION COMPONENT

Rotation component R = {r0, r1, . . . , rm} is defined as a set
containing all the rotation matrices (rn) within an interval
where n is the pose number (0 ≤ n ≤ m) and m is the total
number of poses for that interval calculated in the previous
steps.
To calculate the rotation component rn for each translation

trn the transformation between two consecutive orientation
vectors orn−1 and orn is estimated. orn defines the orientation
of the train in trn and represents the vector between consecu-
tive translations trn−1 and trn. It is calculated as shown in 3:

orn(trn−1, trn) = (xn − xn−1, yn − yn−1, zn − zn−1) , (3)

where x, y and z represent the translation components of
trn−1 and trn. Then, using the axis-angle representation, the
transformation between consecutive orientation vectors orn−1
and orn can be calculated. For that, first the orientation vectors
are normalized by dividing their value with the Euclidean
norm (vector magnitude) ‖orn‖ of each vector (Eqn. 4) to
align them at the same origin. The Euclidean norm can also be
defined as the Euclidean distance of a vector from the origin
to a point.

normalize(orn) =
orn
‖orn‖

, (4)

Then, the Euclidean norm of the cross product between
the normalized consecutive orientations is estimated to
get the axis. Finally, the rotation component is estimated
using the inverse tangent function as shown in equation 5,
where the angle between the orientations vectors is calculated
trough the dot product:

rn = arccos(
‖orn × orn−1‖

orn · orn−1
) , (5)

where arccos refers to the inverse cosine function and orn−1
and orn to two consecutive orientation vectors. This rotation
estimation method accumulates an error relative to the pre-
vious estimations. However, as the train is tied to the rails,
the trains’ orientation is always fixed, and the orientation
estimation is not critical.

The previously calculated translation component is added
to the newly calculated rotation component to obtain the
target 6-DoF ground truth pose. This is done by following
the representation in equation 1.

Once all the poses from a given interval have been esti-
mated, the next interval is taken and the process is repeated
until all the intervals of a sequence have been covered.

FIGURE 8. ATE of DF-VO and ORB-SLAM2 application on the generated
CAF dataset.

IV. VO APPLICATION IN URBAN UNDERGROUND

RAILWAY ENVIRONMENT

In this section the application of DF-VO and ORB-SLAM2
in the CAF dataset is evaluated.

In the following subsection, the standard VO evaluation
metrics are explained. Then, the experimentation setup is
described. Finally, the experimental results are discussed.

A. VO EVALUATION METRICS

The metrics used to evaluate the performance of the
experiments are the following: Absolute Trajectory Error –
ATE [67], Relative Pose Error – RPE [67], Average Transla-
tional Error – terr and Average Rotational Error – rerr .

All the sequences were transformed with a 6-DoF
Umeyama alignment [89], a standard alignment method used
in most VO and SLAM evaluation benchmarks. [2]. A 6-DoF
alignment is recommended to evaluate shape similarities of
trajectories [90].

Given this transformation, ATE evaluates the global con-
sistency of an estimated trajectory compared to the ground-
truth trajectory. The RPE measures the drift error for each
pose of the trajectory and the rotation and the translation
components are calculated separately.

Finally, following KITTI evaluation benchmark criteria,
the Average Translational Error (terr ) and the Average Rota-
tional Error (rerr ) are calculated on sub-sequences of dif-
ferent lengths. These errors measure the average relative
pose error at a fixed distance. The sub-sequences length
in meters is (100,200,. . . ,800) because the error for smaller
sub-sequences was large and hence biased the evaluation
results.

B. EXPERIMENTATION SETUP

These experiments extend the evaluation done at [9], where
ORB-SLAM2 and DF-VO were evaluated in an outdoor
urban car driving scenario. In those experiments, the bad
lighting conditions were replicated by car driving recordings
in the night.

DF-VO implementation [91] flow-weights and depth esti-
mation deep models were selected from the authors’ trained
models. The flow model is trained by the authors in the
synthetic dataset Scene Flow [92].

To handle the non-deterministic nature of the ORB-
SLAM2 algorithm, each sequence is run five times, and the
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TABLE 3. DF-VO and ORB-SLAM2 application evaluation using standard VO evaluation metrics: Average Translational Error (terr ), Average Rotational Error
(rerr ), ATE and RPE. The sequences are organized by the direction they are recorded. The average errors for all 19 sequences are calculated, and the best
result is in bold.

FIGURE 9. Comparison of relative VO evaluation metrics when applying DF-VO and ORB-SLAM2 algorithms in CAF datasets. Translational and rotational
components of relative errors are shown separately.

median accuracy is evaluated as proposed by authors in [21].
The VO evaluation is done using the KITTI Odometry Eval-
uation Toolbox [17].

C. VO RESULTS IN CAF DATASET

Table 3 shows the results of DF-VO and ORB-SLAM2 in the
CAF dataset. Figures 8 and 9 represent the results depicted in
table 3. The visual representation can be found in Figure 9.
Previously, DF-VO and ORB-SLAM2 were evaluated

in the KITTI Odometry dataset; however, KITTI does
not contain those perception challenges as it contains
considerably different properties related to the sequence

length and visual characteristics. Results in CAF dataset
show that the errors of both algorithms are higher than
those found in the KITTI dataset. The RPE for DF-VO is
0.038 and 0.339 in KITTI dataset and CAF dataset, respec-
tively. While for ORB-SLAM2, RPE measures are 0.130
and 0.353.

In the case of the ATE, the error of DF-VO inKITTI dataset
is 6.344 while in the CAF dataset is 210.517. For ORB-
SLAM2, the ATE is 26.48 and 115.754 in KITTI dataset and
CAF dataset, respectively.

It can be seen that ORB-SLAM2 outperforms DF-VO in
this challenging scenario, where the sequences are longer
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FIGURE 10. Comparison of ORB-SLAM2 and DF-VO application on two sample sequences in both CAF and EnlightenCAF datasets and the ground
truth for each trajectory.

TABLE 4. Average standard VO errors in CAF dataset when reducing the
sequences to platform areas without lighting constraints.

than the standard KITTI dataset. If the CAF sequences are
shortened to just platform areas where the lighting chal-
lenges are more limited, and more similar to the lighting
conditions of the KITTI dataset, the errors are reduced to
similar values (see Table 4) of executing DF-VO, and ORB-
SLAM2 in KITTI dataset [17], [21]. For instance, DF-VO
achieves an RPE (m) of 0.027 in KITTI dataset and 0.049 in
shortened CAF dataset. ORB-SLAM2 achieves an ATE of
9.464 in KITTI dataset while 4.113 is achieved in shortened
CAF dataset. Furthermore, the same behavior as in KITTI
dataset is observed: DF-VO performance is higher than ORB-
SLAM2. These results seem to support that the challenging
scene conditions hinder the application of VO algorithms in
such scenarios.

Results are visually shown in figure 10. In the case of
DF-VO, a scale misalignment can be appreciated as the shape
of most estimated trajectories is similar to the ground truth
shape, but a dimensionality error appears.

FIGURE 11. A frame from the CAF dataset enhanced by EnlightenGAN.

FIGURE 12. Comparative of ATE when applying DF-VO and ORB-SLAM2
algorithms in CAF and EnlightenCAF datasets.

As mentioned in [17], geometry-based VO algorithms as
ORB-SLAM2 suffer from a scale drift when ideal visual
conditions are not met. In the case of DF-VO, being a
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FIGURE 13. Comparison of relative VO evaluation metrics when applying DF-VO and ORB-SLAM2 algorithms in CAF and EnlightenCAF datasets.
Translational and rotational components of relative errors are shown separately.

hybrid algorithm, the scale may be wrongly estimated due
to issues related to the geometric characteristics of the under-
ground visual domain or deep-learning training process. The
estimation error of the learning part of the algorithm could be
reduced by training the deep models in the target scenario.
Nevertheless, these results require an adaptation of refer-

ence VO solutions to increase the performance in the under-
ground railway domain. Image enhancement techniques or
solutions based on the fusion of different odometry sensors
could provide the precision required by autonomous train
operations.

V. ENLIGHTENGAN IN VO APPLICATION

This section explores the application of the image enhance-
ment technique EnlightenGAN in ORB-SLAM2 and DF-VO
algorithms.
VO algorithms are based on minimizing the reprojection

error of consecutive frames captured by the camera. The error
is estimated by solving the essential matrix, which depends
on the intrinsic camera parameters, and assuming the cam-
era satisfies the pinhole camera model. In a previous work,
the enhanced images calibration procedure was pursued to
assess the EnglithenGAN architecture’s effect on the cam-
era’s calibration. The experimental results showed that the

GAN architecture did not significantly disturb the camera
calibration parameters. Therefore, it was concluded that VO
algorithms could be applied directly to the dataset enhanced
by EnlightenGAN.

In the following section the enhanced dataset generation,
the experimental configuration, and, finally, the results are
explained.

A. ENHANCED DATASET GENERATION: EnlightenCAF

The CAF dataset enhanced by EnlightenGAN is named
EnlightenCAF. Figure 11 shows the result of the enhance-
ment in the same tunnel zone frame as in figure 1.

The same algorithm configuration fromCAF dataset exper-
imentation has been used. The enhancing inference model is
composed of pretrained weights from original authors.

B. RESULTS IN EnlightenCAF

In the previous work [9], the experimental results showed
thatEnlightenGAN improves the DF-VO performance in low-
light car scenarios. In this case, the same behavior was con-
firmed: quantitative results show that EnlightenGAN reduces
the VO errors for both algorithms. Figure 12 shows the reduc-
tion in the mean ATE and mean RPE of both algorithms for
all the sequences in EnlightenCAF.
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FIGURE 14. Pose dispersion analysis on sample trajectory 01_54. ORB-SLAM2 algorithm is executed five times on each dataset.

A relative ATE reduction of 24.89% and 20.20% is
observed, respectively, when DF-VO and ORB-SLAM2 are
applied in the enhanced sequences. Figure 13 shows RPE, terr
and rerr evaluation metrics in EnlightenCAF dataset.

In the case of RPE, DF-VO algorithm obtains a relative
improvement of 1.97% and 4.74% for translation and rota-
tion components, respectively. ORB-SLAM2 gets a relative
improvement of 14.59% for the RPE translation component
and a relative improvement of 18.55% for the rotation com-
ponent. terr and rerr present a relative reduction of 0.22%
and 4.16% when applying DF-VO, and a relative reduction
of 3.63% and 9.31% when applying ORB-SLAM2.
Figure 10 shows a result comparison of DF-VO and ORB-

SLAM2 in the sequences of CAF and EnlightenGAF. As in
CAF dataset, it can be seen that the algorithms can esti-
mate the shape of the EnlightenCAF trajectories. However,
a scale underestimation problem appears again. Furthermore,
DF-VO results show that the rotation estimation is affected in
the EnlightenCAF dataset.
The results demonstrate that EnlightenGAN improves

VO algorithms performance in the underground railway
domain. Furthermore, the relative error is reduced more for
the geometric-based VO algorithm, while absolute error is
reduced more in the learning-based algorithm.
However, as in the CAF dataset, the errors continue being

higher than the results obtained by the algorithms in the
KITTI dataset. Therefore, an affection of lighting conditions
of the scenario can still be appreciated. This affection could
be related to scale underestimation problems found in both
algorithms, especially in the hybrid DF-VO.

Additionally, when evaluating the VO algorithms, it has
been seen that the dispersion of the poses estimated by ORB-
SLAM2 in different runs is reduced when enhancing the
frames with EnlightenGAN.
The dispersion of poses among different executions

of ORB-SLAM2 has been evaluated using standard met-
rics [93]. These metrics include the variance (σ 2) and the
Coefficient of Variation (cv).
The evaluation procedure has been to run ORB-SLAM2

five times in each dataset, the original CAF and the enhanced
EnlightenCAF. Figure 14 shows the results of applying ORB-
SLAM2 five times for a given sequence (01_54) in the CAF
and the enhanced EnlightenCAF datasets. It can be seen that
the distribution of the poses through the trajectory is more
constant in the enlightened dataset.
From the results, it can be seen that enlightening the

datasets with EnlightenGAN increases the VO performance
and tends to reduce ORB-SLAM2 dispersion. An analysis
of the trouble spots in the dispersion results could better
understand the high dispersion in such frames and detect
further possible improvements for VO algorithms in such
scenarios.

VI. CONCLUSION

This paper has presented a method to create a ground truth
database for underground railway scenarios, where the GPS
is unavailable, or the access to the infrastructure is not easily
granted. The ground truth data generation is based on camera
frames, ERTMS/ETCS ATP data, the railway gradient profile
map, and geodetic coordinates of the target railway. Second,
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it has proposed to enhance image lighting conditions with
EnlightenGAN, which can be used with any state-of-the-art
VO. Finally, it has presented the result of the experiment per-
formedwithin a real urban underground railway scenario. The
scenario was characterized by varying lighting conditions
(tunnel vs. platform), low illumination (in tunnels), or texture-
less areas that challenged the state-of-the-art VO algorithms.
The experiments were performed using two VO approaches:
geometric (ORB-SLAM) and hybrid (DF-VO). The results
show that the data enhancement increases the performance
of both VO algorithms, reducing the translational error by at
least 18%.
Future research proposes to apply the proposed dataset

generation method and image enhancement algorithm in
more underground railway scenarios. Sensor fusion is also a
promising research direction. It is expected that the inclusion
of new sensors will reduce uncertainty and increase accu-
racy, which will be welcome for autonomous train operations
requiring higher localization accuracy (e.g., precise train stop
operation).
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Signaling and Landmark Detector
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Abstract— The automation of railway operations is an activity
in constant growth. Different railway stakeholders are already
developing their research activities for the future driverless
autonomous driving based on computer vision (CV) and artificial
intelligence (AI)-enhanced perception technologies (e.g., obstacle
detection). Unfortunately, the AI models are opaque in nature,
and there are no certification accepted rules for CV&AI-
enhanced functionality certification. Capturing and labeling
camera image in real environment is expensive in terms of time
and resources and it does not guarantee enough variation in
edge visibility conditions, which makes the resulting database
less valuable for the validation and verification (V&V) pro-
cesses. To meet the increasing needs of trusted CV&AI-based
solutions, numerous V&V approaches have been proposed in
other sectors such as automotive, most of them based on virtual
simulators. Unfortunately, there is currently no virtual perception
simulator for railway scenario. This work aims to create a
semi-automatic system based on virtual scenarios measuring the
CV&AI-enhanced system performance facing different visibility
conditions. It will be based on the global accuracy metrics
and detected potential safety and operation rules’ violations.
This work also demonstrates the quantitative and qualitative
improvements while reducing current V&V cost.

Index Terms— Artificial intelligence (AI), autonomous train,
certification, perception system, validation, verification.

I. INTRODUCTION

THE European standardization group of Europe Rail is
currently working on a system definition of a future

grade of automation level 4 (GoA4) driverless automatic train
operation (ATO). This solution is in high demand due to the
benefits of a reduction in operation cost, prolonging the life
cycle of railway products, and an increase in safety. For this
reason, and as part of the perception (PER) system of future
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autonomous trains, railway technology suppliers have already
started exploring computer vision and artificial intelligence
(CV&AI)-enhanced technologies for artificial sensing of the
environment. This artificial perception is based on automatic
object detection technologies [1], [2], and it is required for
different autonomous driving functionalities, such as obstacle
detection [3], [4], [5], railway signal/side-signs’ detection [6],
[7], railroad and switch detection [8], [9], or visual odometry-
localization [10], [11]. On the other hand, this technology is
also powering the emerging automatic infrastructure monitor-
ing functionalities, allowing failure detections [12], [13], [14]
and avoiding future accidents.

However, the CV&AI-enhanced object detector algorithms
for driverless autonomous train operation will need a further
substantial effort to increase the technology readiness level
(TRL) before bringing it to the market. Railway domain
technology will have to satisfy strict standards and safety
regulations to be certified. Presently, there are no certification
accepted rules for CV&AI-enhanced functionality certification
according to the EN-5012x standards which work for deter-
ministic algorithms. This is an ongoing work [15], so, by now,
the adoption of solutions based on probabilistic models is still
a challenge for railway suppliers.

A common understanding in the CV&AI technology com-
munity is that the AI models are as robust as the dataset used
to train and test them. However, the generation of specific
databases for certification entails the necessity to capture and
label very large datasets. In addition, these datasets must
contain balanced information about the elements to be detected
or identified (e.g., obstacles, railway signs), but also in a
range of conditions that may affect their appearance under
operative circumstances (e.g., weather conditions, illumina-
tion, conservation state, position and size, angle of view,
partial occlusions). For this reason, it is then mandatory that
the well-validated and verified system has been tested using
databases containing different videos/footage representing all
kinds of: 1) visibility conditions and 2) situations and behav-
iors of the static/dynamic objects that are present in the railway
environment (e.g., pedestrians, vehicles).

Furthermore, depending on the expected operational design
domain (ODD), which determines the situations under which
the model is assumed to operate correctly, the preparation
of the datasets might be unaffordable, extremely expensive,
or very difficult to manage and created due to a hazardous
situation which only happens once in a long time or never. In
addition, labeling them is usually the main bottleneck. Huge
efforts must be made to orchestrate large teams of human
annotators to create the labels attached to the images, validate
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whether they are correct, and that they meet the expected
quality requirements.

In summary, these limitations are focalizing the attention
into simulated environments that can create synthetic or virtual
scenarios. They have sufficient fidelity or realism compared
with real material and automatically come with labels which
have been produced by a computer program that renders them.
However, there is not any available simulator solution for
railway environment.

In this context, CAF signaling, as a railway signaling
supplier, has been working on CV&AI-based railway signal
detector/identifier techniques. After recording data in the field,
it trained different object detectors/identifiers. Light signals,
static speed restriction panels, platform stopping point signals,
platform proximity signals, and so on have been labeled
in different video databases to train these custom models.
Although the resulting system shows accurate performances
in nominal scenarios, it must be tested in a higher variety
of situations, extreme conditions, and hazardous situations to
consider it validated and verified.

Its current V&V process is based on videos recorded in
the field, where lighting and weather conditions cannot be
controlled, and which are not properly protected sometimes.
In addition to this difficulty for setting a controlled scenario,
the video recording process is cumbersome. It is carried
out in operator facilities, which demands train, personal, and
track availability. This generally requires advance planning to
carry out these activities without interfering with the normal
operation of the trains, as well as some permissions that can
delay the process.

The work presented in this article aims to set the first
semi-automatic V&V method in railway environment, based
on virtually generated scenarios to test the robustness of the
CV&AI-based visual object detector when faced with reduced
visibility conditions. Although the solution is suitable for any
functionality based on a visual object detector, this method and
framework have been validated with railway signaling detector
use case. In addition, this work presents the results of different
tests which have been carried out to quantify the improvement
introduced by the method both qualitatively and quantitatively.

This article is organized as follows. Section II gives
an overview of related works and highlights the main
differences with our approach. Section III introduced the
CV&AI-enhanced system under validation and which is used
to evaluate the new proposed V&V method. Section IV
describes the whole system overview, the new generated tools,
and workflow. Section V contains a description of evalua-
tion criteria established for method validation. Section VI
presents system tests to measure the new method performance.
Section VII presents the results of the tests and a compari-
son with the current standard manual V&V method. Finally,
Section VIII draws the conclusions and presents future works.

II. RELATED WORK

The CV&AI-enhanced external perception technologies,
in particular deep learning (DL), are a critical enabling tech-
nology for many of the highly automated applications today.
Typical examples include intelligent transport systems (ITSs),

Fig. 1. Railway virtual environment example: Train Simulator videogame.

where these solutions are used to extract a digital representa-
tion of the environment context from the highly dimensional
sensor inputs. Unfortunately, the AI models are opaque in
nature, with limited output interpretability, while functional
safety requirements are strict and require a corresponding
safety case [16]. Furthermore, the development of systems
that rely on DL introduces new types of faults [17]. To meet
the increasing needs of trusted CV&AI-based solutions [18],
numerous V&V approaches have been proposed. Most of them
are based on synthetic data generation, either by creating
limited discrete samples or sequences from real samples or
by creating a completely new scenario from a virtual simula-
tor. These techniques can be tackled considering three main
approaches as follows.

1) Generation From Canonical Images: This approach
implies the utilization of seed examples of the elements
of interest from validated sources, where the “canonical”
or gold reference examples exist (e.g., real railway
signs). These images can then be processed using
data augmentation techniques by creating modifications
on the canonical examples to cover all the expected
appearance variability the elements may have in real
life (e.g., adding noise, size, position and perspective
transforms, partial occlusion, blurring). A possible draw-
back of this approach is that the used transforms might
represent variants which will never occur in real life or
they do but cannot be easily recreated, with the risk of
biasing the generated model.

2) Generation From Virtual Environments (Simulator
Engines): Another method is to simulate an entire
recording campaign, running a simulator engine which
creates a virtual world where the elements of interest are
represented naturally and thus showing all the required
variability. In the case of traffic-related domains, there
exist several driving simulators and videogames [19]
(see Fig. 1) that can be useful for the synthetic genera-
tion of data. However, depending on the domain, some
realism is necessary, not only in appearance but also
in behavior. The rendering effort must be taken into
account.

3) Generation From a Generative Deep Neural Network:
Novel techniques use the power of DL to create the
so-called generative adversarial networks (GANs) to
create synthetic samples. They are inspired by real
examples but randomized to some extent to increase the
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variability of the resulting dataset. This approach can
combine the advantages of the two previous methods
creating large amounts of samples with real-life exam-
ples fidelity, while minimizing the disadvantages. GAN
is a relatively new technique and paradigm in the AI
ecosystem. There is not an established framework or
toolset which focuses on GAN generation for synthetic
dataset preparation. Nevertheless, many researchers such
as Saito et al. [20], Isola et al. [21], Zhu et al. [22], and
Ramesh et al. [23] have proposed different GAN models
which fulfill such purpose.

Nowadays, the major bulk of system-level testing of
autonomous features, for example, in the automotive indus-
try, is carried out through on-road testing [24], [25], [26].
These activities are expensive, dangerous, and ineffective [27].
However, conducting system-level testing through computer
simulations is gaining popularity and it seems a feasible and
efficient alternative. In fact, automotive V&V as simulation is
recognized as one of the main techniques in ISO/PAS 21448,
but also in the railway environment. There are a growing
number of public domain and commercial simulators that have
been developed over the past few years.

As the possible input space when testing ITS external
PER systems is practically infinite, attempts to design test
cases for comprehensive testing over the space of all possible
simulation scenarios are futile. Hence, search-based software
testing has been advocated as an effective and efficient strategy
to generate test scenarios in simulators [28], [29]. Another
line of research proposes techniques to generate test oracles,
i.e., mechanisms for determining whether a test case has
passed or failed [30]. Related to the oracle problem, several
authors proposed using metamorphic testing of AI-based PER
systems [31], [32], i.e., executing transformed test cases while
expecting the same output. Such transformations are suitable to
test in simulated environments, e.g., applying filters on camera
input or modifying images using GAN.

A. Virtual Environments and Simulators

Virtual or synthetic data are used to simulate environments,
vehicle dynamics, and scenarios which are difficult, expensive,
or risky to execute in the real world. Simulation engines are
used to generate these simulated conditions, including virtual
sensors, which are attached to the virtual vehicles participating
in the simulation.

Simulators can also be used to support system testing as
part of V&V of functional and safety requirements. An ideal
simulator to test perception, planning, and decision-making
components of an autonomous system must realistically sim-
ulate the environment, sensors, and their interaction with the
environment through actuators. Simulated environments bring
several benefits to V&V of the AI-based systems.

1) Cost Efficient: Using simulation for V&V of
autonomous systems reduces the cost of using a
real track, vehicles, and instruments that could risk
damage during the testing process.

2) Time: Having an immediate response from a simulator
shortens the software development cycle.

3) Safety: Currently, testing many vehicle collisions and
accident scenarios is done using safe dedicated test and
assessment protocols. Using simulators, the risks of test
driving of an autonomous vehicle in urban areas will be
substantially reduced.

4) Edge Cases: Many low-probability safety critical situa-
tions and hazards that would not be encountered on a
test track can be generated in simulated environments.

These benefits and strengths make simulation-based V&V
methods particularly useful when:

1) data collection or data annotation is difficult, costly,
or time-consuming;

2) real-world testing is endangering human safety;
3) coverage of collected data is limited;
4) reproducible and scalability are important.
However, the difference between synthetic images from

simulators and images in the real world can lead to different
results in the validation of the system in the laboratory and
in the field, and for this reason, the gap between simulation
and reality is always a key point to be taken into account.
Fortunately, the need for the recreation of real-life scenarios
is not only necessary for AI contexts but also most of the
demands from the entertainment industry, videogames, and
animated movie designers are constantly developing virtual
characters and scenarios. For that reason, 3-D modeling soft-
ware for videogames such as unreal engine or blender focus on
making the creation of complete virtual environments easier,
quicker, more customizable, and realistic.

These are the most important application-specific toolsets
and environments for particular purposes given as follows.

1) Driving and Autonomous Driving Simulations: The
automotive sector has evolved rapidly to support the
simulation of complex multisensor setups in vehicles,
and a wide range of simulation tools exist: CARLA [33],
LGSVL [34], or professional-level development suites
such as Prescan [35], CarMaker [36], 4-D Virtualiz [37],
and ESI Pro-SiVIC [38]. From these simulators, data can
be gathered, manipulated, and processed as desired.

2) Robotic Simulations: ROS [39] and Gazebo [40].
3) Drone-Like View: AirSim [41].
Unfortunately, there is currently no virtual simulator for

railway scenario generation in V&V CV&AI-based outdoor
PER systems in the railway domain. The only tools that
generate realistic railway virtual environments are videogames
such as Train Simulator [19] that do not support full control
over scenarios, vehicle dynamics, and/or sensor simulation.
This work aims to create an in-between system that takes
advantage of the scenario design parameterization possibilities
of train driving videogames by exploiting their virtual cameras
as sensors.

III. SYSTEM UNDER VALIDATION

The next step in ATO specification and standardization
is to define functionalities up to GoA level 4 (driverless
and unattended autonomous train). An essential feature of
future autonomous train is to monitor the train environment,
drive according to signaling rules, and react in the case of
any detectable and severe anomaly, like a driver does today.
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For this reason, a new set of on-board modules sensing
the physical railway environment in place of the driver are
required. This subsystem is called the PER module and it
relies on sensors that must emulate or improve the driver’s
perception.

The system under evaluation in this work is a CV&AI-
enhanced railway lateral signaling detector (see Fig. 2),
specially needed in case there is not an automatic train protec-
tion (ATP) system underlying the train operation as follows.

1) Signal Passed at Danger (SPAD) Control: This is an
event where a train passes a red stop signal without
authority. Depending on the underlying ATP system, this
control can rely on the on-board ATP module, but in
other legacy or class B ATPs this responsibility can still
rely on the driver. The PER system should be recognized
and identifies in real-time safety critical signal aspects.

2) Overspeed Control: This is an event when the driver
or automatic driving system exceeds the speed limit in
train operation. Once again, depending on the underlying
ATP system, this control can still rely on the driver.
In some signaling systems, the speed limitation can be
indicated with dynamic-light number panels, with static
side-sign fixed panels or signals in different colors and
with flashing/blinking events. The PER system should be
recognized and identifies in real-time the speed restric-
tions that may change dynamically during the train’s
journey.

3) Accurate Localization: Nowadays, trains’ automatic
operations over legacy or class B ATPs determine the
train position using global navigation satellite system
(GNSS) and inertial sensors. The error, when using
just satellite data, can remain around 5–15 m, some-
thing common with this technology. For this reason,
alternative solutions are required to increase position
precision. The PER system can reduce this localization
error at specific low-speed scenarios such as stopping
point or red signal approaching phases. Landmarks can
be used to estimate visual distance measurement, which
calculates the remaining distance to detected objects.

A. Evaluation Criteria of the System

Regarding the validation metrics to be used in the V&V
system, the PER system will be evaluated taking into account
the following cases.

1) Safety Violations on Signal (Light) Detection: A railway
light signal can have a different meaning depending
on the color of the light. In addition, its state can
change between different journeys. Not detecting a more
restrictive light signal can result in a safety violation.

2) Safety Violations in Speed Restriction Sign Detection:
Speed restriction signs can be fixed signs or dynamic
light signs. Dynamic sign aspect can change between
different journeys. Not detecting a more restrictive speed
signal will lead to a risk situation.

3) General Operational Limitations: Comparison of the
validation results obtained using test datasets having
different visibility conditions for the same journey will
provide useful information that will help determine the

Fig. 2. Examples of railway signal, side-signs, and landmark detection over
real images and distance estimation based on stereo depth map.

conditions under which the system does not meet the
safety requirements.

Distance estimator system is beyond the scope of this
V&V system due to the impossibility of collecting/capturing
the distance measures in real scenarios or creating synthetic
measurable data as ground truth against which to validate the
results.

IV. V&V SOLUTION OVERVIEW

The current V&V system is based on videos recorded on
track. Each video is labeled manually, one by one with-
out being able to take advantage of any template, as it is
impossible to reproduce the same journey. In addition, the
capacity to control the atmospheric weather or create real
signal occlusions is not going to be guaranteed. The aim of
this semi-automatic V&V framework is to improve the current
manual process providing a new method and new tools that
automate some of the activities that are involved. There are
two main activities that the proposed method will automate to
get this goal as follows.

1) Data Generation for Validation Scenario: To speed up
this process, image datasets for system validation are
obtained using a simulator, where scenarios are designed
and run under different light, weather, and occlusion
conditions. This enables to test the behavior of the
system under different visual conditions, increasing the
test coverage for the system under validation.

2) Semi-Automatic Ground-Truth Labeling: The possibility
of generating synthetic data using a simulator allows the
generation of videos and scenes fully synchronized in
time and space. Even if the visibility conditions of the
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Fig. 3. Workflow of the V&V method and framework. Continuous line, automatic; round dots, semi-automatic; dashes, manual.

objects to be detected vary, their position and presence in
time and position into image can be synchronized. This
makes it possible to reuse the same labeling template for
tens and hundreds of videos and scenes, reducing the
manual workload when creating the necessary ground
truth.

The approach presented in this work (see Fig. 3) is a
framework which will test the system over same railway
journey but under different visibility conditions. This method
not only comprises the generation of image datasets for test
cases but also the analysis of the results obtained in the
performed tests. The results obtained from the execution of
the tests are analyzed to obtain accuracy metrics, to identify
potential safety violations, and to evaluate the behavior of the
system in the different operation conditions.

A. Solution Specification

The design of the solution proposed in this work has been
based on the following basic specifications.

1) Tests shall be executed under different environment
conditions that provoke diverse and enough variety of
visibility conditions for object detection V&V.

2) An analysis of the results obtained during the tests
carried out for a set of validation tests shall provide
information to determine the conditions for a safe oper-
ation of the system.

3) The proposed method shall reduce CV&AI-enhanced
object detector V&V costs and required time.

To be able to handle these generic specifications, the
designed framework shall:

1) provide tools to design test scenarios to create datasets
for the validation tests in a semi-automatic way;

2) provide a simulation environment with which to create
a set of time synchronized videos with the same train
journey under different visibility conditions:

a) several different daytime journeys;
b) different meteorological conditions (clouds, rain,

snow, fog, and so on);
c) partial occlusions over detectable objects (tree

branches, and so on).
3) provide tools to label the ground-truth template in a

semi-automatic way;
4) offer inference capabilities for the CV&AI-enhanced

algorithm over the created synthetic dataset;
5) record information about all the detected objects by

the system during the execution of a validation test for
further analysis;

6) record the evidence of the execution of validation tests
for light signals, side-signs, and landmark detection;

7) provide tools to calculate accuracy metrics for each test
execution, comparing the test execution results and the
expected results, defined by the ground truth for the
journey;

8) provide tools for batch operation and data storage.

B. Scenario Definition

Before starting the implementation of the required tools,
the scenarios and visibility conditions under which the object
detector should be tested has to be defined. This definition
will configure the virtual simulator for a specific train journey
scenario generation.

1) Daytime Periods: During different daytime periods,
object coloring and the amount of light reflected in
them will vary. In extreme or edge situation, cameras
may also blink as they are facing the sun directly (see
Figs. 4 and 5). The scenarios should incorporate at least
train journeys as follows.

a) Day: This is a nominal scenario with ideal lighting
conditions for object detection and identification.
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Fig. 4. DaGe4V tool: virtual scenario at summer with different day-light conditions. (a) Dawn (05:03). (b) Day (08:45). (c) Sunset (22:05). (d) Night (03:10).

Fig. 5. DaGe4V tool: virtual scenario at summer day. Different shadow and sun intensity combinations. (a) Shadow at 10:00. (b) Shadow at 18:00. (c) Normal
sun intensity. (d) High sun intensity.

Fig. 6. DaGe4V tool: virtual scenario at summer (snowy at winter) 11:00 A.M. with different meteorological conditions. (a) Sunny. (b) Foggy. (c) Rainy
with wiper. (d) Rainy without wiper. (e) Snowy.

Fig. 7. DaGe4V tool: virtual scenario with different season–meteo–daylight combination conditions. (a) Autumn–cloudy. (b) Winter–cloudy/snowy.
(c) Spring–foggy. (d) Summer–sunny.

b) Dawn and Sunset: The sun’s low altitude presents
strong coloring, large shadows, and blinking pos-
sibilities that make detection task more difficult.

c) Night: The lighting conditions significantly reduce
the operating distance. This scenario must be
present in the V&V dataset.

2) Meteorological Conditions: Adverse weather conditions
reduce visibility and have a negative effect on both the
detection and identification accuracy and the operational
performance of the CV&AI-based object detectors (see
Fig. 6). The scenarios should incorporate at least train
journeys in the following.

a) Sunny Day: Although this is a nominal scenario
with ideal conditions for object detection, sun
position situates some object in shadows at areas in
some point during the day reducing the possibilities
for correct identification.

b) Covered (or Partially Covered) Sky: This situation
will change the coloring and lighting conditions of

the objects making the variance possibilities greater
over detectable objects. Partial cloud cover can also
simulate partially shadowed objects which makes
their identification more difficult.

c) Snow and Rain: Apart form lighting reduction and
coloring change situation, the wiper working on the
front window to remove snowflakes and rain drops
can create partial occlusions in detectable objects.

d) Fog: Dense fog can significantly reduce visibility,
and hence the capacity to detect the objects. In
addition, it also will reduce the operating distance.

3) Seasons: The appearance of the environment is also
dependent on the season (see Fig. 7).

4) Partial Occlusions: This situation can partially cover
detectable objects making their physical appearance dif-
ferent from the AI models that have been trained (see
Fig. 8). They may happen due to the following.

a) Vegetation: Tree branches or bushes may be
partially occluding the side-signs, signals, and
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landmarks to be detected, reducing the detection
capability of the system under validation.

b) Physical Deterioration: Detectable objects may be
damaged changing their physical appearance by the
passage of time or by inclement weather.

c) Vandalism: They can also be partially broken,
or painted due to vandalism actions.

C. Evaluation Metric Definition

While data preparation and training an AI model is a key
step in the CV&AI-enhanced system pipeline, it is equally
important to measure the performance and accuracy of this
trained model. If AI models do not achieve the expected
performance in certain situations, the overall system that uses
the outcomes can face safety problems. To make sure the
model learns, it is significant to use multiple evaluation metrics
to evaluate the model. In this specific case, looking only at
a generic hit rate may mask poor performance in critical
situations. Mistaking a red signal for a green one is not the
same as mistaking a green one instead of a red one. The first
situation has operational consequences and the second can lead
to an accident with a train crash. The use of evaluation metrics
is critical in ensuring that the system is operating correctly,
optimally and safely.

These metric definitions will configure the VaTRA of the
proposed V&V framework as follows.

1) Safety Requirement Violations Ratio (SRVR): Incorrect
object identification can cause a safety risk, e.g., not
identifying a red signal can cause an accident. This
measure takes into account those missed detections that
cause safety-related risk situations

SRVR(%) =
N ◦ safety_req violations

N ◦ safety_req
∗ 100. (1)

To determine the safety requirement violation, the clas-
sification matrix is defined (see Table I). This is a
standard tool to evaluate object detection and classifi-
cation algorithms. Any given cell in row (i) and column
( j) represents the number of detections of actual class
(i) detected and classified as detection of class ( j).
Therefore, the goal is to maximize the percentages in the
main diagonal (C(i, j), where i = j) (correct behavior).
The last cell of each row shows the false negatives
(FNs) (i.e., nothing was detected where an actual signal
stands), while in the last row the false positives (FPs)
can be seen (i.e., a signal was detected where there was
not any).
Then, classification of confusions are clustered into four
different risk/operational levels as shown in Table II:
1) correct detections and errors that do not have any
effect (green); 2) incorrect detections that might affect
the operation behavior (orange); 3) incorrect detections
that imply safety risks (red); and 4) impossible or
unacceptable miss-detection due to nonprobable match
(gray), such as confusion between signal and lateral
panel.
To determine whether the detected object corresponds
with enough accuracy to the object presented in the

TABLE I
AI MODEL CLASSIFICATION MATRIX. Nothing Detected (ND)

and Nothing to Detect (NTD)

TABLE II
AI MODEL CLASSIFICATION MATRIX BY SAFETY AND OPERATIONAL

VIOLATIONS. More Restrictive Signal (MRS), Less Restrictive Signal
(LRS), No Signal (NS), More Restrictive Speed Sign (MRS), Less

Restrictive Speed Sign (LRS), and No Speed Sign (NS)

ground-truth template, the intersection over union (IoU)
criteria are used. Using this metric, the overlapping
area between the predicted bounding box and the
ground-truth bounding box divided by the area of
union between them can be measured. According to the
prefixed threshold, this overlapping can be considered
enough to consider the detection correlated with the
same in the ground-truth template.

2) Operational Requirement Violations Ratio (ORVR):
Incorrect object identification can also lead to behav-
ior that increases energy consumption or reduces track
capacity, due to unnecessary braking/stop identifying a
red signal when it is green or due to inefficient time
management coming from incorrect speed reductions.
This measure takes into account those miss-detections
that cause operational-related undesirable situations

ORVR(%) =
N ◦ op_req violations

N ◦ op_req
∗ 100. (2)

To determine safety requirement violation, the same
classification matrix for SRVR metric (Table I) is used.

3) Mean Average Precision (mAP) for Object Detection:
Average precision (AP) [42] is a popular metric in
measuring the accuracy of object detectors. The mAP
is calculated by finding the AP for each class and then
averaging over a number of classes. It incorporates the
tradeoff between precision and recall and considers both
FP and FN. This property makes mAP a suitable metric
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for most detection applications

mAP =
1
N

N∑

i=1

APi . (3)

This metric will be used to measure the average detec-
tion accuracy of all the classes present in the object
detector.

D. Framework Tools

The framework that has been created to develop the V&V
method integrates different tools. Some of them include
third-party applications that have been included in the system,
but others have been developed from scratch.

For example, the tool for video frame annotation is based on
the well-known CV annotation tool (CVAT) [43] applications
which allow a simple and intuitive labeling. This tool is
semi-automatic as it uses the same AI model as the system
under validation for automatic prelabeling. Afterward, two
independent users correct the detections by hand to create
a cross-validated ground truth template for a set of videos
containing the same train journey.

However, the main two tools, generated specifically for
this framework, are: 1) data generation for validation tool
(DaGe4V) and 2) validation test result analyzer (VaTRA).

1) Dataset Generator for Validation: DaGe4V incorporates
the Train Simulator videogame as a virtual environment for
synthetic data generation, and it aims to automate the process
of creating a custom virtual scenario set according to test
definition and recording frameset/videos from it. As an output,
it generates the datasets with frameset/videos of the same train
journey but recorded under different visibility conditions.

The only input it needs is the route of the journey. Once this
route is loaded into the train simulator scenario, DaGe4V tool
enables the selection of the visibility conditions under which
the video dataset must be generated. After this, it activates
the frame capturing subsystem and it executes the journey
in the virtual environment with different visibility conditions
selected. After journey execution, frameset/videos for valida-
tion are generated.

Train Simulator: Train Simulator is the simulation envi-
ronment used by DaGe4V for designing routes. It is a Train
Simulation game developed by Dovetail Games [19].

A complete suite of tools is available to customize con-
tent. This allows terrain modeling either by hand using the
tools provided (see Fig. 9) or by importing digital elevation
model (DEM) data from NASA. Track construction based
on a system of straights and arcs allows an infinite amount
of possible junction configurations and scenery placement.
A scenario editor allows the creation of tasks such as picking
up passengers, hauling cargo, and shunting wagons around
yards. These tools also allow players to build unlimited sizes
of layouts, create their own scenery and rolling stock, and
modify the provided content by adding features or re-skins.

However, the most interesting point to integrate this solu-
tion as a toolchain in DaGe4V application is its application
programming interface (API) with documentation that allows
a third party to program custom scenarios by changing the

Fig. 8. DaGe4V tool: virtual scenario with different partial occlusion
conditions. (a) By tree fork. (b) By windscreen wiper. (c) Due to vandalism
act. (d) Due to deterioration.

Fig. 9. Inserting landmark panel with the Train Simulator editor.

available parameters. This detailed reference [44] follows on
from the creator manual supplied with the Train Simulator
and gives detailed information on how to create your own
routes, scenarios, rolling stock, in-game assets, and signaling
systems—in short, everything you need to create your own
virtual railway scenario.

2) Validation Test Result Analyzer: VaTRA has two main
functionalities: it executes the batch scenario test (see
Figs. 10–13) and it compares the results of V&V with the
expected results according to the ground-truth template. As an
output, it provides evaluation metrics of the CV&AI-enhanced
system behavior, automatically detects potential safety viola-
tions, and compares the results of the tested system for the
same route under different visibility conditions.

Image datasets recorded by DaGe4V and the ground-truth
template generated using CVAT are used as inputs for testing
the CV&AI-enhanced system for railway signaling detection.
VaTRA analyses the results based on predefined evaluation
criteria defined in Section V.

E. Solution Workflow

The semi-automatic V&V method system is executed in
a single TestBench (see Fig. 3). A task loads the specific
scenarios definitions with their parameters, and it creates
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Fig. 10. VaTRA tool: CV&AI-enhanced system correct detections.

Fig. 11. VaTRA tool: CV&AI-enhanced system misdetections.

Fig. 12. VaTRA tool: CV&AI-enhanced system correct detections even partial occlusion. (a) Due to vandalism act. (b) Due to tree fork. (c) Due to wiper.

Fig. 13. VaTRA tool: CV&AI-enhanced system misdetections due to occlusions. (a) Due to vandalism act. (b) Due to tree fork. (c) Due to wiper.

a corresponding dataset for system testing. After this, the
CV&AI-enhanced system is passed over these videos, obtain-
ing its results. Finally, the ground-truth information is loaded
and compared with the CV&AI-enhanced system results. This
generates two analysis results, one related to classification and
precision, and the other related to safety violation analysis. The
combination of those results is the V&V process results.

The activities clustered in different artifacts that compose
the workflow of the V&V method are described as follows.

1) Test Session Preparation (Once):
a) Virtual Scenario Design (Manual): The first activ-

ity comprises the design of the set of scenarios
that will be created by the simulator. At this point,
by means of a simulation environment, the objects

that the CV&AI-enhanced system should detect
are placed in different real-world scenarios and
the different visibility conditions are defined. The
editor of the train simulator videogame is used for
this task.

2) Test Initialization (Once):
a) Template Scenario Frames Recording (Automatic):

During a simulation execution, the DaGe4V tool
records the frames and related metadata from the
simulator. As a result, the template scenario video
is generated for labeling.

b) Ground-Truth Template Generation (Semi-
Automatic): This activity comprises the creation of
semi-automatically labeled ground-truth template
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for dataset validation. This tool uses external
labeling tools powered by the CV&AI-enhanced
object detector as a helping tool for first candidate
detection in an automatic way.

c) Visibility Condition Set Definition (Manual): A set
of different scenarios are parameterized according
a chosen specific visibility conditions for test.

3) Test Execution (Batch Operation):
a) Visibility Condition-Based Scenario Selection and

Parameterization (Automatic): This activity will
comprise the selection of a previously designed set
of visibility conditions based on a set of scenarios
that will be executed in the simulator. Setting the
configuration parameters will enable simulation in
different conditions to be carried out. It is set by
DaGe4V tool.

b) Scenario Frame Recording (Automatic): During
simulation execution, DaGe4V tool records the
frames and related metadata from the simula-
tor for all the tests. As a result, the validation
datasets for testing the system under test are
generated.

c) CV&AI-Enhanced System Test Execution (Auto-
matic): After the simulated videos are available,
VaTRA executes test to extract CV&AI-enhanced
system’s detections on railway signals and land-
marks. All the outputs are stored and exported as
detection files.

d) Accuracy Metric Calculation (Automatic): In this
activity, the VaTRA tool will analyze the results
obtained in several tests carried out for the
CV&AI-enhanced system. It will compare the
results obtained on each test with the ground-truth
template. Finally, it provides several metrics and
identifying potential safety violations due to incor-
rect object detection during the tests, generating
the V&V results’ artifact.

V. EVALUATION CRITERIA FOR V&V FRAMEWORK

This section defines the parameters and criteria that will
be used for the evaluation of the V&V framework. In this
case, the system under evaluation will be the semi-automatic
V&V system itself and not the CV&AI-enhanced system that
is validated and verified with the framework.

The objectives in designing the V&V framework were to
extend the diversity and number of test types while reducing
costs, making them affordable for the process. Therefore, the
following V&V quality criteria have been selected to evaluate
the framework.

1) Number of Test Cases (NTCs): This criterion aims
to evaluate the capacity of detection of misidentified
objects and the potential safety and operational viola-
tions. It also aims to evaluate the coverage obtained by
the validation tests. NTC is calculated by counting the
number of tests created and performed using the V&V
method.

2) Variety of Test Cases (VTCs): This metric measures the
quantity of visibility conditions’ variety that can be used

to V&V the system under test. Visibility conditions are
not discrete states, but analog since from a sunny day to
fully cloudy, there is a continuous gradual transition.
However, to facilitate the counting of different types
of tests, predefined and limited scenarios will be set
up during dawn, day, sunset, and night, and each of
these scenarios with sunny, partly cloudy, rainy, snowy,
and foggy situations. In total, there are 24 different
combinations. VTC is measured counting a number of
different visibility conditions under which the system is
tested using the V&V framework.

On the other hand, the following parameters have also been
defined to evaluate the framework in terms of effort and costs.

1) Effort Needed for Test (ENT): These evaluation criteria
are used to measure the effort in terms of person-hours
required to perform a test on a system. This mea-
sure is especially useful to compare the effort spent
doing manual work versus semi-automated work. This
encompasses the entire process for doing a test, from
specification and data preparation to execution of test
cases and the extraction of the results. The following
parameters should be taken into account.

a) Staff Hours During Data Creation/Gathering
(Technicians and Drivers): Total working hours,
used to create synthetic data coming from scenario
simulator and used to gather images during real
recording runs.

b) Time Dedicated to Manual Labeling of Recorded
Data: For manual nonautomated method, each run
will be different, and therefore, all runs have to be
labeled one by one independently. For the semi-
automatic process, only one run template is needed
to label since all the remaining tests will have
synchronized runs.

It is assumed that the effort and cost of setting up
the required infrastructure for the real data gathering
system and the virtual environment can be matched.
The inference times for testing execution and results’
comparison to validate the CV&AI-enhanced system can
also be matched. For this reason, the effort needed for
the whole V&V process can be measured by considering
the amount of people involved for the work and by the
number of hours (normalized to full-time employees)
needed to complete it.

2) Operational Costs (OCs): This indicator adds up all the
costs of operating the V&V process, excluding other
costs related to framework development and mainte-
nance, required equipment, and so on It is not easy to
quantify and standardize the cost of a V&V process
based on real-world data captured in the operational
scenario, but as a minimum the following parameters
should be taken into account.

a) Travel Cost: Technicians from the supplier and
drivers from the operator must be translated to the
operation scenario. It usually involves international
travel for supplier technicians and domestic travel
for drivers.
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b) Track Availability: The use of tracks by reserving
a time slot is an important cost of train operation
and also of testing.

c) Personnel Costs (Technicians and Drivers): During
the data gathering process and manually labeling
the captured data.

OCs of the manual nonautomated V&V process are
calculated as the sum of operational and personnel costs
for one track test session. For the semi-automatic V&V
process, the OCs are practically zero as they are carried
out on an online server.

To evaluate the improvement introduced by the semi-
automatic V&V process, it will be compared against a manual
nonautomated V&V process.

VI. TEST DESCRIPTION

Currently, there is no other virtual validation tool for PER
systems in the railway sector against which the results obtained
can be compared. Nor is there any work that has quantified the
cost of on-track validation of any type of autonomous railway
systems or subsystems.

On the other hand, although the automotive sector is a
few steps ahead, its most recent works are using field tests
to validate the whole autonomous driving system [25], [26].
These tests do not focus on comprehensive validation with
future certification purposes for the PER module in particular.
Therefore, the test presented in this work will compare the
semi-automatic system presented in this work with the current
manual system used to validate the PER module in the railway
company from which this idea was born.

However, it is not an easy task to make an equitable direct
comparison between the current manual nonautomated V&V
method and the new proposed semi-automatic method. The
difficulty lies in quantifying the metrics such as visibility
conditions’ variability and the total cost of a validation session
in a real environment given its variability, especially with
regard to the data capture process.

To carry out these tests and obtain truly comparable data,
a current manual nonautomatic validation test session followed
until now in the company has been established as a reference.
It consists of a group of two workers traveling to the real
operating environment at the European Union for three work-
ing days with 8-h working hours each. They record a total of
15 h of valid video per test session in the conditions they are
exposed to. Normally, daylight and nighttime conditions are
covered, but weather variability is not guaranteed. Two drivers,
working 4 h per day, are also needed.

Taking into account this scenario, the reference values for
current nonautomated validation session in real tracks have
been calculated as follows.

1) For NTE: 30 test cases (5 h for valid journeys; 30 min
per journey; ten test runs per validation day; three
validation days).

2) For VTE: Eight combinations of different visibility con-
ditions (dawn, day, sunset, and night combined with
annual probability of snow, rain, cloud, or sun in the
place).

TABLE III
V&V METHOD EVALUATION RESULTS. Manual V&V Method (M),
Semi-Automatic V&V Method (SA), and Obtained Improvement (%)

3) For ENT: 252 h in total. 102 h of staff working on
tracks (two staff member 8-h working day; two drivers
4-h working day; three validation days; 12 h travel time
(return trip) per staff member; 3 h travel time for drivers)
and 150 h labeling the 30 test cases one by one (5 h per
run).

4) For OC: 5000 C operation cost (no overtime assumed,
travel cost per person including accommodation and
subsistence allowance, and cost of the operator related
to track utilization).

Once the current manual and nonautomated process
has been defined, three comparable scenarios have been
established. In each of these scenarios, one evaluation
metric/criterion has been matched for both the processes,
and the benefit of the new proposed method is evaluated
against the other two metrics. For example, in the first compar-
ison, the NTC obtained by both the systems has been equated
and the other metrics (VTC and ENT) are set following this
assumption. As a result, the comparison of both the systems
is shown when the objective is to get a specific NTC.

Since the OCs are considerably negligible for the semi-
automated system compared with the nonautomated manual
system, the improvement with respect to this indicator remains
constant during different experiments.

VII. RESULTS

Table III shows the numerical results of the tests performed.
The first row of Table III shows the results taking into

account that the same NTC has been assumed for both the
validation methods. The value is a number of use cases that
can be generated in a standard validation test with manual
nonautomated method. As can be seen, the ENT is higher
(×8, four times) for the manual method and, although much
more time is invested, the variety in the recorded tests is
not guaranteed (×3, eight times lower). This is due to the
frameworks’ batch operation capability.

In the second test set, the same VTC has been considered,
trying to make both the methods have the same variety of
test cases. To ensure a representative comparison, a minimum
of 12 scenario variants are estimated, which requires more
than one field test session at different seasons of the year. The
ENT metric skyrockets (×37, five times higher) for the manual
method. In addition, far fewer tests are required to cover
the required variability (×5, six times fewer) for the semi-
automatic method. This is due to the ability to parameterize
the elements that create the virtual scene of the simulator.

Finally, in the third case, the same effort cost is assumed.
It is equal to the effort cost of a track validation session.
The NTC (×8, four times) and VTC (×31, five times) decrease

Authorized licensed use limited to: Universidad Pais Vasco. Downloaded on June 28,2023 at 19:31:23 UTC from IEEE Xplore.  Restrictions apply. 



2518513 IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT, VOL. 72, 2023

drastically in the manual system. This is due to the high time
cost of replicating a scenario with desired lighting conditions
and running it in a real environment where weather factors are
not controllable.

For all the tests, a significant reduction in OC is estimated
(×20 times for tests 1 and 3 and ×30 times for test 2,
which requires more than one session in tracks). Moreover,
although it cannot be quantified, the reduction of personal and
material risk guaranteeing safety in virtual environment testing
is evident.

These results reflect all the advantages already attributed
to V&V systems in virtual environments. The possibilities of
virtualization and parameterization of scenarios, without the
need for real operational scenarios, makes possible to reduce
the effort, costs, and time needed to operate an equal number
of tests. In addition, for a much lower cost and time, the
variability in visibility conditions, which is essential for PER
module accurate validation, is guaranteed and is enormous,
as there is absolute control over the content of the rendered
scenario.

The results also show that such systems are valid and
indispensable tools to accelerate the inclusion and commer-
cialization of AI technologies for perception in the railway
sector in the short term.

VIII. CONCLUSION

This work presented a semi-automatic V&V framework for
CV&AI-enhanced railway signaling and landmark detector.
The design and implementation of the framework have been
detailed, as well as the CV&AI-based system that has been
evaluated with it. Moreover, the metrics have been identified
and defined to compare the quantity and variety of tests
performed, and their associated costs of both the current
validation process and the one proposed in this work.

In addition, several tests have been carried out to evaluate
a V&V framework. To compare them, different tests have
been developed where the same time/effort invested or the
number/variety of different scenarios that have been used in
both the methods have been equalized.

The results obtained show a significant increase in the
amount of tests that can be performed in the same time for
a more robust validation of the system. In addition, even if
the quantitative improvement is enormous, the most important
change comes in qualitative matters. It is clear that the variety
in test scenarios increases considerably as the simulated data
generation environment allows to simulate a wide variety
of visibility conditions that could only be achieved in real
recordings after much time and cost. Finally, resource savings
are another key point to take into account with a significant
effort reduction for the required same workload. The clear
advantage of the current track validation system is the realism
of the test. The gap between the simulated scenario and the
real journey can still be very large, so this is something to be
taken into account.

As described in the article, this is an intermediate work
that provides a solution to a current problem but it is still a
semi-automatic and therefore temporary solution. As a future
work, it is intended to transfer the railway environment to

open-source tools such as CARLA. This will allow the whole
process of data generation to be fully automated, manipulation
of sensor data sources, and the total automation of the labeling
process without having to follow the same train journey for
each batch of tests. Furthermore, the option of providing the
framework with the capability to perform ablation tests will be
evaluated. It can be interesting to test AI-based functionalities
performance by removing certain components to understand
the contribution of the component to the overall system.

These V&V solutions will permit the simulation of all
possible scenarios in virtual environments, especially those
scenarios that are improvable but critical from a safety point
of view such as people crossing railways and reduced visi-
bility due to meteorological conditions. It can be predicted
that future automatic V&V based on virtual environments
will reduce costs of CV&AI-enhanced algorithms and it will
support an easier marketing process of them for railway
functionalities avoiding important initial barriers.
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Abstract: The automation of railroad operations is a rapidly growing industry. In 2023, a new
European standard for the automated Grade of Automation (GoA) 2 over European Train Control
System (ETCS) driving is anticipated. Meanwhile, railway stakeholders are already planning their
research initiatives for driverless and unattended autonomous driving systems. As a result, the
industry is particularly active in research regarding perception technologies based on Computer
Vision (CV) and Artificial Intelligence (AI), with outstanding results at the application level. However,
executing high-performance and safety-critical applications on embedded systems and in real-time is a
challenge. There are not many commercially available solutions, since High-Performance Computing
(HPC) platforms are typically seen as being beyond the business of safety-critical systems. This work
proposes a novel safety-critical and high-performance computing platform for CV- and AI-enhanced
technology execution used for automatic accurate stopping and safe passenger transfer railway
functionalities. The resulting computing platform is compatible with the majority of widely-used AI
inference methodologies, AI model architectures, and AI model formats thanks to its design, which
enables process separation, redundant execution, and HW acceleration in a transparent manner.
The proposed technology increases the portability of railway applications into embedded systems,
isolates crucial operations, and effectively and securely maintains system resources.

Keywords: autonomous and driverless train operation; computer vision and artificial intelligence;
high-performance computing; safety-critical; AI hardware accelerator

1. Introduction

Users of the European rail industry are clamouring for a future Automatic Train
Operation (ATO) system since it provides advantages such as lower operating costs, longer
product life-cycles for railways and increased safety. Its definition is being worked on by
the European Shift2Rail standards group [1]. For fully autonomous train operation, various
rolling stock suppliers and stakeholders have already begun researching, developing and
testing technologies.

Similarly to other transport sectors, different computational issues are being faced by
numerous railway suppliers and stakeholders for CV- and AI-enhanced autonomous train
operation. The adoption of computer equipment capable of offering the performance of
high-end graphic-processor units while being able to simultaneously meet safety criteria
will be necessary for the future of CV and AI advances in the railway sector. These develop-
ments will increase the size, speed, and dependability of CV and AI processing calculations.
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Through the use of multi-cores, Graphic Processors Units (GPUs), and specialized ac-
celerators, a number of HPC commercial off-the-shelf platforms provide the calculation
capabilities required by autonomous systems in fields such as intelligent transportation
systems, space, and robotics [2].

However, because of the challenges or barriers that HPC platforms pose to the certifi-
cation process, such as support for functional and timing isolation and testability, the use of
these platforms has historically been viewed as being beyond the reach of the industry of
safety-critical systems (i.e., controllability and observability). Therefore, the state-of-the-art
(SoA) safety-critical computing platforms cannot currently satisfy these demanding specifi-
cations.

The SELENE (Self-monitored Dependable Platform for High-Performance Safety-
Critical Systems) project [3] is a European R&D initiative that develops the research pro-
vided in this article as a use case demonstration. This work proposes a high-performance
platform with safety-related considerations as a main design goal in an effort to bridge
this gap. The SELENE platform is an open-source Reduced Instruction Set Computer
V (RISC-V) [4] multi-core processor with hardware acceleration for artificial intelligence
that supports multiple types of redundancy, real-time performance monitoring, and en-
forcement mechanisms to ensure that the safety objectives of the applications are satisfied.
Additionally, the design of this system-on-open-source chip makes it possible for it to easily
adapt to other safety domains. Apart from the use case presented in this article, three other
use cases from the automotive and space industries have been used to test this method.

The article is organized as follows: Section 2 gives an overview of some relevant
related works and highlights the main differences with our approach. Section 3 describes
the railway domain use case in which the approach is being tested. Section 4 presents
the use case deployment details analysing the new HW and SW modules included in the
platform and the platform architecture, taking into account the safety-related analysis of
our use case. Sections 5 and 6 define the test which was carried out and presents the
obtained results in order to demonstrate the performance of the solution. Finally, Section 7
presents the conclusions and future work.

2. Related Work

The use of artificial sense (in real-time and via onboard embedded hardware) has been
presented via a number of demonstrations in the railway industry.The Siemens autonomous
tramway pilot case [5] was one of the first demonstrations that continues to inspire re-
searchers today [6]. With this in mind, vision-based on-board obstacle detection and
distance estimation in railroads have become the most pertinent scientific approaches [7].
To test and validate an autonomous obstacle detection system, various experiments and
actual pilot cases have been implemented throughout the past few years, [8–13]. Other
applications have also been worked on, such as vehicle localization on light trains [14] or
railway lateral signalling detection on mainline trains [15,16].

The majority of these demos, similarly to those for self-driving cars, concentrate
more on the computing capability of those systems rather than how these platforms
may be certified. However, certification of sophisticated computing systems is an active
area of study, such as those necessary for fully automated train systems [3]. Major chip
suppliers, such as Nvidia and Intel, are also creating particular platforms that support that
purpose [17], by including built-in fault-tolerant mechanisms such as lockstep execution or
error correction codes in memory structures. Finally, to certify complex systems affordably,
a more comprehensive and cutting-edge safety certification technique is required [18].

There are currently no commercial solutions that guarantee high-performance equip-
ment with the safety requirements to be met in the railway sector. This work aims to
be the first on-board HW prototype to execute AI functions safely (and in real time) in
railway operations.
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3. Use Case Definition

The use case presented in this paper, which is intended to validate the HPC SELENE
platform, has been titled as automatic accurate stopping and safe passenger transfer, and it
consists of automatic functionality collection based on CV- and AI-enhanced techniques.
Figure 1 shows the graphical representation of it. The use case specifically highlights the
following three features:

• Data collection and synchronization: this captures data from stereo vision-capable
cameras in real time and it synchronizes and rectifies data of both video stream signals.

• Automatic station detection and accurate stop aligning the vehicle and platform: this
detects the station platform and it accomplishes precise localization inside the platform
area by detecting, recognizing and tracking visual patterns. The visual landmarks
have been chosen to maximize the results of the detection and identification process
in any possible lighting conditions. Visual stereo sensors that have been properly
calibrated assess the physical distance.

• Safe passenger transfer: this captures data from rear cameras and it manages automatic
safe door functionality preventing (a) door opening operation if the train and platform
are not precisely aligned and (b) door shutting operations if any passengers are
entering or exiting.

SELENE
(VCU118)

Signalling
modules

Visual
Stopping
Landmarks

Figure 1. Physical set-up of the solution. Equipment distribution on the train.

Apart from the functional requirements, there are two key requirements to be met in
this use case. The first is to keep the processing time as low as possible, since the accurate
stop with a moving train (and its inertia) does not allow latencies that could turn the results
of the visual analysis into obsolete data, as these would not be useful for an accurate control
of the vehicle. On the other hand, the passenger detection functionality has to be secured
by combinations of redundant executions over isolated resources.

3.1. System Set-Up

As shown in Figure 1, the set-up consists of two cameras (located in the train cabin) in
properly calibrated stereo vision configuration, another two rear cameras (pointing at the
passenger doors) and the Xilinx VCU118 board which incorporates the SELENE platform.
Each camera sends a real time video stream into the system and all of these streams are
analysed using the CV- and AI-enhanced algorithms to extract valuable data and send
information to the next signalling equipment (decision making and actuators modules).



Appl. Sci. 2023, 13, 9017 4 of 15

3.2. System Workflow

The solution architecture contains three main logical modules. The first one captures
data coming from cameras and it synchronizes them in time. If the data comes from stereo
cameras, it also rectifies them. The second one performs a real time data analysis using
CV and AI techniques. The third collects the results of the analysis, and for those safety
functionalities the 2oo2 (two-out-of-two) RootVoter (RV) logic is applied.

The most demanding computer resource functionalities are concentrated in the second
logical module which is fully executed in the VCU118 board and SELENE platform:

• Platform landmark detection and identification: this detects the start/end landmarks
of the platform by a pre-trained AI model (YOLOv4 [19] architecture) inference process,
determining if the train is on the platform and establishing a reference point in the
approximation phase for the ultimate accurate stop.

• Distance estimation: this support the precise stop process in the platform area. The dis-
tance to station stopping landmarks is calculated updating the predicted remaining
distance of ATO. This calculus is based on a dense disparity map calculated by the
Semi-Global Block Matching (SGBM) method [20].

• Passenger detection: using the same techniques but a different AI model, it detects
passengers when they are boarding or exiting the train, managing the door opening
and closing commands.

4. Deployment on SELENE Platform

This section describes the use case deployment details and it focuses specifically on
four main contributions of this work: the HW accelerator, acceleration runtime, hypervisor
and rootvoter.

The SELENE platform builds upon a combination of a multi-core and accelerators,
which are prototyped on a FPGA System On a Chip (SoC), based on the non-proprietary
RISC-V instruction set architecture (ISA). Due to their open nature, the use of an open ISA
with a Linux OS and Jailhouse hypervisor [21] offers flexibility and an extension at the SW
level. All these features are made compliant with the highest safety integrity levels across
domains by building adequate safety measures such as monitoring, fault containment,
diverse redundancy (RV availability), ease for testability, etc., in the HW and SW layers.
The architecture of our railway use case and how it is implemented on top of this platform
is described below.

In the use case presented in this work, safety considerations are different for each
functionality. Automatic accurate stop is not a safety-related function since if the train stops
beyond the platform the doors are not opened. On the contrary, a safe passenger transfer
has safety implications since closing doors when passengers are still getting in/out of the
train might endanger their physical health.

Due to the need for high-performance (based on parallel executions) and function
separation, each task execution should rely on distinct RISC-V cores and isolated cells
(except NoSafety functions which can share the same cell but should be isolated from the
rest of the safety-related executions). This may be accomplished by utilizing the SELENE
platform HW/SW isolation features based on the Jailhouse hypervisor.

Figure 2 shows the SELENE platform architecture in the HW and SW domains incor-
porating the functionalities that need to be executed in the presented use case. In the HW
domain, the separation into different RISC-V CPU cores of the three main tasks can be seen.
The passenger detection function, being a safety function, is redundant and its two outputs
are managed by the RV of the SELENE platform. Three of the processes (two for passenger
detection and one for platform landmark detection) also use hardware acceleration for their
inferences. Finally, the accurate stop function requires two separate RISC-V CPU, one for
AI-model inference used for landmark detection and another for distance estimation based
on stereo matching algorithms. Both of them are very resource-consuming.
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Figure 2. HW and SW architecture of the proposed solution.

In the SW domain we can see the control of the different executions of the functionali-
ties through the creation of cells controlled by the Jailhouse hypervisor. Moreover, we can
also appreciate the different SW stack executed in each core depending on the task under
execution as well as the interrupts required to make use of HW acceleration.

The safe passenger transfer function, based on AI-enhanced passenger detection, is
developed in one core with a replica (in the second core) to build a 2oo2 redundant system,
such as those required to achieve high criticality in the railway sector [22]. A comparison of
the function results is carried out by the RV HW modules incorporated in the SoC. SELENE
hardware monitors make sure that safety properties are preserved.

In order to deploy this entire HW and SW architecture on the XIllinx VCU118 board,
some research and development was required beyond the SoA. The exact contributions of
this work with respect to the SoA are as follows:

• HLSinf HW Accelerator extension: the creation of new layers to support the YOLOv4
architecture: a Support Tensor Machine (STM) layer which is a grouping of the three
different layers (softmax, hyperbolic tangent and element-to-element multiplication),
and an ADD layer (element-to-element addition).

• New Acceleration Runtime: enabling HLSinf HW accelerator and Linux OS communi-
cations, accelerators control, memory allocation, and interruption manager.

• AI-inference SW library extension: a new compute service, called SELENE, to port
and extend the inference library, making the platform compatible with most known
AI architectures.

• Hypervisor new extension: a porting solution to RISC-V CPU and enabling process iso-
lation.

• RootVoter new extension: a porting solution to RISC-V CPU and enabling safety-
related executions on the SELENE platform based on redundant execution.

The AI hardware accelerator, AI-Inference library, and an acceleration runtime method
created in this work comprise the SELENE Accelerator Framework (SAF). It works as
follows: first, the European Distributed Deep Learning (EDDL) [23] inference library
initializes the HLSInf [24] HW accelerator using the generated JSON configuration file.
Next, the inference input data (i.e., the data to be processed) is loaded in the main memory
shared with the accelerator. For this purpose, a dedicated input buffer is allocated in the
memory using the Memory Allocation Driver. As soon as the input is loaded, the inference
library runs the accelerator and blocks the process until the accelerator has finished (or
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until the timeout has been reached). The final step for the EDDL is to read the output buffer
to retrieve the inference output data (i.e., the data processed by the accelerator).

4.1. SELENE AI HW Accelerator

The HLSinf accelerator is a high-level synthesis open-source FPGA accelerator which
creates an efficient hardware IP for ASIC or FPGA targets and is used for inference pro-
cesses of AI models based on convolutions. The central characteristic of this accelerator is
flexibility, as it allows a specific AI hardware accelerator to be designed and implemented
to the particular use case.

It is designed using the channel slicing concept, where a set of input channels are
processed in parallel, and a set of output channels are produced in parallel. This allows
the programmer to select the degree of parallelism at the design time, where a bigger
parallelism implies a bigger accelerator size and more FPGA resources. This speed-up
flexibility allows the user to define the best well-suited parallelism considering the available
FPGA resources and the degree of parallelism desired.

This accelerator has been integrated into the SELENE SoC and interconnected with
memory and the RISC-V cores using an AXI interconnect. This HLSinf accelerator on
the SELENE platform can be customized to support specific data formats and Neuronal
Network (NN) layers and currently supports several well-known AI models such as
YOLOv3/4, Tiny-YOLO, or VGG16. The accelerator and the CPU cores share the same
memory, which minimizes the cost of data movement and allows fine-grain HW/SW
co-designs of the AI algorithms between the RISC-V cores and the AI accelerators to be
performed. In addition, HLSinf has been designed to run in the EDDL library, providing the
support needed to run offloaded AI model layers on the FPGA. It can configure and compile
a given subset of network layers for use in an inference process running with EDDL. HLSinf
and EDDL allow a perfectly coupled HW/SW co-design approach where some parts of the
model run in the FPGA, whereas the rest run in the CPU or GPU when available.

Figure 3 shows the design of the accelerator in the SELENE Platform. This has
been defined around the dataflow model using modules interconnected by data streams.
This dataflow model accelerates the overall throughput of the design as it enables task-
level pipelining, permitting several operations to start before the previous functions have
completed all of their operations.
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Figure 3. Design of the HLSinf accelerator (new contributions in green color).

4.2. Acceleration Runtime

This work also presents a new low-level runtime that allows the HW accelerators
included in the SELENE platform to communicate with the Linux operating system. The SE-
LENE Acceleration Runtime (SAR) is the lowest software level and it controls the accelera-
tors, ensures memory allocation, and manages interruptions. The runtime also interacts
with the EDDL inference library using an Open-CL-like Application Program Interface
(API). The EDDL and the low-level runtime are included in the SELENE Linux Image
deployed on the NOEL-V-based [25] platform. Thus, the final application running on
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the NOEL-V infers the AI algorithms and makes the deployment of the HW accelerators
transparent for the use case. The SAR can handle multiple kernels and is designed to easily
configure the control of all the kernels with a parametric register from a JSON file.

The accelerators require a contiguous physical memory block for data input and
output. As we are using the Linux OS and we cannot directly write to the main memory (it
would end in an OS crash), we use a kernel driver, called the Memory Allocation Driver,
to ensure the contiguous memory allocations. An API has been designed for interfacing the
SAR with the upper software level. This API contains a light OpenCL C++ compatibility
layer for easier operations.

4.3. AI-Inference SW Library

The EDDL library is a general-purpose, open-source, deep-learning library used for
the training and inference processes of NN models. One of the key features of EDDL is
its ability to work with a wide variety of hardware, including CPUs, GPUs or FPGA. This
allows users to take advantage of the best hardware for their specific use case and makes it
easy to switch between different hardware platforms. Interoperability is provided with the
EDDL Open Neural Network Exchange (ONNX) format support, as it allows pre-trained
models in ONNX format to be loaded and it ensures compatibility with other frameworks.

The SELENE platform relies on Linux as the default operating system. In particular,
it uses a Debian-based RISC-V Linux adaptation to NOEL-V. The AI software toolchain
integration is built on top of this Linux distribution. To deploy artificial intelligence models
on the SELENE platform, the EDDL library has been extended by including the SELENE
platform as a new computing target. The EDDL library is then deployed on top of the Linux
OS running on the NOEL-V processor. This allows for the inference process to be executed
entirely within the NOEL-V multi-core system. Additionally, SAF is used to offload heavy
computations to the SELENE AI hardware accelerators to speed up the inference process.

4.4. Jailhouse Hypervisor

Jailhouse is a partitioning hypervisor based on Linux. It configures CPU and device
virtualisation features of the hardware platform in such a way that none of the resulting do-
mains, called cells, can interfere with each other in an unexpected way. Jailhouse currently
officially supports the x86-64, ARMv7 32-bit and ARMv8 64-bit architectures. For the SE-
LENE SoC, which uses the NOEL-V processor, the code has been ported to the open RISC-V
ISA. The main implementation challenge has been the decoding of transformed/pseudo
instructions stored in dedicated system registers on processor exceptions (e.g., memory
access violations).

As shown in Figure 2, different cells have been created for different processes (even
for redundant ones) to isolate some functionality from the rest, avoiding the sharing of
resources and interruptions between them.

4.5. RootVoter

The current version of SELENE SoC includes four RV cells, each has a maximum of
16 datasets to vote. The voting scheme MooN and the timeout interval are configured
during cell initialization. The RV driver for Linux enables (a) resetting and initializing each
RV cell, (b) loading the datasets to the dedicated RV registers, (c) polling the voting results
from each RV cell, (d) parsing voting results and diagnosing the errors (if any).

The voting logic assumes that the datasets are loaded during T clock cycles (configured
by software) after the configuration command. The voting starts when all N datasets are
loaded to the set registers, or when at least M datasets are loaded by the end of time interval
T. If at the end of this time interval less than M datasets are available, then the RV cell
reports a timeout.

Once the voting is completed the, RV reports an agreement status that indicates
whether at least M datasets (out of N) match among themselves and validity flags that
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indicate whether each particular dataset matches with the rest. The use case of this work
uses only one cell for RV and the chosen voting scheme is 2oo2.

5. Test Description

Several tests have been defined to validate the platform. The tests are centered
on critical requirements of the performance, process isolation and redundant execution,
and also on the integration of third party libraries such as OpenCV [26]. The tests have
also been found suitable to evaluate SELENE outputs in comparison to available market
solutions that have higher TRL in inference execution but lack safety in-built mechanisms
such as Alveo from Xillinx [27] and Jetson AGX Xavier from Nvidia [28].

In order to run the tests, part of a private CAF dataset [29] containing stereo images of
an urban railway environment has been used. The dataset contains 19 sequences on the
railway track. A sequence defines a record that starts at one station and spans the next
station or two until the train stops. The frames are rectified RGB colour images coming
from a stereo camera stored with lossless compression using 8-bit PNG files. The size of the
images is 1280 × 720 (HD). Only a sub-part of this database has been used, those frames
where landmarks and passengers are present. In total, 200 stereo image pairs from ten
different sequences were used.

• System workflow validation test: the entire workflow of the system has been validated
using dataset images. Apart from the correct functioning of the main functionalities,
special attention has been paid to the following two points:

– Back support libraries for the distance calculus: distance calculus requires an
available implementation for the SGBM algorithm [26]. This implementation is
ready in the OpenCV library but must be validated to ensure that the libraries
that compute stereo SGBM matching can be cross compiled and executed in the
SELENE platform with RISC-V architecture.

– Model parsing compatibility: the models used for the use case are trained using
the Darknet framework [30]. The Darknet output is not compatible with other
frameworks and, for that reason, ONNX has been chosen as the sharing format.
As ONNX establishes a standard format, but there are no standard parsers or
exporters, the compatibility of exported models with the EDDL ONNX parser
must be validated. Inference tests were used to validate this compatibility.

• AI models (passenger and landmark detectors) inference performance test: this test
focuses on the performance of the machine learning algorithm in the platform. In the
test, the Tiny-YOLOv4 inferences for landmark and passenger detection are executed
with different computing precision. The models are 608 × 608 RGB image input
models that were trained using transfer learning with a database labelled with railway
traffic signals, platform landmarks and people/passengers. In addition, the goal has
also been to compare the performance of the accelerator against SoA existing hardware
such as Xilinx Alveo and Nvidia AGX Xavier after normalising inference time with
respect to frequency.

– VCU118: this test aims to compare the performance executing the Tiny-YOLOv4
use-case model in the VCU118 SELENE platform using different accelerator con-
figurations (different NN layer distribution on CPU and HW accelerator and
different bit number precision). It also compares the performance of the accelera-
tor against the CPU on inference tasks to calculate the impact of implementing
the accelerator over the whole platform performance.

– Xilinx Alveo: this test is based on an inference benchmark (a technology-agnostic
evaluation) evaluating HLSinf in a Xilinx Alveo Board in order to validate and
evaluate the accelerator in an existing environment to isolate the results from the
custom SW stack that is required for VCU118 board. Tiny-YOLOv4 for railway
signalling detection was evaluated on a Xilinx Alveo with external Intel CPUs
facilitating the evaluation of the accelerator isolated from CPU performance.
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– Nvidia Jetson AGX Xavier: the same image inference test is executed in the GPU
of the SoA edge computing platforms.

• Distance calculus performance test: an evaluation on SGBM performance is also a
target for the test. The performance of the SGBM algorithm also allows a CPU speed
evaluation.

• Process isolation test: unfortunately, the process of porting the Jailhouse hypervisor
to the SELENE platform could not be completed in time before the end of the project
and is still ongoing. However, within this work, the correct functioning of hypervisor
has been tested over RISC-V architecture using a QEMU [31] machine emulator
and virtualizer. This consists of concurrently executing multiple applications of the
use case on a single RICS-V SoC allowing it to evaluate non-interference properties.
This also allows any impact on application precision to be evaluated as well as the
performance impact of shared/contended resources. First of all, each process has
been executed separately to obtain the performance data without interference from
other processes. Then, in a second cell, a workload is introduced incrementally based
on micro-benchmarks in interference analysis [32]. All combinations to two of the
four cells have been tested. The result of these tests has been compared to the initial
evaluation performed in isolation to check that performance degradation is bounded
and functional behavior remains unaffected. With this configuration, the impact of
several types of interference (shared memory, shared cache, shared buses) on each
selected algorithm has been studied.

• Redundancy and RV test: two different tests have been carried out for RV evaluation.
The first one at use-case level where PassengerDetector functionality is executed redun-
dantly on the SELENE platform. The RV is configured for a 2oo2 scheme. The PC is
used for interaction with the processes on the SELENE platform. Instead of the real
door-closing command system, a stub is running on the PC to receive the command
from the PassengerDetector.
Each PassengerDetector process sends a vote containing the command value to the RV.
In order to simulate the failure, a script has been developed enabling it to be injected
in order to vote failure, send a wrong vote and test the system. The RV checks whether
both of the two processes send the same vote. The master process checks the result
of the RV. If the check was successful, the master process sends a command with the
door-closing signal. If the check is not successful, it will send an order to keep the
doors opened.
The second one is related to low-level platform validation, where the RV subsystem
has been validated by means of FPGA-based Fault Injection (FFI). This application
performs a staggered redundant execution of a matrix multiplication kernel with two
replicated processes. At the end of the kernel execution, each redundant process
calculates the digest (CRC32) for the output results. These digests (from each process)
are loaded to the dedicated dataset registers of the RV cell. For the sake of simplicity,
this application uses only one RV cell. The voting scheme configured for the RV cell is
2oo2, and the configured timeout (maximum time to wait for the datasets) is 1 ms.
FFI experiments have been carried out using a customized version of DAVOS [33] fault
injection tool. Faults have been injected into the CPU cores: Cell C (which executes one
of the kernel replicas), and Cell B (which executes the monitoring process). The consid-
ered faultload comprises single bit-flips in those cells of FPGA configuration memory
that configure targeted SoC components (CPU cores). A total of ten thousand faults
have been injected during FFI experiments (5000 faults per each targeted CPU core).
The outcome of each individual injection run (fault effect) is described in terms of
failure modes. The fault is masked when it produces no effect on the system. The fault
leads to Replica fail when the RV raises the validity flag for one of the replicas. The fault
leads to replica timeout when the RV raises the timeout flag for one of the replicas.
Finally, the fault effect is double the modular redundancy fail when the RV is unable
to establish an agreement, and the kernel result does not match the fault-free run.
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At the end of the experiment, DAVOS calculates the percentage of each failure mode
as the ratio between the number of registered failure modes of each type and the total
number of injected faults.

6. Test Results

This section shows the results for the SELENE platform and compares the results with
SoA platforms.

6.1. AI Model Inference Performance Results

The results for the evaluation can be seen in Table 1, together with the evaluation results
printed on the input image in Figure 4. In the figure, we can see several columns of execution
times of the inference of one image using the Tiny-YOLOv4 model at different platforms.

Table 1. Tiny-YOLOv4 inference times on SELENE’s VCU118 board and the comparison with (a) the
inference when SELENE’s HW accelerator is executed at Xilinx Alveo (also using EDDL) (b) the
inference when the use case is executed on the GPU of AGX Xavier and (c) the inference at CPU
frequency downscaled AGX Xavier (in order to be able to set a same level comparison). “Transform”
and “Others” layers are executed in CPUs. All measurements are given in milliseconds (ms).

Tiny YOLOv4
Layers

VCU118 (100
MHz) (SELENE)

Alveo (250 MHz)
(HW-Acc of

SELENE)

AGX Xavier
GPU

(1.377 MHz)

AGX Xavier
GPU (250 MHz)

All executed on
CPU 45,685,922 - - -

FP32 HLSinf 1799 364

17 94Transform 479 7
Others 4 0

Total 2282 371

FP16 HLSinf 1548 119

13 72Transform 726 6
Others 4 2

Total 2278 127

INT8 HLSinf 796 66

N/A N/ATransform 1135 15
Others 4 1

Total 1935 82

(a) (b)

Figure 4. Platform landmark (a) and Passenger (b) detectionsfor automatic accurate stopping and
safe passenger use case. Note: (b) image corresponds to a platform shot. It is an example that
emulates the images captured from the rear-view mirrors of the train, as the images captured for
these tests are not publishable due to GDPR issues.

The VCU118 (SELENE) corresponds to the SELENE platform, using the HLSinf acce-
lerator as the AI hardware accelerator of the platform, the EDDL library as an inference
library and the SAF as the interface between the HLSinf accelerator (100 MHz) and the
EDDL library. The Alveo corresponds to the inference time of the inference outside the
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SELENE platform, using an Intel i7-7800-X (3.45 GHz) for the non-supported HLSinf layers
and the HLSinf accelerator (200–250 MHz) deployed on the Alveo U200 board for the
supported HLSinf layers. The AGX Xavier GPU corresponds to inference on the GPU of
the Jetson family AGX board. Finally, the last column corresponds to the GPU downscaled
because the results needed to be adjusted for the frequency of the GPU (1377 MHz) to
equal the frequency of the Xilinx Alveo (200–250 MHz) in order to compare the perfor-
mance of the accelerator isolated from the underlying physical technology, which limits the
operation frequency.

The SELENE VCU118 platform results in Table 1 include different layer execution
configuration and bit precision levels. Note that the time for one forward operation in the
CPU is 4,568,592 ms, while in FP32 using the HLSinf accelerator the time lowers to 2282 ms.
This result means an acceleration factor of ×2002 that rises to ×2361 when running on
INT8 precision.

Comparing the GPU downscaled and the Alveo EDDL columns, the GPU behaves
better while using FP32 precision. On the FP16, the HLSinf accelerator achieves 119 ms
inference time per image. Taking into account that not all the layers are embedded in the
accelerator, it produces slightly more inference time than downscaled. When the precision
falls back to INT8, the inference time for HLSinf is 66 ms per image, together with the
CPU preprocessing time required, the time to execute a forward pass on one image is
82 ms. Unfortunately, the comparison at INT8 precision is not possible as the GPU available
drivers do not handle fewer than 16 bits per parameter.

6.2. Distance Calculus Performance Results

The results represented in Table 2 show that the actual inference time in the SELENE
platform (two cores RISC-V CPU) is much higher than in the AGX Xavier (eight cores ARM
CPU) but a direct comparison is not representative. Cumulative processing time over all
cores must be calculated to obtain the computing time for all processes. In the full process
time, the results show that the RISC-V CPU performance is 6.66% of the ARM performance,
however operation frequency is not the same in both platforms, so frequency normalization
shall be applied to obtain the actual performance for the CPU. SELENE platform CPUs run
at 100 MHz and the ARM CPU runs at 2.2 GHz. The results normalizing the frequency
show that the RISC-V CPU performance is actually greater than the ARM CPU.

Table 2. Depth map calculus execution times (OpenCV SGBM function in CPU). SELENE’s VCU118
and AGX Xavier. The last two columns show the comparison between both platform: Raw core
number normalization and Frequency Agnostic (F.A.) (100 MHz vs. 2.2 GHz) downscaled. All
measurements are given in seconds (s).

VCU118 w.r.t AGX Xavier

VCU118 (2 Core) SELENE AGX Xavier (ARM 8 Core) Raw Comp. F.A. Comp.

OpenCV
SGBM Total time Time Using

Single Core Total time Time Using
Single Core % %

Matching
Time 48 96 0.8 6.4 6.66 146.67

Filtering
Time 20 40 0.3 2.4 6 132

This test has also been used to check OpenCV compatibility and performance of an
algorithm to estimate the distance from the train cabin to a stop signal on the platform.
After compiling and installing OpenCV for RISC-V 64-bit architecture, a performance test
consisting of the execution of the Semi-Global Block Matching (SGBM) function of OpenCV
was carried out. As shown in Figure 5, the OpenCV SGBM function takes two stereo images
(taken with a stereo camera, producing a left and right image) and tries to match the images
creating, as a result, a disparity map which represents the distance between the detected
landmarks or people to the cameras on the train.
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(a) (b) (c)

Figure 5. Distance calculusto platform landmark using stereo vision camera (left (a) and right (b)
images) and extracted depth map (c). Green frames represent detected landmark bounding box and
the red frame the landmark’s corresponding area in depth map. This are is used for distance calculus.

Because OpenCV acceleration was not implemented in SELENE platform (it is planned
as future work), the SGBM algorithm is just executed in CPU. Table 2 shows the execu-
tion times of the SGBM function (divided in Matching Time and Filtering Time) and the
comparison with AGX Xavier board execution in its ARM CPU cores.

As expected, the Nvidia AGX Xavier with its eight cores at 2.2 GHz is much faster
than the two core SELENE VCU118 at 100 MHz, however, as previously mentioned in
this work, this direct comparison is not valid as the SELENE platform is an evaluation
HW FPGA board with a frequency much lower than an ASIC implementation. Therefore,
the comparison must be normalized to be agnostic of the frequency and the number of cores.
After normalizing the cores, the SELENE platform reaches just 6.66% of the performance of
the Nvidia AGX Xavier. However, after normalizing the frequencies, the RSIC-V CPU in
the SELENE outperforms the ARM, demonstrating that FPGAs can be a valid option from
the performance point of view.

6.3. Process Isolation Results

This Jailhouse hypervisor version was successfully executed on the QEMU, with exe-
cution of different Linux root (Safety and NoSafety) cells. The use of resources has been
monitored validating the isolation capabilities of SELENE platform (shared memory, shared
cache, shared buses).

Additionally, we created a simple inmate trying to escape its cell by accessing outside
of its allocated memory. This attempt was correctly caught by the hypervisor that sanctioned
the faulty access by a page fault exception.

6.4. Redundancy and RootVoter Results

At the use case level, all tests regarding the RV were successful. If the two scripts sent
the same vote, the door enable signal is activated. If the two scripts sent a different vote,
this failure is successfully detected by the RV and the doors remains closed and blocked.

At the platform level, the results of FFI show that the system has tolerated all faults
injected into the kernel replica (Cell C), i.e., 0.00% of 2002 failures. The replicas themselves
are quite sensitive to the injected faults: in 0.88% of cases the RV has reported a replica fail,
and in 0.16% other cases the RV has reported a replica timeout. The faults injected into the
monitoring process (Cell B) have not affected the behaviour of the kernel replicas, and only
one 2oo2 failure per 5000 faults has been detected (0.02%).

In such a way, the described experiment has shown that the RV meets its specified
functionality, i.e., it detects the errors and timeouts of replicated processes, and it establishes
an agreement following the configured voting scheme. Usage of RV in the redundant
applications efficiently protects the system against the faults of the replicated processes.

7. Discussion and Future Work

In this work, a new safety-critical and high-performance computing application for
real-time AI-enhanced railway use has been introduced. Its design allows process isolation,
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redundant execution, HW acceleration and abstraction making the platform compatible
for most widely used AI inference techniques and AI model architecture and formats
(including open standards such as ONNX).

It is worth highlighting the implementation of specific HW and SW modules for the
SELENE platform. A HW accelerator module, which can be customized to support specific
data formats and neural network layers, has been deployed. HLSinf accelerator shows great
performance on frequency agnostic evaluation. Using quantization and other AI model
optimisation methods, the performance improves SoA. Its implementation presents a very
high acceleration factor with respect to CPU execution for the Tiny-YOLOv4 algorithm. This
work also presents the performance and accuracy evaluation of the use case functionalities
over the SELENE platform, comparing it with executions carried out in the most widely
used commercial HPC platforms, such as Nvidia’s Jetson family boards or Xillinx’s FPGAs.

In addition, a custom AI runtime and adapted inference SW, which abstracts the user
application layer from platform specific HW configuration, has been carried out.

Finally, the rootover and Jailhouse hypervisor implementations for RISC-V based
system compatibility have also been successfully validated, making it possible to execute
safety-related functionalities on the platform. This solution guarantees isolating executions
of the different functionalities and allows the evaluation of redundant executions with
voting system when needed.

Regarding the use case, this work has demonstrated to be a valid HW platform for
equipping autonomous trains that require real-time execution of safety (precision stop
functionality) and non-safety (precision stop) functions based on CV and AI. With higher
maturity, ASIC implementation and railway certification, the SELENE platform could suit
railway industry requirements for both non-safety and safety level applications.

The next steps of the investigation will focus on improving real time execution perfor-
mance (reaching lower inference times) while keeping/increasing the detection accuracy.
New NN architectures will be taken into account as candidates to port them into the SE-
LENE board. OpenCV acceleration by HW should be implemented in order to speed up
basic computer vision algorithms such as SGBM. On the other hand, they will also focus on
more in-depth testing and validating the platform’s possibilities for redundant execution
(followed by different voting systems such as 2oo3) in order to increase the safety level.
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A B S T R A C T
Digitalisation and automation of operations in the railway industry includes the use of Automatic
Train Operation systems that provide automated functions to reach different levels of automation,
known as the Grade of Automation (GoA) levels. Artificial Intelligence has emerged as technology
that can substitute humans in certain driving tasks, in GoA3 (driverless) and GoA4 (unattended)
modes. AI capabilities include perception, decision-making, precise positioning, or optimization of
communications. The success of AI models depends on the quality and diversity of the data used for
training, along with the set-up of a data life-cycle framework that covers creation, training, testing,
deployment and monitorisation. The management of training datasets implies both expensive and
time-consuming data gathering, labelling, curation and formatting efforts, potentially hindering the
development of reliable AI systems. This paper presents a Common Data Management Platform
developed by a consortium of European railway stakeholders, devised to efficiently manage data for
AI training, and which is demonstrated in two different Proofs of Concept.

1. Introduction
Nowadays, autonomous driving functions in railway op-

eration are based on developments in the automotive sector.
For example, Advanced Driver Assistance Systems (ADAS),
which come directly from the automotive sector, have been
implemented in several demonstrators and showcases in the
railway domain. These solutions have something in com-
mon: they are all based on artificial sensing.

Artificial sensing permits gathering information from
the environment, which becomes a key factor when talking
about enabling autonomous operation for railway transport
optimization. Furthermore, autonomous driving requires the
implementation of new on-board functions that complement
the Automatic Train Protection (ATP). Some of these func-
tions rely on the perception of both indoor and outdoor envi-
ronments. Sensing of the outdoor environment offers driving
clearance (no obstructions, signal status on green...), speed
supervision (signals for speed limits), or vehicle localization.
Moreover, sensing of the indoor environment will be primar-
ily necessary in GoA4, where automated event detection and
quicker reaction times will increase operational safety, on-
board security, and overall service quality (maintenance).

In railway scenarios, the perception layer based on Com-
puter vision (CV) and Artificial Intelligence (AI) technolo-
gies and including sensor fusion provides the required envi-
ronment understanding. CV and AI technologies are essen-
tial for providing situational awareness, or the assessment
of events, objects, and their relevance around the vehicle.

⋆Declarations of interest: none.
mlabayen@cafsignalling.com (M. Labayen)

ORCID(s): 0000-0001-8136-5324 (M. Labayen)

However, in order to achieve AI solutions adapted to the
railway domain, massive volumes of high-quality data are
required. AI training and testing needs pre-recorded and
synthetic scenes, data processing tools that imply complex
computations and storage infrastructures. Needless to say,
this huge task requires the collaboration of all the stakehold-
ers in the rail sector.

Therefore, the creation of a complete and comprehensive
Common Data Management Platform (CDMP) will benefit
the whole railway ecosystem: from suppliers, who will re-
duce needs for initial investments, to clients, that will benefit
from shorter time-to market and better products. A platform
of this magnitude would avoid AI caused drift, making it
possible to move towards the goal of achieving the sufficient
operational maturity to enable autonomous operation. This
maturity serves as the foundation for obtaining the needed
certification procedures as well as to guarantee predictable
behaviour.

The work presented in this article faces this challenge,
and it proposes a stakeholder-agreed (European main rail-
way players; operators, infra-managers, suppliers...) solution
to the problem. This new contribution focuses on the defini-
tion of the Common Data Management Platform for artificial
sense training, testing and certification and its validation
through different Proofs of Concept (PoC).

This paper reports the results of that work: Section 2
resumes some pertinent previously published works from
the automotive industry, first database attempts of the rail-
way world and an analysis about reusability/exportability of
automotive experiences to railway. Section 3 provides the
identified new and most relevant use cases to be covered
by the CDMP. Section 4 describes the high-level platform
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definition based on identified requirements and the descrip-
tion of the main modules of the platform (data acquisi-
tion/generation, data labelling and training/testing). Section
5 focuses on data management (including the functional
architecture that is suggested) to guarantee the system’s
scalability, modularity, and interoperability. Section 6 sum-
marises the criteria of data protection and anonymisation
and section 7 the criteria related to platform access and con-
tribution policies. Finally, the PoCs, which are a reference
guide describing how the data management platform was
created for a particular use-case, is presented in Section 8.
Section 9 drawns the conclusions of this works and adds
some suggestions for future work.

2. Related work
2.1. MLOps platforms

The convergence of advances in Deep Learning (DL),
Big Data (BD) and High Performance Computing (HPC)
technologies has created a fruitful technology ecosystem
that leverages the creation of effective AI systems in many
sectors. In the context of smart mobility, AI has proven a
technology that enables advanced functions such as sensorial
perception, decision making, route optimization, and, even-
tually, automated driving functions.

The fuel of AI is data, and, as a consequence, many
efforts are devoted to creating technologies to support data
creation, management, processing and monitoring. As tech-
nology develops, a vast amount of libraries, platforms, appli-
cations, standards and initiatives are emerging and thriving
in the Machine Learning Operations (MLOps) landscape.
The MLOps concept extends the DevOps (Development and
Operations) from the SW industry by adding data and ML-
specific applications MLO (2023), and therefore includes a
wide range of tools and perspectives. Some examples are:
versioning (DVC, Liquidata), labeling (Scale, OpenLabel),
processing (Spark, Dagster), Exploration (dbt, Rapids, pan-
das), data lakes/warehouse (snowflake, databricks), sources
(S3, Parquet, Postgres), training (Pytorch, fast.ai, RAY,
Hugging face), resource management (slurm, Docker), SW
management (git, visual code), experiment management
(mlflow, tensorboard, neptune, comet), hyperparameter tun-
ing (sigopt, tune), monitoring (fiddler, grafana), edge (Ten-
sorRT, Onnx, TensorFlow Lite), Web (Kubernetes, Lambda,
Seldom), CI/testing (Jenkins, circleci, buildkite), etc.

All-in-one MLOps solutions with integrated services
already exist, mostly promoted by large cloud vendors, such
as FBLearner by Facebook, Google Cloud AI Platform, or
AWS SageMaker. Other options are FloydHub, Paperspace,
Gradient, Neptune or Domino Data Lab, to name a few.
These offers include managed Platform-as-a-Service solu-
tions that simplify technology choices and accelerate time-
to-market development of ML solutions, at the cost of limit-
ing the portability of the project, adhering to private formats,
and elevated cloud infrastructure costs.

2.2. Data sharing
Data sharing has become one of the main pillars of the

EU Digital Strategy, with the publication of the European
Strategy for Data, which includes the EU Data Act EU
(2023a), that joins other regulatory initiatives that cover
privacy such as General Data Protection Regulation (GDPR)
or Artificial Intelligence development (EU AI Act).

As a response, Open Data initiatives, such as the Inter-
national Data Space Association (IDSA) IDS (2023), Gaia-
XGaia-X (2023), or the EU Open Data PortalEU (2023b)
have been created. They establish principles, guidelines, ref-
erence architectures and guidance to standardisation, indus-
try, academia, legal entities and national regulatory bodies.

European projects funded by the Horizon Europe pro-
gramme are requested to produce Data Management Plans
(DMP) that address FAIR data (Findable, Accesible, Inter-
operable and Reusable) strategies. These include identifica-
tion of data and metadata types, mechanisms for publication,
interoperability, clear licensing options, security, ethics and
privacy preservation.
2.3. Automotive/railway databases

In parallel to the MLOps frameworks and the European-
level regulatory framework, a large number of datasets
are being released and made openly available (mostly for
research purpose) for AI training and testing, containing mil-
lions of images, point clouds and other data from a variety
of sensors. These datasets can be seen as practical exercises
to effectively structure and distribute data with the purpose
of being used for benchmarking purposes (e.g., KITTI
Geiger, Lenz, Stiller and Urtasun (2013), Virtual KITTI
Cabon, Murray and Humenberger (2020), nuScenes Caesar,
Bankiti, Lang, Vora, Liong, Xu, Krishnan, Pan, Baldan and
Beijbom (2020), Apollo Wang, Huang, Cheng, Zhou, Geng
and Yang (2019)), to gain prestige (e.g., Audi A2D2 Geyer,
Kassahun, Mahmudi, Ricou, Durgesh, Chung, Hauswald,
Pham, Mühlegg, Dorn, Fernandez, Jänicke, Mirashi, Savani,
Sturm, Vorobiov, Oelker, Garreis and Schuberth (2020),
Waymo Sun, Kretzschmar, Dotiwalla, Chouard, Patnaik,
Tsui, Guo, Zhou, Chai, Caine, Vasudevan, Han, Ngiam,
Zhao, Timofeev, Ettinger, Krivokon, Gao, Joshi, Zhang,
Shlens, Chen and Anguelov (2020), Ford Agarwal, Vora,
Pandey, Williams, Kourous and McBride (2020), Lyft5
Kesten, Usman, Houston, Pandya, Nadhamuni, Ferreira,
Yuan, Low, Jain, Ondruska, Omari, Shah, Kulkarni, Kaza-
kova, Tao, Platinsky, Jiang and Shet (2019)), or pioneering
in specific application domains (e.g., Woodscape Yogamani,
Hughes, Horgan, Sistu, Chennupati, Uricar, Milz, Simon,
Amende, Witt, Rashed, Nayak, Mansoor, Varley, Perrotton,
Odea and Pérez (2019) on fisheye segmentation, DMD
Ortega, Kose, Cañas, Chao, Unnervik, Nieto, Otaegui and
Salgado (2020) on driver monitoring). Their estimated
volume (at Q1 2023) sums up to more than 12TB of data,
and more than 3800 hours of driving.

However, the lack of standardized data formats, the
heterogeneity of the purpose-specific vehicle set-ups, and
customized annotation models implies that different data
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parsers must be developed in order to test, train or validate
algorithms or models for each data source.

Apart from perception-related datasets, platforms for
scenario-based testing have been created (but not openly),
such as Safety PoolSafety Pool (2023), Streetwise Streetwise
(2023), Scenius AVL (2023), ADSCENE VVM (2023), or
PEGASUSPEGASUS (2023), containing scenario descrip-
tions and tools to run virtual testing.

In the railway domain, the number of datasets is way
more limited, and, to the best of our knowledge, no scenario-
based initiative exists so far.Some datasets for camera-based
AI training exist, such as RailSem19 Zendel, Murschitz,
Zeilinger, Steininger, Abbasi and Beleznai (2019), a dataset
with more than 8500 images of rail traffic semantic anno-
tations on rail scenes, and FRSign Harb, Rébéna, Chosi-
dow, Roblin, Potarusov and Hajri (2020), which contains
labeled images of French railway traffic lights. Datasets for
semantic segmentation use LiDAR-based set-ups to produce
point-clouds of railroad environments Cserep (2022)Lamas,
Soilán, Grandío and Riveiro (2021)Yu, He, Qian, Yang,
Zhang and Ou (2022) or thermal images Yuan, Mei, Chen,
Niu and Wu (2022).
2.4. Analysis of the reusability/exportability of

AI-related technologies to railway
The automotive sector has led AI-based pioneering ad-

vances in autonomous mobility with solutions for percep-
tion, decision-making, or navigation functions. In other do-
mains, such as agriculture or railway mobility, the industry
doesn’t aim to reinvent the wheel and adapt such advances
into their own specificities.

In particular, railway and automotive operations have
strong similarities. Use cases are often aligned: obstacle
detection, traffic sign recognition, or vehicle localisation.
Enabling technologies and scopes are also equivalent: (a)
perception based on camera and range (RADAR, LiDAR)
sensors, (b) functions for detection, identification, track-
ing and distance estimation, (c) digital map infrastructures
and services, (d) vehicle-to-anything wireless communica-
tions, and (e) similar validation and verification technolo-
gies (data-driven, virtual testing, scenario-based evaluation,
etc.).

Nevertheless, the gap exists, and differences need to
be highlighted to specialize the AI-related technological
choices. In some cases, differences impose additional chal-
lenges: (a) larger vehicle sizes imply more complex sensor
set-ups, or (b) heavy dynamics imply longer sensing dis-
tances to actuate preventive braking manuevers. However,
in general, railway operation simplifies some of the road-
level dimensions: (c) simpler motion dynamics (longitudinal
paths), (d) higher levels of automation operation, (e) limited
or pre-fixed driving tracks (more controlled infrastructure
monitoring, pre-identified risk areas such as level crossings),
(f) more restricted environments and behaviour of other
actors, or (g) less power/size limitations for AI equipment.

3. Use cases
This section identifies use cases to be considered in

the development of a common data platform. They contain
key aspects enabling an effective usage of the CDMP to
search, share and combine data from different sources where
all participants can benefit from each other. Moreover, the
cases suggest a framework to mutually improve the datasets
and models through the possibility of reporting data/model
analysis and completeness issues or detecting errors to the
owners. In addition, it provides the developers with the
ability to evaluate their models on predefined datasets for
specific tasks with several use cases. For a clear overview,
the various use cases are divided into five different groups:

• Platform workflow: The use case describes the life
cycle of the data in the platform; from the collection
and upload to the deployment of an individual dataset
until its discard.

• Platform management: These use cases describe
the process of, a) receiving access to the platform
with specific rights (access and rights management),
b) uploading new raw data to the data management
platform and the ability to update each dataset (up-
load and update a dataset), c) ensuring the safety of
the platform (ensuring data protection) and finally
d) requesting specific additional data samples e.g.,
snowy environment, within the platform (request of
additional data).

• Data quality: These use cases describe the process
of, a) evaluating the completeness of a given dataset
(analysis of dataset completeness), b) evaluating the
quality of the dataset considering the accuracy and
correctness of a dataset by examining different as-
pects (analysis of dataset accuracy and correctness)
and finally c) an uploaded raw dataset and its further
supplementation which requires a careful pre-analysis
(Data preparation and supplementation).

• Data traceability: These use cases describe the pro-
cess of, a) querying the CDMP for desired task-related
datasets (searching the dataset in the platform) and b)
discovering issues in a given dataset from the platform
and reporting them to the dataset owner (detecting
issues in a dataset).

• AI model development: These uses case describe the
process of, a) an AI model by taking or requesting
desired datasets from the platform and splitting them
into training, validation, and testing sets (training of
AI model and model registry), b) evaluating a trained
AI model in the CDMP for a defined task (testing
a trained AI model) and finally c) specifying testing
procedures and datasets for AI models solving defined
tasks in railway (testing data management and speci-
fication).
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4. Common data management platform
definition
This section details the most relevant points when defin-

ing a data management platform: the requirements that it
has to meet, both functional and operational, and the main
core modules description that comprise the CDMP (data
acquisition/generation, labelling and training/testing).
4.1. High-level requirements overview

This section overviews the fundamental requirements
that establish the scope, functionality and expected methods
to utilize the platform. Functional requirements determine
what the platform is supposed to do and the operational
ones define how to build and/or run the system. In general,
operational requirements can be also understood as those
non-functional requirements that determine other aspects
such as performance expectations or standards to be used.
The identified high-level general requirements are:

• General functional: The platform shall be a container
of data intended for its use in AI-related processes
(training, re-training and testing ) and editable by
multiple users simultaneously. It shall enable Cre-
ate, Read, Update, Delete (CRUD) operations, permit
metadata to be contained, guarantee traceability, allow
back-up/archiving options and also options to catego-
rize/organize content according to use cases, domains
or relevant tags.

• General operational: As a general rule, the platform
shall enforce the utilisation of standard file formats for
sensor data, metadata and annotations. In addition, the
platform shall be deployable in any local or cloud en-
vironment, be accessible via programmatic interfaces
and expose callback entry points for networking pro-
tocols. It shall also include authorisation mechanisms
to determine the level of access of the users.

Moreover, application-related requirements focus on AI-
related applications (training, re-training and testing applica-
tions that provides the platform) must be considered. Finally,
the specific utilization of the platform for AI applications
mandates the definition of content-related requirements that
specify characteristics of the content itself.

• Application-Related: The platform shall contain all
data and metadata needed to feed an AI-related appli-
cation:

– Training: The platform shall enable a neural
network to be trained using a prepared dataset
(data plus labels) to produce a model that can
later on be used to predict labels on new data.

– re-Training: The platform shall enable the model
to be re-trained (or produce an updated version
of the model) using existing models and new
prepared datasets (using techniques such as data
augmentation, filtering, grouping...) and with

the ability to measure the gain in performance,
quality or any other key Performance Indicator
(KPI). All of this, making use of incremental
learning strategies (without repeat the training
processes of previous steps).

– Testing: The platform shall provide mechanisms
and tools to be able to design, define and execute
AI model tests as well as to save and compare the
results of each test for continuous testing.

– Visualization: The platform shall provide test
visualization mechanism and inspection rou-
tines to analyze information about the dataset
or model, e.g., balance of labels, subset KPIs,
statistics of re-trained models, analyze extracted
features...

• Content-Related: The platform shall contain training
datasets in the form of data (multi-sensor record-
ings) plus annotations, trained models and hyper-
parameters to configure all application processes (e.g.,
learning rate, initial weights, batch size, etc.). The
platform shall also contain functional scenario de-
scriptions for scenario-based testing, logical and spe-
cific scenario descriptions and real-world routes which
can be matched with scenario tags to perform real-
world tests.

4.2. Main modules
Figure 2 shows a representation of all the logic modules

that can be found in the platform proposed in this work. The
following ones are considered as the most important core
modules inside the whole platform.
4.2.1. Data acquisition and generation

The data that will populate the datasets on the platform
can be captured in a real environment or can also be gener-
ated in a synthetic environment. A common understanding
in the AI community is that AI models are as good as the
dataset used to train them. For this reason, data representing
the expected Operational Design Domain (ODD) with high-
fidelity, the situations under which the model is assumed to
operate correctly, is key factor.

In order to create the most realistic dataset of the environ-
ment, the most traditional method is to acquire data adding
sensing capacity to the train or infrastructure. The most
traditional options use different types of sensors (Cameras,
RADAR, LiDAR, IMU...). According to the functionality
that the perception system wants to cover, there shall be a
sensor or group of sensors that fulfil the requirements. Table
1 makes the relation between the correct sensor and the most
relevant use-cases of the future autonomous train.

However, creating a dataset with real images and cov-
ering all operational conditions might be unaffordable, ex-
tremely expensive or very difficult to manage. In addition,
assuming the recordings can be created, labelling them is
usually the main bottleneck.
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Table 1
Railway use-case Vs needed sensors.

Use-cases/sensor RGB cam IR cam RADAR LiDAR Audio Odom.

Obstacle detection x x x x
Sign/signal recognition x x
Switch & path monitoring x x x x
Train localization x x x
Ext. environment monitoring x x x x x
Infrastructure supervision x x
Platform monitoring x x x
Rolling stock monitoring x x x x
Passenger’s supervision x x x x

(a) RGB Camera Yarra Trams (2023).

(b) Thermal Ristic-Durrant
et al. (2021).

(c) LiDAR.

(d) Simulated scene.

(e) Augmentation. (f) E-GAN.

Figure 1: Different data examples; a), b) and c) represents data acquired in real world using different sensor and at different
railway environment; d), e) and f) are generated by simulators, data augmentation techniques and deep learning algorithms
(E-GAN).

These limitations focus the attention on synthetic data
generation, either by creating limited discrete samples (cre-
ated from canonical images or from generative deep learn-
ing) or sequences creating a completely new scenario from
a virtual simulator (from simulator engines). The first ap-
proach implies the utilization of data augmentation and DL
techniques such as EnlightenGAN Jiang, Gong, Liu, Cheng,
Fang, Shen, Yang, Zhou and Wang (2019) to increase the
variability of the resulting dataset modifying seed examples
and creating modifications (shadow, color, size, rotation,
lightning...). The second method simulates an entire record-
ing campaign, running a simulator engine which creates a
virtual world where the elements of interest are represented
naturally and thus shows all the required variability. Modern
simulation engines (CARLA Dosovitskiy, Ros, Codevilla,
López and Koltun (2017), LGSVL LGSVL (2023), Prescan
Siemens (2023)) can be used via programmatic interfaces to
produce virtual scenes with high-fidelity sensors, environ-
ments and behavioural models, etc. From these simulators,

data can be gathered, manipulated and batch processed as
desired.
4.2.2. Data semi-automatic labelling

The annotation files describe the organised rich descrip-
tion of the scene. These files contain labels for the scene’s
objects as well as other information such us sensor meta-
data, encoding schemes for various geometries, connections
to ontologies, knowledge repositories, and other external
resources. In order to build databases that are shareable
and inter-operable, these labels, containing the relevant in-
formation, should be stored and organized using a com-
mon/standard format. On the other hand, the annotation
criteria which comprise the guidelines to be followed while
making the annotations in order to prevent the annotator’s
personal interpretations, should be also agreed in order to
achieve the objective.

Although there are previous formats, such as JSON
schema or Google Protocol Buffers, that allow comprehen-
sible annotation both for computers and people, the automo-
tive sector has been inclined to propose and define a standard
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(unique international standard for multi sensor labelling
by now) for the raw content labelling for the training and
testing of AI models. ASAM OpenLABELASAM (2023)
proposes a univocal procedure to for classifying and describ-
ing the many elements/objects of the driving environment.
Furthermore, it may be adapted to fit into the taxonomy
requirements of a particular user or company as it does not
define how to describe the real world (taxonomy). Because
of this, OpenLABEL may be a reliable standard that applies
to the railway industry.
4.2.3. Model training and testing

According to the specifications, the platform contains
tools for training and testing AI models. Regarding training
operations, the user will be able to submit his own code,
establishing a specific and private architecture, or to choose
the various well known state-of-the-art training methods
available in the platform. On the other hand, regarding
testing processes, the validation and testing module of the
platform will be able to execute inference batches and com-
pare, in an automatic way, the output data using the standard
AI validation metrics or custom metrics established by each
user. For both case the previously labelled data will be used
as input data for training, and the ground truth for testing.
The generated models (well tagged) could be stored in the
same platform.

It is quite challenging to keep tracked of all this pro-
cesses, especially if the user wants to compare different
training and testing sessions and manage the built-in models
throughout the different deployment phases. This platform
will be able to warrant model traceability and continuous
monitoring of the AI model performance in order to enable
continuous integration and deployment (CI/CD) pipeline.

5. Data Management
Once the high-level requirements were gathered, it was

possible to define the functional architecture of the CDMP,
as shown in Figure 2. This architecture not only gives an
idea about what components are the building blocks of the
envisioned CDMP, but also about how data is expected to
flow through them.

First of all, data are acquired by different kind of sensors
(e.g., cameras) in the Data Acquisition Unit (DAU) (also
compatible with the necessary parameters to boost synthetic-
data-generation processes) and sent to the Data Anonymisa-
tion and Provisional Data Storage Unit (DA-PDSU), where
they are made complaint with GDPR requirements and
safely stored until they are requested and sent to the Data
Labelling Unit (DLU). In the DLU, users can make annota-
tions on objects and enrich the scenes by giving context or
adding information about actions. The data labelling stage
shall be made compliant with the latest ASAM initiatives,
such as ASAM OpenLABEL and ASAM OpenScenario.
After this, both the anonymised data and the created labels
are sent to the Main Data Storage Unit (MDSU), where they
are stored and assessed by means of the Data Analysis Unit
(DAnU). From this point, authorised users have access to

Table 2
Open-source technologies proposed for each pipeline stage.

Process Technology

Raw data ingestion HDFS, HDF5
Data cleaning + enrichment Spark, Hadoop
Model training and tracking MLFlow, Comet, TensorBoard
Scene Detection (ASAM) MongoDB + Elasticsearch,
Data Catalog Neo4j, GraphDB
CI/CD Gitlab CI/CD, Jenkins

validated data through the Data Downloading Unit (DDU)
under reasonable request.

Given the mechanisms available nowadays to automatise
the whole AI development pipeline, it was decided to provide
the platform with an additional, model-oriented functional-
ity. This functionality starts in the Data Pre-Processing Unit
(DPPU), where data are prepared for training according to
the selected use case. This unit also splits the data into the
training and validation datasets, which flow to the Model
Development Unit (MDU), and a good, sterile testing dataset
which flows to the Validation and Verification Unit (V&VU).
After AI models are trained and optimised by means of the
validation dataset, the best performing ones are sent to the
V&VU, where they are evaluated against the test dataset.
Models which are compliant with the V&V requirements
are eventually transferred to the Model Registry (MR) and
stored there so that authorised users can retrieve and utilise
them.

Even if the certification process and the eventual model
deployment and monitoring are not within the scope of
this research work, they are represented in Figure 2 so
that the CI/CD pipeline can be fully conceived. Table 2
contains some of the open-source technologies which could
be utilised for some of the described steps.

6. Data protection and anonymisation
The collected data stem from different sensor types.

Gathering data using cameras, audio or laser sensors is
defined as a controlled activity by different governments and,
consequently, these data are submitted to country-specific
GDPR, especially where data collection includes personal
information. In particular, the GDPR restricts transfer of
personal data to countries outside of the EU that do not have
an equivalent level of protection. For this reason, the com-
mon data management platform must provide specific tools
for data protection and anonymisation depending on the
specific country laws. Detecting and blurring faces or texts
(i.e., car number plates) are some of the particular scenarios.
Moreover, customers and contributors shall comply with the
local and global data protection standards and all parties
should follow secure methods of data transfer to contribute
into the CDMP. Finally, the data management platform shall
permit storage of data in geo-specific locations to comply
with GDPR policies.
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Figure 2: Functional architecture of the CDMP.

There are two main issues that should be taken into
account when analyzing privacy when data is stored in the
cloud. Data collected by sensors that may have contained
personal information is one of them. This data must be
managed according to GDPR regulations, inaccessible to
unauthorised users, and adequately safeguarded against data
theft. The second issue is about user privacy using the cloud.
It must also be protected with solutions such as the one pro-
posed by Malina, Hajny, Dzurenda and Zeman (2015), which
is based on a non-bilinear group signature system, and can be
used to provide anonymous authentication, where personal
attributes can be proven without revealing the identity of the
users.

7. Access and contribution policies
There is increasing awareness that without sharing of

data, scientific research will become increasingly wasteful
of resources. Research funding will be used for unnecessary
duplication of work or the gathering of new data when
existing data could be just as useful. This has led to a need
for more effective sharing of data and samples.

At the same time, data must be treated, shared and trans-
ferred carefully. This section provides a template for access
and contribution policy. This is a practical guideline, with-
out intending to impose policy and practice. The template
concerns access to data that have already been collected,
and contribution of the data to the existing common dataset
which is founded and contributed by multiple institutions.

The purpose of this policy is to preserve the confiden-
tiality, integrity, and availability of the common dataset by
restricting access to the parties which contributed into the
creation of the common dataset. However further access can
be granted if all contributed parties agree. These are the
highlights of the Access and Contribution Policies:

• In general, the access should be made as widely avail-
able as is consistent with the consent. However, there
may be occasions where it is necessary to limit access
to certain groups.

• To ensure that best use is made of a limited resource,
access to a collection may be limited to requestors
affiliated to a recognized research institution; those
with a satisfactory record in the field or those willing
to pursue the research in collaboration with the con-
tributor’ group.

• Eligibility of the accessors should be examined and
access to the data should be only provided to the
eligible requestors.

• All contributors should have permission to read the
data from CDMP.

• Only the authorized members should have permission
to update the content of the platform.

• Permission to permanently remove any information
should be only given to the founding group.

• The content should include authorization mechanisms
to determine the level of access to certain users.

• Data access and contribution policies should ensure
that data protection requirements are followed keeping
personally identifiable information in data as confi-
dential from unauthorized users.

8. PoC: Implementation and Case study
The proposed data management platform can be imple-

mented with different flavors. On the one hand, the tradi-
tional on-premise solution has been joined by cloud and
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Figure 3: Railway signal & signs detection examples (FRSign database).

also hybrid options. On the other hand, the entire solution
can be developed using different level implementations.
For instance, low level implementations offer a deeper un-
derstanding of processes, greater control, and lower costs.
However, they also require a certain level of knowledge and
expertise in different areas, and their configuration can be
time-consuming. In contrast, high-level solutions, such as
fully managed ML services, are available for those who are
not capable of building a proprietary methodology.

In order to validate the proposed solution, two real-use
cases were addressed of detecting 1) railway traffic lights
and signals and 2) switches using YOLO models. For both
cases, the data are annotated RGB images and a specific sub-
pipeline was built in batch mode using microservice tech-
nology (from data gathering to model training and testing
stages). However, the implementation is different depending
on the use case. Cloud and on-site infrastructures are used
for the former and latter cases, respectively.
8.1. Use case 1 (cloud): railway traffic light and

signal detection
In the first use case, the entire AI pipeline is performed

on the AWS cloud. First, the training, validation and testing
datasets were uploaded to the MDSU (S3 bucket). Secondly,
the images were pre-processed in the DPPU: 1) filtered in
order to obtain homogeneous traffic signal classes among
the training, validation and test sets and 2) resized to fit
the You Only Look Once (YOLO) Bochkovskiy, Wang and
Liao (2020) model. A few thousand images were manually
annotated using Video Content Description (VCD) format
Nieto, Senderos and Otaegui (2021) in the DLU. Next, the
DL training and inference phase models were packaged
as docker images allocated on Amazon Elastic Container
Registry (ECR) for posterior training and inference tasks
in the MDU and V&VU (Amazon Sagemaker), achieving
a mAP@0.5 of 34.9% (AP@0.5 of 44.6% for traffic lights

and AP@0.5 of 25.2% for traffic signs). Finally, the trained
model was stored in the MR (S3 bucket). Figure 3 shows
inferences made by trained AI models.

The total cost for the training process (100 epochs) on
the most expensive tested option (ml.p3.2xlarge) was less
than 1.59$ for a total computation time of 1874 seconds.
Depending on the necessity, the solution is easily scalable
to the required instance. During the training process, we
incurred a fixed cost of 60$month in terms of availability
and maintenance of the AWS account and in additional
costs of storage (docker images and image datasets), Virtual
Private Cloud (VPC), maintenance and other costs that were
negligible.
8.2. Use case 2 (on-site): railway switch detection

In the second use case, the entire AI pipeline was per-
formed on-site. The objective of this use case was to detect
railway switches and to determine whether they were open
to the left or to the right based on the ego-perspective
of a rail vehicle. Given that part of Railsem19’s dataset
is aligned with this purpose, this dataset was stored on a
local MDSU. To complement Railsem19 and to showcase a
local implementation of the DLU, some additional frames
were extracted from a private dataset belonging to CAF
Signalling. Switches appearing on them were labelled by
means of the Computer Vision Annotation Tool (CVAT).
The labelling process consisted on drawing bounding boxes
around the identified switches and naming them according
to the classes they belonged to: “switch-left”, “switch-right”
and “switch-unknown”. After that, all these data (images and
labels) were downloaded in YOLO format and stored locally
in the MDSU.

It is worth highlighting here that it was intended to split
this use case in two consecutive functionalities. The first of
them would locate all possible switches on an image under
the general “switch-all” class and the second one would
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Figure 4: Railway switch detection examples (Railsem19 database).

classify the status of these switches. The main reason behind
this decision was if the different switch classes were very
similar, it would actually make possible to utilise visual
features learnt from “switch-left” objects to locate “switch-
right” objects and vice versa. Afterwards, a simpler DL
model could be trained to differentiate between these two
classes.

Considering this strategy, several data-preparing opera-
tions were made in the DPPU. First, Railsem19’s data was
filtered so that the switch-related data could be used for
training. Then, Railsem19’s labels were converted to YOLO
format so that they could be merged with the self-annotated
ones. After that, the data was prepared to train the two
different kind of models needed: a YOLO model for the
switch location functionality and a custom Convolutional
Neural Network (CNN) for the switch classification func-
tionality. For both kinds of models, some data augmentation
operations were also performed.

Finally, the AI models were trained on a NVIDIA
GeForce RTX 2080 Ti and optimised over PyTorch (switch
detector) and TensorFlow (switch classifier) in the MDU and
evaluated in the V&V Unit, achieving the switch detector a
mAP of 38.8% and the switch classifier an accuracy of 76%
on a well-balanced test set. Both models were stored locally
in the MR. Figure 4 shows inferences made by trained AI
models.
Comparison

After performing both experiments, we highlight the
benefits of having an entire solution hosted and managed
in the cloud compared with an on-site solution in terms
of availability, shareability, scalability and security. In ad-
dition, a microservices-based solution encourages versatil-
ity, efficiency, and low maintenance and finally high-level
frameworks offer managed tools for boosting traceability
(i.e., tracking datasets and model lineage). A summary of

the proposed pipelines are shown in Figure 5, considering
both the cloud and the on-site approaches.

9. Conclusions and Future work
This work presents a description of a common data man-

agement platform designed for the European railway sector
based on agreed requirements and specifications among the
main stakeholders. This platform enables developing per-
ception systems which are robust and safe enough to make
autonomous rail operation possible. To this end, the main
tasks reported in this work are: an analysis of the state-
of-the-art databases from the automotive sector as a very
valuable input; identification of the most relevant platform
use cases; definition of the envisioned CDMP; consideration
of other aspects of data management; the establishment of
access and contribution policies, and the development of
the first instances of the data management platform as PoC
based on the addressed case studies, and has complied with
the most critical requirements. As a result, this platform has
shown the capability of performing the key steps of the entire
AI pipeline: data ingestion, data filtering, data labeling and
AI model training and testing phases.

Considering the results obtained in the PoC, the cloud
solution can be concluded to be a better alternative compared
to an on-site solution for the data management platform con-
struction in terms of availability, shareability, scalability and
maintainability. In addition, the microservices strategy leads
to a language agnostic pipeline that accelerates deploying AI
models and building the CI/CD pipelines.

Furthermore, although approaches like the one described
in this work are becoming de-facto standard in the automo-
tive sector, the railway sector is still evolving to adopt AI-
centered methodologies. At the time of writing this article,
there are only few remarkable open datasets related to AI
for the railway domain. This work tries to bridge this gap,
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Figure 5: Proposed pipelines.

by designing and defining a common data management
platform which could be better known as a common data
platform.

The future iterations will eventually converge to the
large-scale platform implementation and a scenario where
all the interested parties in the EU share data and benefit
from the data shared by others. They will also meet all the
requirements and further discuss who will manage and host
the platform, who will contribute, and who will be able to
use it and under what conditions.
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Álvaro Segura and Aitor Moreno and Igor García and Naiara Aginako and Mikel
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5Patentes

5.1 Method of Detection and Recognition of Logos
in a Video Data Stream

Inventores: García Olaizola Igor and Aginako Bengoa Naiara and Labayen
Esnaola Mikel
Número de patente: EP2259207 (B1)

Fecha de expedición: 12.02.2013
Estado: Concedida
Tipo: Internacional
Descripción: The invention relates to a method of detection and recognition
of logos in a video data stream comprising the steps of sampling frames of said
video data stream; segmenting regular shapes such as, for example, circles,
ellipses and rectangles; generating a vector of feature parameters of an image
contained in each of said shapes; and comparing said feature parameters with a
database for determining whether the images correspond to logos. The frames
are captured preferably using a sampling frequency which is dynamically
adapted to processing times, for the purpose of allowing the system to work in
real time.
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5.2 Method for Detecting the Point of Impact of a
Ball in Sports Events

Inventores: García Olaizola Igor and Flórez Esnal Julián and San Román
Otegui Juan Carlos and Aginako Bengoa Naiara and Labayen Esnaola Mikel
Número de patente: EP2455911 (B1)

Fecha de expedición: 08.05.2013
Estado: Concedida
Tipo: Internacional
Descripción: The invention relates to a method for determining the point of
impact of a ball in a playing field during a controversial piece of play in a
sports event and comprises the steps of: recording the contentious area during
the game by means of a single camera, extracting the images corresponding
to the controversial piece of play, selecting the area corresponding to the ball,
calculating the coordinates of the ball in pixels in each image, determining
the point of intersection of the two straight lines joining the previous points
and transforming the point of intersection into real coordinates. As a result
of these steps it is possible to resolve the controversial piece of play with a
single camera and without the aid of accessories such as radar signals, electric
signals, etc.

Capítulo 5 Patentes 197

https://worldwide.espacenet.com/publicationDetails/biblio?II=2&ND=3&adjacent=true&locale=en_EP&FT=D&date=20130508&CC=ES&NR=2402728T3&KC=T3


*EP002455911B1*



5.3 Method and System for Verifying the Identity of
a User of an Online Service

Inventores: Vea Orte Ricardo and Labayen Esnaola Mikel and Flórez Esnal
Julián and Marcos Ortego Gorka
Número de patente: EP3005639 (B1)

Fecha de expedición: 11.12.2017
Estado: Concedida
Tipo: Internacional
Descripción: The invention relates to a method for verifying the identity of
a user of an online service, with the steps of: when a user is connected to an
online service, sending an IP address of an authentication server; connecting
to said IP address and downloading one application for taking photos with the
webcam of the user terminal; taking a photo; sending said photo and associated
metadata to a management unit; storing it in a data base; automatically
extracting one set of biometrical parameters per each face which appears in
said photo; comparing said set of biometrical parameters with a reference
biometrical model of the user to which said user ID belongs; if the result of
said comparison does not unequivocally match the person in the photo with the
user to which said user ID belongs, either informing the web service provider
or sending said photo to a manual recognition unit for manual validation of the
photo; continuously verifying the identity of the user connected to the online
service through said user terminal. System and computer program product.
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5.4 Method and System for Verifying the Identity of
a User of An Online Service Using
Multi-Biometric Data

Inventores: Labayen Esnaola Mikel and Vea Orte Ricardo and Fraile Yarza
Manuel
Número de patente: EP3572961 (B1)

Fecha de publicación: 15.06.2022
Estado: Concedida
Tipo: Internacional
Descripción: The invention relates to a method for verifying the identity
of a user of an online service, comprising: when a user is connected to an
online service from a user terminal, establishing a connection with a biometric
data collecting module; downloading one application for taking photos with
the webcam of the user terminal and at least one application for capturing
audio or for extracting keystroke pattern; while a session with the online
service is active: taking a photo of the user terminal; sending each photo
and associated metadata to a management module; automatically extracting
features of each face which appears in said photo; comparing said features with
a biometrical model of a reference photo of the user; repeating the former steps,
thus continuously verifying the identity of the user connected to the online
service; using a second biometrical technique for verifying the user identity, said
second biometric technique being either sound recognition or keystroke pattern
analysis. If voice is detected or a keystroke pattern is extracted, voice/keystroke
features are extracted and compared with a reference model. If the result of
a comparison does not unequivocally match the person in the photo/audio
clip/keystroke pattern with the registered user, either informing the service
provider or sending the photo/audio clip for manual validation. Besides, if
sound recognition is used and the detected sound is voice, another photo
may be automatically taken and sent to the management module for features
extraction and comparison with a biometrical model of a reference photo of
the user. Similarly, if keystroke pattern recognition is used, another photo may
be taken every time a keystroke pattern is detected.
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