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Abstract

Methods for generating a new population are a fundamental component of estimation of distribution algorithms (EDAs). They serve to transfer the information contained in the probabilistic model to the new generated population. In EDAs based on Markov networks, methods for generating new populations usually discard information contained in the model to gain in efficiency. Other methods like Gibbs sampling use information about all interactions in the model but are computationally very costly. In this paper we propose new methods for generating new solutions in EDAs based on Markov networks. We introduce approaches based on inference methods for computing the most probable configurations and model-based template recombination. We show that the application of different variants of inference methods can increase the EDAs’ convergence rate and reduce the number of function evaluations needed to find the optimum of binary and non-binary discrete functions.

1 Introduction

Early analysis of genetic algorithms (GAs) [15, 19] based on the building-block hypothesis and the schema theory identified two important issues for successful GA-based optimization. The so-called “building-block identification” and “building-block mixing or exchange” referred to the need of identifying valuable partial solutions, avoid their disruption, and effectively mix them in the generation of new solutions. GAs that apply simple genetic operators are usually unable to identify the problem variables that interact and therefore they are not very efficient at the time of generating new solutions. Extensive research has been devoted to design heuristic recombination operators based on a priori information about the problem domain and adaptive genetic operators that attempt to identify and preserve the linkage between the variables. However, these are not general and robust solutions to these problems.

Estimation of distribution algorithms (EDAs) [27, 41] are evolutionary algorithms (EAs) that deal in a different way with the “building-block identification” and “building-block mixing or exchange” questions. EDAs use machine learning techniques to learn
a probabilistic model from the selected solutions and to sample new solutions from this model. Therefore, they are able to capture, explicitly represent, and exploit the interactions between the problem variables. Although the schema theory may not be the most appropriate framework to analyze the way EDAs behave [52], there is overwhelming evidence that probabilistic modeling of selected solutions is a very competitive approach to the “linkage problem” as known in EAs. EDAs have been successfully applied to a variety of practical problems [4, 26, 29, 31, 63]. For recent surveys on EDAs see [26, 60].

EDAs can be classified according to the type of probabilistic models they use [27]. For discrete problems, research has been mainly focused on the class of EDAs based on Bayesian networks [11, 25, 43], and on EDAs that use Markov networks [49, 58, 62]. The choice of the probabilistic model also determines the machine learning algorithms used to learn the models and to sample from them. It has been argued [44] that although Markov networks may sometimes cover the same distribution that a Bayesian network using fewer edges in the dependency model, their sampling becomes more complicated than the sampling of Bayesian networks. This is indeed the case for the vast majority of Markov-network based EDAs that use Gibbs sampling [14] or similar Markov chain Monte Carlo (MCMC) [36] sampling strategies. These sampling methods can transfer the information contained in the Markov models to the generated solutions but are computationally costly since convergence of the Markov chain to the target distribution may take a long time and many variables updates can be necessary.

In this paper we introduce two methods for generating new solutions in EDAs based on Markov networks. The first method uses a combination of propagation-based inference with decimation strategies [23]. The use of decimation simplifies the process of computing an approximate most probable solution of the probabilistic model. This method is related to other algorithms that compute the solutions with maximum a posteriori probability (MAP) from a model and that have been previously applied to EDAs [20, 21, 33, 35, 51, 64]. The second method introduced for generating new solutions is a highly efficient algorithm that uses the Markov network structure as a template for crossover. Although the proposed methods are applied in the context of EDAs based on Markov networks we show that they can be also applied to EDAs based on directed models. The reason is that the inference techniques at the core of these methods can be implemented on a factor graph model [24], which is a general graphical model able to represent Markov and Bayesian networks.

This paper also investigates two other relevant questions related to the effectiveness of the algorithms for generating new solutions: 1) The benefits of combining local and global information about the search space and, 2) The impact of using different inference techniques for computing the MAP. We propose and compare different ways to combine the local information contained in the individuals with the global statistical information stored in the model. Similarly, we empirically analyze the effect that the use of inference techniques, exact and approximate, has in the behavior of EDAs. Furthermore, these two key questions are investigated together, i.e., we look at the identification of the best combination of the variants that addresses questions 1) and 2) above. Extensive experiments on discrete fitness functions with different levels of difficulty have been conducted. Our results show that the introduced procedures are an effective and efficient alternative to the single use of PLS and Gibbs sampling for Markov based EDAs.

The paper is organized as follows. In the next section, we introduce the Markov network factorized distribution algorithm with G-tests (MN-FDA\(^G\)) and review the Marko-
vianity based optimization algorithm (MOA) [59, 61], briefly discussing their learning and sampling steps. Section 3 presents factor graphs and message passing algorithms. In Section 4 we describe how belief propagation can be combined with decimation methods for computing the maximum a posteriori probability (MAP) of a factor graph. Section 5 introduces three variants of algorithms for generating the new solutions. Work in a number of areas related to our paper is surveyed and discussed in Section 6. Details on the algorithms’ implementation, the optimization functions and the numerical results of our experiments are given in Section 7. The conclusions of our paper and lines for future work are presented in Section 8.

2 Markov network factorized distribution algorithm and the Markovianity based optimization algorithm

Let $X = (X_1, \ldots, X_n)$ denote a vector of discrete random variables. We will use $x = (x_1, \ldots, x_n)$ to denote an assignment to the variables. $S$ will denote a set of indices in \{1, \ldots, n\}, and $X_S$ (respectively $x_S$) a subset of the variables of $X$ (respectively $x$) determined by the indices in $S$. We will work with positive distributions denoted by $p$. $p(x_S)$ will denote the marginal probability for $X_S = x_S$. We use $p(x_i \mid x_j)$ to denote the conditional probability distribution of $X_i = x_i$ given $X_j = x_j$.

MN-FDA and MOA are two different approaches to the use of undirected graphical models to represent probabilistic dependencies in EDAs. MOA is a more powerful algorithm in terms of the number of probabilistic dependencies that it is able to capture. However, it requires to use the Gibbs sampling (GS) algorithm to sample this model. GS is a computationally costly algorithm. MN-FDA can capture some of the dependencies that acyclic models are not able to represent, however the number of these dependencies that it is able to represent is rather limited. However, a good characteristic of MN-FDA is that it samples new solutions using PLS, which is a very efficient procedure. In the following sections we describe MN-FDA and MOA.
2.1 MN-FDA

MN-FDA defines a factorization in which the factors correspond to a set of maximal cliques organized as a labeled junction graph (JG). The cliques in the factorization can be ordered in such a way that at least one of the variables in every clique is not contained in the previous nodes in the ordering. MN-FDA allows the existence of cycles between the factors, therefore expanding the class of distributions represented by junction trees. The order of the cliques as represented in the junction graph is crucial for the implementation of the sampling procedure [49]. Figure 1 shows two factorizations defined by a junction graph (figure 1a) and a junction tree (figure 1b).

Algorithm 1: MNFDA

1. Set $t \leftarrow 0$. Generate $N \gg 0$ points randomly.
2. do {
3. Evaluate the points using the fitness function.
4. Select a set $D^S_t$ of $k \leq N$ points according to a selection method.
5. Learn a labeled JG from $D^S_t$.
6. Calculate the marginal probabilities for all the cliques in the JG.
7. Generate the new population sampling from the JG.
8. $t \leftarrow t + 1$
9. } until Termination criteria are met

The general steps of MN-FDA are shown in Algorithm 1. The steps that describe the way the probabilistic model is learned are shown in Algorithm 2. In [49], the chi-square independence test was used to determine if two binary variables $X_i$ and $X_j$ were dependent with a specified level of significance $\alpha$. In that case variables were joined by an edge in the graph and the value of the chi-square test was used as a value $w(i, j)$ stressing the pairwise interaction between the variables. In this paper, we extend MN-FDA to deal with discrete non-binary problems. To compute dependencies in this case, we use the G-test of independence or likelihood ratio statistics. G-tests are a subclass of likelihood ratio tests, a general category of tests that have many uses for testing the fit of data to mathematical models [32]. Unlike the chi-square test, G-values are additive.

The G-test general formula is:

$$G = 2 \sum_i O_i \frac{O_i}{E_i} \tag{1}$$

where $O_i$ and $E_i$ are respectively the observed and expected frequencies.

The distribution of $G$ is approximately a chi-squared distribution, with the same number of degrees of freedom as in the corresponding chi-squared test. To compute the test, we use the relationship between the G-test and the mutual information:

$$G(X_i, X_j) = 2NMI(X_i, X_j) \tag{2}$$

where $MI$ is the mutual information and $N$ is the number of samples.
Different papers have compared the chi-square statistics and the G statistics in terms of their asymptotic efficiency [17, 48]. It has been also found that G statistics are adequate and better than chi-square statistics when there are more than five degrees of freedom and expected frequencies greater than or equal to 3 [13, 68]. Since the use of the G-statistics implies a different way to determine the relationships between variables and different characteristics of the learning algorithm, we call the MN-FDA that uses this test as MN-FDA$^G$.

Algorithm 2: Model learning

1. Learn an independence graph $\mathcal{G}$ using the G-test.
2. If necessary, refine the graph.
3. Find the set $L$ of all the maximal cliques of $\mathcal{G}$.
4. Construct a labeled $JG$ from $L$.
5. Find the marginal probabilities for the cliques in the $JG$.

Algorithm 3: Algorithm for learning a $JG$

1. Order the cliques in $L$ in a decreasing order according to their weights.
2. Add element $L(1)$ to list $L'$.
3. Remove element $L(1)$ from $L$.
4. While $L$ is not empty
5. 
   Find the first element $C$ in $L$ such that $C \cap (L'(1) \cup L'(2) \cdots \cup L'(N\text{Cliques})) \neq C$, and the number of variables in $C \cap L'(1) \cap L'(2) \cdots \cap L'(N\text{Cliques})$ is maximized.
6. If $C = \emptyset$ remove all the elements in $L$
7. else insert $C$ in $L'$.

Dense graphs are made sparser by allowing a maximum number of incident edges to each vertex. If the vertex has more than $r$ incident edges, those with the lowest weights are removed. In this way the size of the maximum clique will be always smaller than or equal to $r$. To find all the cliques of the graphs the Ken and Kerbash algorithm [6] was used. Once all the cliques have been found they are stored in a list $L$, and their weights are calculated from the information about dependencies. The weight of any subgraph $G'$ of $\mathcal{G}$ is calculated as $W(G') = \sum_{i \sim j \in G'} w(i, j)$ where $w(i, j)$ is the result from the G-test. Finally, Algorithm 3 receives the list of cliques $L$ with their weights, and outputs a list $L'$ of the cliques in the labeled $JG$. The first clique in $L'$ is the root, and the labels of cliques in the labeled $JG$ correspond to their position in the list. To sample from the junction graph, MN-FDA uses PLS.

2.2 MOA

MOA [59, 61] exploits the Markovianity or local Markov property of Markov networks. It has a workflow simpler than other global Markov property based EDAs. Furthermore,
in addition to gain in efficiency, it avoids the numerical operations associated to the
computation of potentials or Kikuchi approximations [50], which may also represent
gains in model accuracy. MOA workflow is described in Algorithm 4.

Algorithm 4: Markovianity based optimization algorithm

1 Set $t \leftarrow 0$. Generate $M$ points randomly
2 do {
3 Evaluate the points using the fitness function.
4 Select a set $D_t^S$ of $N \leq M$ points according to a selection method.
5 Estimate the structure of a Markov network from $D_t^S$.
6 Estimate the local Markov conditional probabilities, $p(x_i|N_i)$, for each variable $X_i$ as defined by the undirected structure.
7 Generate $M$ new points sampling from the Markov network.
8 $t \leftarrow t + 1$
9 } until Termination criteria are met

Different structural learning algorithms can be applied to learn Markov networks. MOA learns an approximation of the probability using a mutual information based approach. To learn the Markov network structure, first the mutual information for each pair of variables in computed. Then, an edge between two variables is created if the mutual information between them is higher than the given threshold. Here we compute the threshold, $TR$, as $TR = \text{avg}(MI) \times \text{sig}$, where $\text{avg}(MI)$ is the average of the elements of the mutual information matrix and $\text{sig}$ is the significance parameter. Notice that the approach to use a threshold on the mutual information is similar to the use of the G-statistics to determine the edges in the graph in MN-FDA$^G$. In this way, the roles played by $\alpha$ in MN-FDA$^G$ and $\text{sig}$ in MOA are similar. Following [61], we set $\text{sig} = 1.5$. If the number of neighbors of a variable is higher than an allowed maximum number, $N_{\text{neigh}}$, then only the $N_{\text{neigh}}$ neighbors that have the highest mutual information are kept. In our experiments, we used different $N_{\text{neigh}}$ values.

Algorithm 5: Gibbs sampler used by MOA

1 Set $t \leftarrow 0$.
2 Generate a solution $x = (x_1, x_2, .., x_n)$ at random.
3 do {
4 Choose a variable $x_i$ from $x$ at random.
5 Sample $x_i$ from $p(x_i|N_i) = \frac{e^{p(x_i,N_i)/T}}{\sum_{x_i'} e^{p(x_i',N_i)/T}}$.
6 $t \leftarrow t + 1$
7 } until $t = r$
MOA uses a Gibbs sampler [14] as shown in Algorithm 5, where \( r = n \times \ln(n) \times IT \), and \( IT \), the iteration coefficient, is set to 4. \( T \) is the temperature coefficient that controls the convergence of the Gibbs probability distribution. Increasing \( T \) makes the distribution close to being uniform, and decreasing \( T \) converges it to extremal values. In the particular case of binary representation, the probability of \( x_i = 1 \) given the value of its neighbors \( N_i \) is \( p(x_i = 1 | N_i) = \frac{e^{p(x_i = 1, N_i)/T}}{e^{p(x_i = 1, N_i)/T} + e^{p(x_i = 0, N_i)/T}} \). In [61], a linear schedule for the temperature was set as \( T = \frac{1}{g \times CR} \), where \( g \) is the current generation of MOA and \( CR \) is the cooling rate parameter and that was set to \( CR = 0.5 \). Note that each execution of the Gibbs sampler creates a single solution. Multiple executions of Gibbs sampler should be done in order to create the population of solutions. For more details on MOA see [61].

3 Factor graphs and message passing algorithms

3.1 Factor graphs

A factor graph [24] is a bipartite graph that can serve to represent the factorized structure of a distribution. It has two types of nodes: variable nodes (represented as a circle), and factor nodes (represented as a square). In the graphs, factor nodes are named by capital letters starting from \( A \), and variable nodes by numbers starting from 1. Variable nodes are indexed with letters starting with \( i \), and factor nodes with letters starting with \( a \). The existence of an edge connecting variable node \( i \) to factor node \( a \) means that \( x_i \) is an argument of function \( f_a \) in the referred factorization.

Figure 2 shows three factor graphs constructed from different additively decomposable functions (ADFs). Notice that the same variable can be in more than one factor and that the same function can be applied to different factors (e.g., in the last sample function \( h_1 \) is used to evaluate factors \( f_a \) and \( f_b \)).

In [1], Gibbs distributions are associated with factor graphs. A factor \( f \) with scope \( X_S \) is a mapping from \( x_S \) to \( \mathbb{R}^+ \). A Gibbs distribution \( p(x) \) is associated with a set of factors \( \{ f_a \}_{a=1}^m \) with scopes \( \{ X_{Sa} \}_{a=1}^m \), such that

\[
p_f(x) = \frac{1}{Z} \prod_{a=1}^m f_a(x_{Sa})
\]

where \( Z = \sum_x \prod_{a=1}^m f_a(x_{Sa}) \) is the partition function.

3.2 Belief propagation

Belief propagation (BP) is an inference method used to calculate the marginal probabilities of a probabilistic model. It is usually applied after some evidence about the observed states of the variables has been incorporated to the model. A key characteristic of the BP algorithm is that the inference is done using message-passing between nodes. Each node sends and receives messages until a stable situation is reached. Messages, locally calculated by each node, comprise statistical information concerning neighbor nodes.

When using BP with factor graphs, two kind of messages are identified: messages \( n_{i \rightarrow a}(x_i) \) sent from a variable node \( i \) to a factor node \( a \), and messages \( m_{a \rightarrow i}(x_i) \) sent from a factor node \( a \) to a variable node \( i \). Note that a message is sent for every value of each variable \( X_i \).
$h(x) = h_1(x_1, x_2, x_3) + h_2(x_3, x_4, x_5) + h_3(x_1, x_5, x_6)$

Figure 2: Three factor graphs constructed from different additive decomposable functions.

These messages are updated according to the following rules:

$$n_{i \rightarrow a}(x_i) := \prod_{c \in N(i) \setminus a} m_{c \rightarrow i}(x_i)$$  \hspace{1cm} (4)$$

$$m_{a \rightarrow i}(x_i) := \sum_{x_a \setminus x_i} f_a(x_a) \prod_{j \in N(a) \setminus i} n_{j \rightarrow a}(x_j)$$  \hspace{1cm} (5)$$

$$m_{a \rightarrow i}(x_i) := \arg \max_{x_a \setminus x_i} \{f_a(x_a) \prod_{j \in N(a) \setminus i} n_{j \rightarrow a}(x_j)\}$$  \hspace{1cm} (6)$$

where $N(i) \setminus a$ represents all the neighboring factor nodes of node $i$ excluding node $a$, and $\sum_{x_a \setminus x_i}$ expresses that the sum is completed taking into account all the possible values that all variables but $X_i$ in $X_a$ can take –while variable $X_i$ takes its $x_i$ value.

Equations 4 and 5 are used when marginal probabilities are looked for (sum-product). By contrast, in order to obtain the most probable configurations (max-product), equations 4 and 6 should be applied.

When the algorithm converges (i.e. messages do not change), marginal functions (sum-product) or max-marginals (max-product) are obtained as the normalized product of all messages received by $X_i$.

$$g_i(x_i) \propto \prod_{a \in N(i)} m_{a \rightarrow i}(x_i)$$  \hspace{1cm} (7)$$

Regarding the max-product approach, when the algorithm converges to the most probable value, each variable in the optimal solution is assigned the value given by the
configuration with the highest probability at each max-marginal. Some theoretical results on BP and modifications for maximization can be found in [71].

### 3.2.1 Probability damping for BP

An important drawback of BP and other message passing algorithms is related to its convergence properties. Although there are results that give necessary conditions for convergence [18], the algorithm is not guaranteed to converge for every problem. One way to improve BP results is to use message damping [47, 65].

In linear message damping, Equations (5) and (6) are respectively replaced by Equations (8) and (9)

\[
m_{a\rightarrow i}(x_i) := \gamma m_{a\rightarrow i}(x_i) + (1 - \gamma) \left[ \sum_{x_a \setminus x_i} f_a(x_a) \prod_{j \in N(a) \setminus i} n_{j\rightarrow a}(x_j) \right]
\]

(8)

\[
m_{a\rightarrow i}(x_i) := \gamma m_{a\rightarrow i}(x_i) + (1 - \gamma) \left[ \arg \max_{x_a \setminus x_i} \{ f_a(x_a) \prod_{j \in N(a) \setminus i} n_{j\rightarrow a}(x_j) \} \right]
\]

(9)

where \( \gamma \) is the damping parameter. Increasing \( \gamma \) increases the weight of the old messages in evaluating the new ones, and \( \gamma = 1 \) implies no evolution at all. A geometric average can be used instead of the linear damping.

### 4 BP with decimation for computing MAP

Decimation strategies [23] are used to solve constraint satisfaction problems (CSPs). They work by repeatedly fixing variable values and simplifying the constraints without reconsidering earlier decisions. They can be seen as a divide and conquer approach in which the problem is split and simplified at each step. In [37], the survey propagation algorithm, a method combining message-passing and decimation, was introduced. This propagation algorithm has been extensively applied to the solution of hard 3-SAT problems with millions of variables. More recently, Kroc et al. [23] have shown that the combination of BP with decimation is also able to solve CSPs like 3-SAT.

In the context of EDAs, we will apply a decimation strategy to find an approximate solution to the MAP configuration of a factor graph representing a probability distribution. Different variants of the combination of decimation and inference algorithms for MAP have been conceived. From now on we call to any variant of this type of strategies as a BP-decimation algorithm. We first describe one of the simplest BP-decimation variants and give an example of how it works. Subsequently, we present the more general implementation used in this paper.

At each step of the simple BP-decimation algorithm the idea is to identify the variable \( X_i \) that is almost certainty to have a given value in the problem’s most probable configuration. First, max-BP is run. Then, the variable \( X_i \) with the largest likelihood on one of its configurations is identified and fixed to its most probable value. In the next step, the variable node \( X_i \) is removed from the factor graph and all factors that contains \( X_i \) are reduced by eliminating the tuples which force \( X_i \) to take a value different from
the one fixed. The cycle is repeated until all variables are fixed. Notice that at each step the structure of the graph can become simpler and split into smaller subgraphs.

As an example we take the first factor graph shown in Figure 2. This model has 6 variables and 3 factors. We will assume these variables are binary and after the first application of max-BP the vector of probabilities \( p(X_i = 1) \) \( i \in \{1, \ldots, 6\} \) is \( (0.67, 0.35, 0.92, 0.3, 0.48, 0.2) \). We fix \( X_3 = 1 \). Consequently, the decimated factors \( f_a \) and \( f_b \) are now respectively defined on variables \( (X_1, X_2) \) and \( (X_5, X_6) \). Let us suppose that after the next application of max-BP variable \( X_5 \) is selected and \( X_5 = 0 \). As a result of the following simplification step, \( X_4 \) will be fixed (let us suppose as \( X_4 = 0 \)). The remaining factor graph has only two factors, \( f_a \) and \( f_c \), of two variables each, \( (X_1, X_2) \) and \( (X_1, X_6) \). Then max-BP is applied again and variable \( X_1 \) is identified and fixed to \( X_1 = 1 \). As a result of the subsequent simplification, the remaining variables \( X_2 \) and \( X_6 \) are also fixed and the vector output by the algorithm is \( x = (1, 0, 1, 0, 0, 1) \).

### 4.1 Variants of BP-decimation algorithms

Algorithm 6 shows the main steps of the BP-decimation scheme used in this paper. It is based on the decmap program included in the libDAI implementation [38] (see Section 7.1 for more details on the characteristics of the used implementation). The algorithm receives a factor graph where some evidence may have been added. A single evidence consists of a joint observed configuration for a subset of variables. Multiple evidence can be added to the factor graph prior to the application of the BP-decimation algorithm.

<table>
<thead>
<tr>
<th>Algorithm 6: BP-decimation algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 do {</td>
</tr>
<tr>
<td>2 Run an approximate inference algorithm.</td>
</tr>
<tr>
<td>3 Clamp the factor with the lowest entropy to its most probable state.</td>
</tr>
<tr>
<td>4 Simplify factor graph.</td>
</tr>
<tr>
<td>5 } until All variables are fixed</td>
</tr>
</tbody>
</table>

In the first step of Algorithm 6 an inference method is applied to compute the MAP. In this paper we use BP with damped messages. BP parameters used in our experiments are presented in Section 7.1. The next step determines which variables should be fixed and to what values. All the variables in the factor with the lowest entropy are fixed to the most probable configuration (they are said to be clamped). Finally, the factor graph is simplified and if there are still variables that have not been fixed the loop is continued.

There are several issues that influence the behavior of the BP-decimation algorithm and that should be taken into account for the kind of applications we envision. Among these issues are the following:

- Choice of the inference algorithm.
- Damping parameter.
Stop criteria for the inference algorithm (e.g., maximum number of iterations or error tolerance).

Criterion for variables clamping.

The reason that makes these issues relevant for their application in EDAs is that they allow to balance the accuracy of the MAP result with the computational cost of finding it. Since the MAP configuration will not necessarily be the optimal solution to the optimization problem, some level of inaccuracy can be accepted in the output of the BP-decimation algorithm in exchange for important gains in computational time.

Furthermore, recent results [45] in the application of BP-decimation algorithms to CSP show that a small number of sequential updates of the messages per decimation step can be sufficient to obtain relevant information about the MAP probabilities, at least for the topologies and BP equations considered in [45]. Small number of iterations and high error tolerance rates may not be critically harmful for the use of BP-decimation algorithms as methods to generate the new population in EDAs.

The criterion for variables clamping also influences the outcome of the algorithm. The heuristic argument for using greedy decimation as in Algorithm 6 is that in doing so a mistake in the variables assignment is less likely to happen. However, other strategies are possible. For example, to fix some variable randomly chosen from the set of the $c$ percent variables with the largest bias [70], or fitting a set of variables whose configuration probability is above a given threshold [45]. More sophisticated methods for selecting the variables to clamp are also available [9]. From the EDA point of view, the way clamping is done can influence the diversity of the generated solutions. Adding some randomness to this step seems necessary to obtain diversity solutions, unless some different evidence is entered to the factor graph model each time BP-decimation is invoked.

5 New methods for generating new solutions in EDAs based on Markov networks

We propose three different ways for using the information contained in the Markov networks for generating new solutions. In every case, the methods attempt to incorporate the global information contained in the Markov network to the new generated set of solutions. The methods introduced are:

1. Adding the most probable configuration.

2. Using Markov networks as template for crossover.

3. Using the most probable configuration as a template for crossover.

5.1 Adding the most probable configuration

In Algorithm 7, the MAP is generated using BP-decimation and it is passed to the new generation together with the elitist solutions $E$, and the $N - |E| - 1$ solutions generated from the probabilistic model using GS, PLS, or other. This is essentially the same idea used in previous EDA work on the use of the most probable configurations [33, 35]. However, there are also some differences:
• The factor graph is constructed from a Markov network that will represent two different types of structural information. Reduced set of cliques, for MN-FDA\textsuperscript{G}, and neighborhood based cliques, for MOA.

• Three different methods are used to compute the most probable configuration: junction-tree-based method for computing exact MAP, loopy belief propagation (LBP) for computing approximate MAP, and decimation-based LBP for computing approximate MAP.

• An archive is used as a memory of the EDA to avoid adding MAPs already found in previous generations. The archive stores at most one new MAP in each generation.

Algorithm 7: \textbf{Insert-MAP}

\begin{verbatim}
1 Learn the Markov network model MN.
2 Generate the set $S$ of $N - |E| - 1$ solutions according to generation method.
3 Compute the factor graph $FG$.
4 Generate a MAP solution from $FG$.
5 Form the new population with $S$, $E$, and the MAP solution.
\end{verbatim}

The effect of the Insert-MAP strategy will depend on the choice of the inference algorithm. Very often for MOA the application of an exact inference procedure is infeasible due to the dimension of the junction tree. In these situations no MAP solution is added to the population.

One limitation of the Insert-MAP approach is that still $N - |E| - 1$ solutions have to be generated using other inference methods, which can be costly when GS is applied.

5.2 Using Markov networks as template for crossover

One straightforward way to use the Markov network structure for generated new solutions is designing a crossover operator that respects the dependencies of the problem captured within the cliques. We use the Markov network as a template for exchanging partial configurations between solutions. Partial configurations corresponding to cliques of the Markov network are exchanged between pairs of solutions. The pseudocode for this approach is shown in Algorithm 8.

Previous results have shown that cliques can capture relevant, and usually interpretable [53], partial information about the problem. By exchanging these subsolutions we combine the global information contained in the probabilistic model with local information contained in the solutions.
Algorithm 8: Markov-network template crossover

1. Learn the Markov network model MN.
2. for $i = 1$ to $N - |E|
3. Randomly select two solutions $x^i$, $x^j$ from the selected set.
4. For each maximal clique $S$ in the Markov network, with probability $p_c$. 5. Exchange configurations $x^i_S$ and $x^j_S$.  

To avoid excessively disruptive recombination we set $p_c = \frac{1}{NCliques}$ where $NCliques$ is the number of maximal cliques in the models.

5.3 Using the most probable configuration to bias the generated population

In Algorithm 9, the MAP is used as a template for recombining the information of the solutions in the current population with the global information contained in the Markov model. Recombination guarantees that partial configurations that coincide with the MAP will remain in the next population. In Algorithm 9, inference is applied only once in each generation and PLS or Gibbs sampling are not applied. It has been acknowledged [73] that operators that generate offspring through combination of global statistical information and the location information of solutions found so far (e.g., guided mutation) can improve search efficiency.

Algorithm 9: Template-MAP

1. Learn the Markov network model MN.
2. Compute the factor graph $FG$.
3. Obtain MAP solution from $FG$.
4. for $i = 1$ to $N - |E|
5. Apply uniform crossover between solution $x^i$ and MAP solution.

6 Related work

The results presented in this paper are related to previous works that have independently addressed several of the issues we cover. In this section, we review some of this previous work, identifying the links with our proposal.

6.1 Model-based and MAP-based template crossovers

Many researchers have investigated the question of linkage learning in EDAs (see [8] for a survey). EDAs can be included in the class of EAs that apply virtual linkage,
i.e., algorithms that use graph, groupings, matrices, pointers, or other data structures that control the subsequent pairing or clustering organization of decision variables [8]. By means of the strategies used for generating new solutions, EDAs explicitly use the models to create new solutions. The model-based template crossover introduced in this paper also uses the probabilistic model to store information about the dependencies between the variables. However, instead of applying statistical techniques to sample from it, the crossover operator itself uses the structure in a way similar to the way multiple point recombination is applied in GAs. The benefit of this approach is that disruption can be minimized and the pace of recombination can be slowed.

The use of selected individuals to bias the population in a given direction has been also used in EDAs. In the edge histogram based sampling algorithm with template (EHBSA/WT) [69], a template individual is chosen, \((k > 1)\) cut points are applied to the template randomly, one of the produced segments is randomly chosen, and then variables are sampled from the segment. The guided mutation [72] also uses a probabilistic model but during the mutation step an existing solution is mutated guided by a probability matrix \(P = (p_{ij})_{n \times n}\) and a positive parameter \(\delta < 1\). The main difference between the MAP-based template crossover and previous approaches is in the way the individual selected for biasing the population is constructed. The MAP may not be the best solution in the current population but it condenses information about the best partial configurations contained in the Markov network. Therefore, the MAP could also be used in other contexts beyond EDAs like the recently introduced optimal mixing evolutionary algorithm (OMEA) [66, 67], and related variants, where the currently known best solution is used as a donor for crossover during sampling. Similarly, it could be used to incorporate global information extracted from the probabilistic models to particle swarm optimization algorithms [10].

6.2 Algorithms used for learning the models and generating new solutions from them

MN-FDA applies the G-test on the information computed using the mutual information. It can be seen as a hybrid of a learning algorithm based on the use of metrics, in this case the mutual information, and a learning method based on statistical tests. Recently, Bosman and Thierens [5] have proposed the application of the likelihood-ratio test and discussed its relationship with the mutual information. They consider the application of this test in the context of the linkage tree algorithm and evaluate its application on the optimization of binary problems. Instead of using a threshold value for the likelihood ratio test as done by MN-FDA, they apply a threshold on the mutual information, just as MOA [59] does. In [5], different approaches to compute the threshold are investigated.

Although GS has been the most applied method to sample early EDAs that used PGMs with cycles [2, 12, 39, 50], and more recent EDAs based on Markov networks [7, 30, 39, 57], other strategies like blocked GS have been applied with mixed results [46, 55]. There has been also considerable interest in the application of methods that compute the MAPs to generate new solutions from probabilistic models in EDAs. Initial applications of MAPs in EDAs were proposed for univariate models in [64], for which the application of BP is not required, and pairwise Markov networks [51]. These results were extended to cover the more complex estimation of Bayesian network algorithms (EBNAs)
Using the BP components and parameters as a way to influence the EDA dynamics was discussed in [33]. Two critical questions for the application of MAPs in EDAs are to have a flexible implementation and to be scalable. Flexibility is needed for allowing the manipulation of the MAP components (i.e. initializations methods, scheduling policies, and stopping criteria) according to the search goals, and for the combination of these components with the probabilistic model learning and generation steps used by EDAs. Scalability is essential for addressing hard optimization problems with many variables in a reasonable time. These issues were analyzed in [33] where a flexible parallel framework for BP over factor graphs was introduced.

BP algorithms have been also used for obtaining higher order consistent marginal probabilities in multivariate EDAs [40], as well as the most probable configurations of the model [22, 42]. In these cases, the structure of the problem is known a priori. In [28] BP was applied to perform a substructural local search, looking for the solution with the highest fitness value instead of that with the highest probability.

7 Experiments

In this section we evaluate the behavior of the techniques introduced in the previous sections. First, we provide the implementation details and introduce the functions and experimental benchmarks. Then the numerical results are presented and discussed.

7.1 Algorithms and implementation

We have used the implementation of the inference algorithms contained in the libDAI software package [38], which is a free and open source library that supports various approximations of the partition sum, marginal probability distributions and maximum probability states. In every generation of the EDA, the Markov model is transformed to a factor graph on which the different inference algorithms are applied. In this paper we use three different inference algorithms:

1. Exact inference (JT). A junction tree is constructed. BP is applied using Hugin algorithm [3].
2. Approximate inference (LBP). Messages are updated sequentially using a random sequence. Damping is applied with $\gamma = 0.1$.
3. BP-decimation (BPDEC) as described in Algorithm 6 using LBP as the inference algorithm.

7.2 Function and experimental benchmark

To evaluate our algorithms we use two classes of functions. Separable additively decomposable functions (ADFs) defined on discrete non-binary variables and non-separable decomposable binary functions. Separable ADFs can be solved by EDAs based on marginal product factorizations [16, 54]. However, the difficulty of these functions increases with the cardinality of the variables. Non-separable functions are generally hard to solve due
to the arousal of many dependencies between the variables. Complex probabilistic models might be needed to capture these dependencies by EDAs.

### 7.2.1 Separable ADFs defined on discrete non-binary variables

Up to now, the analysis of the behavior of EDAs has been focused mainly on binary problems. However, to study the robustness of EDAs and confront a general class of applications, an analysis of non-binary problems is also necessary. To this end, we use a deceptive function defined on non-binary variables.

The general deceptive function $f_{deceptive}^c(x)$ of order $k$ [56] is formed as an additive function composed by the function $F_{dec}(x_1, \ldots, x_k, k, c)$ evaluated on substrings of size $k$ and cardinality $c$, i.e. $x_i \in \{0, \ldots, c-1\}$. This function is a generalization of the binary $f_{deceptive}(x)$ to variables with non-binary values.

$$f_{deceptive}^c(x) = \sum_{i=1}^{n} F_{dec}(x_{k-(i-1)+1} + x_{k-(i-1)+2} + \cdots + x_{k-i}, k, c)$$

$$F_{dec}(x_1, \ldots, x_k, k, c) = \begin{cases} 
  k \cdot (c-1), & \text{for } \sum_{i=1}^{k} x_i = k \cdot (c-1) \\
  k \cdot (c-1) - \sum_{i=1}^{k} x_i - 1 & \text{otherwise}
\end{cases}$$

7.2.2 Non separable ADFs

The generalized Ising model (12) is described by the energy functional (Hamiltonian) where $L$ is the set of sites called a lattice. Each spin variable $\sigma_i$ at site $i \in L$ either takes the value 1 or value $-1$. A specific choice of values for the spin variables is called a configuration. The constants $J_{ij}$ are the interaction coefficients. In our experiments we take $h_i = 0, \forall i \in L$. The ground state is the configuration with minimum energy.

$$H = -\sum_{i<j \in L} J_{ij} \sigma_i \sigma_j - \sum_{i \in L} h_i \sigma_i$$

We use Ising instances with $L \in \{6, 8, 10\}$. Therefore the number of variables are in $\{36, 64, 100\}$. Four different instances are used for each dimension.

7.2.3 Experimental benchmark

We compare the algorithms in terms of their critical population size to reach the optimum and the average number of evaluations needed. The critical population size is computed as the minimum population size needed to reach the optimum in $l$ successive experiments and the average number of evaluations is computed from a maximum of $r$ independent computations of the critical population size (less than $r$ if it was not possible to find a critical population size in all the runs). For function $f_{deceptive}^c(x)$, we set $l = 30$ and $r = 30$. For the Ising model, $l = 5$ and $r = 20$. The population size is started at $N = 32$ and doubled if the algorithm does not converge in the $l$ experiments until a maximum of $N = 131072$. The maximum number of generations was $g = 40$ in all the experiments.
Truncation selection, $T = 0.5$, is applied together with best elitism in which the complete selected population is passed to the next generation.

There are two factors that define the different variants we compare:

- **EDAs:**
  1. MN-FDA$^G$
  2. MOA
- **Strategy for generating new solutions:**
  S1. Insert-MAP
  S2. Template-MAP
  S3. Insert-MAP + Template-MAP
  S4. Insert-MAP + Markov-network template crossover

We also evaluated the influence that using different inference methods has in the behavior of the EDA. Four inference methods were compared:

1. NoMAP: No MAP is computed. Instead a solution generated using PLS, GS, or template crossover is added to the population.
2. Exact: Exact inference based on a junction tree
3. BP: Belief propagation
4. Dec-BP: Decimation BP

The choice of MN-FDA$^G$ or MOA influences the type of undirected model that is learned from data but also the strategy used for generating new solutions. When Insert-MAP is combined with NoMAP it means that no MAP is computed and therefore the algorithm used by MN-FDA$^G$ or MOA to generate new solutions is applied. In total, we compare $2 \times 4 \times 4 - 2 = 30$ variants of the algorithms. Notice that when inference is not applied, the combinations (MN-FDA$^G$, Insert-MAP, NoMAP), (MN-FDA$^G$, Template-MAP, NoMAP), and (MN-FDA$^G$, Insert-MAP + Template-MAP, NoMAP) are the same, similarly for (MOA, Insert-MAP, NoMAP), (MOA, Template-MAP, NoMAP), and (MOA, Insert-MAP + Template-MAP, NoMAP).

### 7.3 Numerical results

#### 7.3.1 Deceptive discrete functions

Although binary deceptive functions are useful to investigate EDAs, many practical problems have a non-binary discrete representation and it is important to determine how are the algorithms influenced by this dimension of difficulty. We investigate the performance of MN-FDA$^G$ and MOA using function $f_{\text{deceptive}}^c(x)$, $k \in \{3, 4, 5\}$, $c \in \{2, 3, 4, 5\}$. We are interested in evaluating the behavior of the EDAs when the size of the definition sets and the number of values of each variable are increased.
Table 1: Results of the different strategies for generating new solutions and inference methods for $f_{\text{deceptive}}^c(x)$, $k \in \{3, 4, 5\}$, $c \in \{2, 3, 4, 5\}$. Number of runs that achieved the optimum.

<table>
<thead>
<tr>
<th>Problems</th>
<th>Gen. Method</th>
<th>MN-FDA$^G$</th>
<th>MOA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>NoMAP</td>
<td>Exact</td>
</tr>
<tr>
<td>$n = 30, k = 3$</td>
<td>$s_1$</td>
<td>90</td>
<td>120</td>
</tr>
<tr>
<td></td>
<td>$s_2$</td>
<td>90</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$s_3$</td>
<td>90</td>
<td>120</td>
</tr>
<tr>
<td></td>
<td>$s_4$</td>
<td>120</td>
<td>120</td>
</tr>
<tr>
<td>$n = 32, k = 4$</td>
<td>$s_1$</td>
<td>60</td>
<td>90</td>
</tr>
<tr>
<td></td>
<td>$s_2$</td>
<td>60</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$s_3$</td>
<td>60</td>
<td>85</td>
</tr>
<tr>
<td></td>
<td>$s_4$</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>$n = 30, k = 5$</td>
<td>$s_1$</td>
<td>30</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>$s_2$</td>
<td>30</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$s_3$</td>
<td>30</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>$s_4$</td>
<td>30</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 1 shows the number of successful runs of different EDAs variants when the definition sets of the functions are increased from $k = 3$ to $k = 5$. Each cell of the table groups the number of successful runs for 4 different cardinality values $c \in \{2, 3, 4, 5\}$. Therefore the maximum number of successful runs is 120. The average number of function evaluations for each combination of $k$ and $c$ are shown in Figures 3, 4, and 5.

A number of observations can be made from the analysis of Table 1:

- As the size of the definition sets is increased the results of all algorithms deteriorate.

- The best strategy for generating new solutions for MN-FDA$^G$ is Insert-MAP with no differences between exact and approximate inference algorithms (Figures 3, 4, and 5).

- The best generation strategy for MOA is Insert-MAP+Markov-network template crossover, although the addition of the MAP configuration does not improve the results of the pure Markov-network template crossover.

- MAP-Template is the worst generation strategy for all the problems.

- Considering together the successful rate and the average number of evaluations, the best overall results are achieved by MN-FDA$^G$ with Insert-MAP.

Using the data from the same experiment, we also compare the algorithms when the cardinality of the variables is increased. The results for function $f_{\text{deceptive}}^c(x)$ are shown in Table 2. It can be seen that, as the variable cardinality is increased, all algorithms dramatically decrease their performance. The combination of a high cardinality and a high definition set is particularly harmful to all the algorithms. For $c = 5$, only functions with $k = 3$ are solved. Observations described below are also confirmed from the analysis of Table 2.
Table 2: Results of the different strategies for generating new solutions and inference methods for $f_{deceptive}^c(x)$, $n = 30$, $k \in \{3, 4, 5\}$, $c \in \{2, 3, 4, 5\}$. Number of runs that achieved the optimum.

<table>
<thead>
<tr>
<th>Problems</th>
<th>Gen. method</th>
<th>MN-FDA$^c$</th>
<th>MOA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>NoMAP</td>
<td>Exact BP</td>
</tr>
<tr>
<td>$c = 2$</td>
<td>$s_1$</td>
<td>90 90 90 90</td>
<td>90 90 90 90</td>
</tr>
<tr>
<td></td>
<td>$s_2$</td>
<td>90 0 0 0</td>
<td>90 0 0 0</td>
</tr>
<tr>
<td></td>
<td>$s_3$</td>
<td>90 90 90 90</td>
<td>90 90 90 90</td>
</tr>
<tr>
<td></td>
<td>$s_4$</td>
<td>90 90 90 90</td>
<td>90 90 90 90</td>
</tr>
<tr>
<td>$c = 3$</td>
<td>$s_1$</td>
<td>60 90 90 90</td>
<td>56 57 57 58</td>
</tr>
<tr>
<td></td>
<td>$s_2$</td>
<td>60 0 0 0</td>
<td>56 0 0 0</td>
</tr>
<tr>
<td></td>
<td>$s_3$</td>
<td>60 90 90 90</td>
<td>54 30 30 30</td>
</tr>
<tr>
<td></td>
<td>$s_4$</td>
<td>30 30 30 30</td>
<td>60 60 60 60</td>
</tr>
<tr>
<td>$c = 4$</td>
<td>$s_1$</td>
<td>30 60 60 60</td>
<td>30 30 30 30</td>
</tr>
<tr>
<td></td>
<td>$s_2$</td>
<td>30 0 0 0</td>
<td>30 0 0 0</td>
</tr>
<tr>
<td></td>
<td>$s_3$</td>
<td>30 55 58 58</td>
<td>30 30 30 30</td>
</tr>
<tr>
<td></td>
<td>$s_4$</td>
<td>30 30 30 30</td>
<td>51 48 50 51</td>
</tr>
<tr>
<td>$c = 5$</td>
<td>$s_1$</td>
<td>0 30 30 30</td>
<td>30 30 30 30</td>
</tr>
<tr>
<td></td>
<td>$s_2$</td>
<td>0 0 0 0</td>
<td>30 0 0 0</td>
</tr>
<tr>
<td></td>
<td>$s_3$</td>
<td>0 30 29 29</td>
<td>30 27 23 28</td>
</tr>
<tr>
<td></td>
<td>$s_4$</td>
<td>30 30 30 30</td>
<td>30 30 30 30</td>
</tr>
</tbody>
</table>

7.3.2 Ising instances

The Ising problem allows to evaluate the EDAs in a problem with multiple, loopy dependencies, where the definition functions are different among them. Each Ising instance corresponds in fact to a different fitness function. The results of the algorithms are summarized in Table 3 where we show the number of times the algorithms were able to solve the problem in 5 consecutive runs. Each cell of the table adds the number of successful runs for the 20 experiments conducted for each of the 4 instances. Solving the problems in every run for every instance means that the cell entry is $4 \times 20 = 80$. The average number of evaluations needed to solve the problem when a critical population size is found, is shown in Figures 6, 7, and 8.

A number of observations can be made from the analysis of Table 3:

- Insert-MAP and Insert-MAP+Markov-network template crossover can always solve the 4 instances for $n = 36$ although differences arise in the average number of evaluations. MOA using the Insert-MAP+Markov-network template crossover is the most efficient algorithm when $n = 36$.

- The best generation strategy for generating new solutions in MN-FDA$^c$ is Insert-MAP with a clear gain in terms of efficiency when using BP and decimation BP with respect to NoMAP or exact inference (See Figures 6, 7, and 8).

- The best strategy for generating new solutions in MOA is Insert-MAP+Markov-network template crossover, and the addition of the MAP configuration improves
the results of the pure Markov-network template crossover, particularly when BP and Decimation-BP are used (see convergence results for \( n = 100 \)).

- MAP-Template is the worst generation strategy for all the problems although for this strategy different inference methods have a different effect for \( MN-FDA^G \) and MOA.

- Considering together the successful rate and the average number of evaluations, the best overall results are achieved by \( MN-FDA^G \) with Insert-MAP and Decimation BP.

8 Conclusions

The main contributions presented in this paper are the following:
We have introduced three new strategies generating new solutions in EDAs based on Markov networks, presented different ways they can be combined, and evaluated their effect using two different types of EDAs: MN-FDA$^G$ and MOA. We have empirically shown that some of these strategies can increase the effectiveness of the generation methods usually applied in EDAs and diminish the number of function evaluations needed to find the optimum.

We have compared exact and approximate inference strategies in the context of EDAs based on Markov networks and we have shown that the choice of the inference procedure can help to reduce the number of evaluations.

MN-FDA$^G$, an algorithm that uses the G-test computed from the mutual information has been introduced as an extension to MN-FDA. The statistical test used by MN-FDA$^G$ would allow the algorithm to obtain more accurate estimates from the data for the discrete, non-binary problems considered in our paper. However, we have not compared MN-FDA to MN-FDA$^G$.

Figure 4: Results of the different strategies for generating new solutions and inference methods for $f_{\text{deceptive}}^c(x)$, $n = 32$, $k = 4$, $c \in \{2, 3, 4\}$. For $c = 5$ none of the algorithms achieved the optimum.
Figure 5: Results of the different strategies for generating new solutions and inference methods for $f_{deceptivek}(x)$, $n = 30$, $k = 5$, $c \in \{2, 3\}$. For $c \in \{4, 5\}$ none of the algorithms achieved the optimum.

It has been acknowledged [39] that “While the computation of the conditional probabilities and even learning of the Markov network structure can be efficiently done, efficient sampling of Markov networks is still an unsolved problem.” The same argument has been exposed or implicitly assumed by other authors from the field. Although we do not claim that the use of model-based template crossover or inference techniques contribute to a more accurate sampling of the Markov network probability distribution, our experiments show that focusing on the MAP of the Markov network can actually improve the optimization results. The lesson to be taken is that the sampling problem could be somewhat relaxed by aiming at directly generating the solutions with highest probabilities (and therefore more likely to have a good fitness) instead of sampling the full distribution using Gibbs sampling. This is what strategies for generating new solutions based on approximate inference methods for MAP are able to do.

Another conclusion of our research is that there exists a close relationship between work done on the combination of inference methods with decimation strategies for CSP and EDAs. It remains an open question to determine whether EDAs, or EAs in general, can be a competitive alternative to BP-Decimation algorithms for CSPs for which the structure is known a priori. In any case, an advantage of EDAs is that they are able to learn an approximation of the problem structure from data. What needs to be determined is the strength of inference methods to deal with the MAP problem when the graphical model is just an approximation of the problem structure. The work presented in this paper could help to identify those problems where EDAs are more likely to provide answers to problems relevant to other research fields.

### 8.1 Future work

There are a number of lines in which our work could be extended:

- Extend our analysis covering a wider benchmark of objective functions.
Table 3: Results of the different strategies for generating new solutions and inference methods for Ising problems. Number of runs that achieved the optimum.

<table>
<thead>
<tr>
<th>Problems</th>
<th>Gen. method</th>
<th>MN-FDA&lt;sup&gt;c&lt;/sup&gt;</th>
<th>MOA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>NoMAP Exact BP Dec-BP</td>
<td>NoMAP Exact BP Dec-BP</td>
</tr>
<tr>
<td>$n = 36$</td>
<td>$s_1$</td>
<td>80 80 80 80</td>
<td>80 80 80 80</td>
</tr>
<tr>
<td></td>
<td>$s_2$</td>
<td>80 1 59 61</td>
<td>80 49 58 62</td>
</tr>
<tr>
<td></td>
<td>$s_3$</td>
<td>80 4 80 80</td>
<td>80 80 80 80</td>
</tr>
<tr>
<td></td>
<td>$s_4$</td>
<td>80 80 80 80</td>
<td>80 80 80 80</td>
</tr>
<tr>
<td>$n = 64$</td>
<td>$s_1$</td>
<td>80 80 80 80</td>
<td>71 80 80 80</td>
</tr>
<tr>
<td></td>
<td>$s_2$</td>
<td>80 0 69 59</td>
<td>70 10 10 19</td>
</tr>
<tr>
<td></td>
<td>$s_3$</td>
<td>80 0 80 80</td>
<td>73 80 64 80</td>
</tr>
<tr>
<td></td>
<td>$s_4$</td>
<td>56 60 80 80</td>
<td>5 80 79 80</td>
</tr>
<tr>
<td>$n = 100$</td>
<td>$s_1$</td>
<td>0 0 50 41</td>
<td>0 0 0 0</td>
</tr>
<tr>
<td></td>
<td>$s_2$</td>
<td>0 0 0 0</td>
<td>0 0 0 0</td>
</tr>
<tr>
<td></td>
<td>$s_3$</td>
<td>0 0 50 40</td>
<td>0 0 0 0</td>
</tr>
<tr>
<td></td>
<td>$s_4$</td>
<td>0 0 3 8</td>
<td>0 0 23 23</td>
</tr>
</tbody>
</table>

- Evaluate the use of approximate inference algorithms for continuous EDAs.
- Study in more detail the influence of the inference parameters in terms of accuracy and efficiency.
- Evaluate the use of Decimate-BP in EDAs based on Bayesian networks.
- Compare Markov EDAs with the introduced strategies for generating new solutions with inference algorithms (e.g. LBP) applied to the solution of CSPs or problems for which the structure is known.
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Figure 6: Results of the different strategies for generating new solutions and inference methods for Ising problems. $n = 36$


Figure 7: Results of the different strategies for generating new solutions and inference methods for Ising problems. $n = 64$


Figure 8: Results of the different strategies for generating new solutions and inference methods for Ising problems. $n = 100$


