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Resumen
La nanoóptica es una rama de la óptica en la que se utilizan estructuras

dieléctricas y/o metálicas cuyas dimensiones oscilan entre decenas y cientos de
nanómetros para controlar y manipular la luz. Una de las características que
hace que estos sistemas sean interesantes es su capacidad de concentrar la luz
en volúmenes muy pequeños, lo que provoca que las interacciones entre la luz
y la materia se intensifiquen. El campo de la nanoóptica ha experimentado
una gran expansión en los últimos años debido a importantes avances en las
técnicas de fabricación y caracterización de estructuras dieléctricas y metálicas,
lo que ha permitido el diseño de dispositivos con los que manipular la luz de
forma muy precisa.

Las nanoestructuras metálicas presentan especial interés debido a su ca-
pacidad de concentrar la luz en volúmenes inferiores al límite de difracción
debido a la excitación de resonancias plasmónicas (también llamados modos
plasmónicos o simplemente plasmones). Estas resonancias son consecuencia
de la hibridación del campo electromagnético con las oscilaciones de la den-
sidad electrónica del metal. Además de concentrar la luz en volúmenes muy
reducidos, las resonancias plasmónicas se caracterizan por provocar un fuerte
aumento del campo electromagnético en la zona cercana a la superficie de las
partículas. La variación de la forma de las partículas, el material del que están
compuestas, o el medio material que las rodea permite sintonizar de manera
controlada la frecuencia de la resonancia plasmónica de dichas partículas. Por
ejemplo, si consideramos una nanopartícula cilíndrica de tipo varilla es posible
ajustar la longitud de onda a la que se excitan los plasmones si se fija el radio
del cilindro y se varía su longitud. De la misma forma, manteniendo fijas las
dimensiones de la partícula cilíndrica y afilando sus extremos conseguiremos
concentrar e intensificar el campo electromagnético cercano en la proximidad
de dichas puntas. Por todo esto, las nanopartículas plasmónicas destacan como
sistemas muy versátiles con los que construir dispositivos nanoópticos.

Uno de los sistemas plasmónicos que ofrece gran versatilidad para ajustar
las propiedades de las resonancias plasmónicas, permitiendo a la vez localizar
eficazmente y aumentar fuertemente la intensidad del campo cercano, son los
dímeros formados por dos nanopartículas separadas por una distancia muy
pequeña, donde se forma una cavidad o gap. Gracias a la interacción entre
las cargas eléctricas acumuladas en las superficie de las partículas de la zona
del gap, se produce una hibridación de las resonancias plasmónicas de ambas
partículas dando lugar a unas nuevos modos plasmónicos (Bonding Plasmons
(BP)). Al variar la distancia entre las partículas, la interacción entre ambas se
modifica y su produce un cambio en la frecuencia de resonancia de los BP, así
como en la intensidad de los campos en la zona del gap. Como norma general,
cuanto menor es la distancia más intenso y localizado es el campo cercano
en el gap que separa las partículas. Esta propiedad permite alcanzar campos
cercanos muy intensos y localizados en la zona del gap, lo que supone una
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propiedad muy interesante desde un punto de vista práctico, por ejemplo para
su utilización en técnicas de espectroscopia de campo cercano. Sin embargo
el aumento del campo a medida que se cierra el gap no continúa de forma
indefinida. Cuando la distancia que separa las nanopartículas plasmónicas
alcanza dimensiones subnanométricas, la naturaleza cuántica de los electrones
se manifiesta y permite el traspaso de electrones entre las partículas debido al
tuneleo cuántico, el cual es un proceso prohibido en una descripción clásica.
Esta transferencia de electrones provoca que la acumulación de cargas en la
superficie de cada partícula disminuya (apantallamiento) y, por lo tanto, que
los campos cercanos en el gap se reduzcan drásticamente.

En esta tesis estudiamos de forma minuciosa sistemas plasmónicos formados
por dos o más partículas separadas por gaps (sub-)nanométricos, centrándonos
en tres aspectos principales. Por un lado estudiamos como la morfología ex-
acta del gap es capaz de modificar la estructura modal de dímeros o cadenas de
nanopartículas, por ejemplo dando lugar a la aparición de modos de gap no ra-
diantes. Por otro lado, estudiamos como el tuneleo cuántico afecta a diferentes
modos plasmónicos excitables en trímeros (sistemas compuestos por tres esferas
plasmónicas situadas en una configuración triangular) y dímeros caracterizados
por diferentes tipos de terminaciones en el gap. Estas diferentes geometrías nos
permiten excitar e investigar los efectos cuánticos en modos eléctricos (los más
comunes en plasmónica) así como en otros modos menos comunes como los
modos de gap no radiantes, los magnéticos y los oscuros. Además, el proceso
del tuneleo cuántico es un efecto altamente no-lineal en el que pequeñas varia-
ciones en la barrera de potencial producen grandes variaciones en la corriente
eléctrica. Por lo tanto también estudiamos las posibles ventajas que ofrece el
efecto túnel para generar efectos ópticos no-lineales en dímeros de partículas
plasmónicas. A continuación detallamos brevemente los resultados obtenidos.

En el capítulo 1 revisamos la metodología teórica que empleamos durante la
tesis. Usar un formalismo teórico puramente cuántico es la opción más directa
dado que el foco principal de esta tesis es el estudio de sistemas plasmónicos con
gaps muy pequeños donde los efectos cuánticos cobran especial relevancia. La
metodología Time-Dependent Density Functional Theory (TDDFT) permite
estudiar sistemas metálicos describiendo la dinámica de la densidad electrónica
dentro de un formalismo cuántico riguroso. Además el TDDFT nos permite
estudiar de forma directa la respuesta óptica no-lineal al ser una metodología
basada en la descripción temporal de los sistemas físicos. Por lo tanto, se utiliza
el TDDFT para calcular la respuesta no-lineal de partículas y dímeros plasmóni-
cos. Sin embargo, debido a limitaciones computacionales, esta metodología se
suele aplicar en cálculos de sistemas plasmónicos de tamaño reducido (mucho
menores que los utilizados en experimentos típicos). Por ello, también imple-
mentamos el Quantum Corrected Model (QCM), un modelo semi-clásico que
nos permite introducir el efecto del tuneleo cuántico entre partículas metálicas
a frecuencias ópticas de forma efectiva en simulaciones que resuelven las ecua-
ciones clásicas de Maxwell. El QCM se basa en introducir un material ficticio
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con una conductividad que reproduce fielmente las propiedades del efecto túnel
en gaps muy pequeños. La conductividad de este material ficticio se calcula
realizando simulaciones cuánticas para un sistema simplificado. El QCM nos
permite estudiar el efecto de las corrientes túnel en la respuesta óptica lineal
de partículas plasmónicas de tamaño realista, que serían imposibles de calcular
utilizando la metodología TDDFT.

En el capítulo 2 nos centramos en estudiar cómo la morfología del gap afecta
a la respuesta óptica lineal de dímeros formados por partículas con simetría
cilíndrica. En primer lugar se consideran cilindros de oro de 100 nm de lon-
gitud y 50 nm de diámetro. Se utilizan dos configuraciones diferentes para
la terminación del extremo del gap, por un lado una terminación esférica y
por otro una terminación plana. Antes de estudiar el rango de distancias de
separación entre los cilindros para las cuales el efecto de túnel cuántico tiene
relevancia, se analiza la respuesta clásica con el fin de entender la estructura
modal del sistema.

En el caso del dímero con terminaciones esféricas se encuentra una respuesta
óptica muy similar a la que fue analizada anteriormente por otros grupos que
estudiaron la interacción entre dos esferas. Empezando con las partículas bien
separadas, a medida que se cierra el gap (siempre manteniendo la distancia del
gap dgap & 0.5 nm) se observa, tanto en el campo lejano como en el campo
cercano, que la energía de resonancia de los modos plasmónicos BP se modifica
hacia valores cada vez más bajos (redshift). Al mismo tiempo, el campo cercano
que se obtiene en el centro del gap al excitar la resonancia BP se intensifica
fuertemente a medida que la distancia del gap es reducida.

En el caso de los cilindros con terminaciones planas en el gap se observa
que para distancias de gap grandes, se mantienen las mismas tendencias que
en el caso anterior. En cambio, para distancias de gap reducidas se obtienen
diferencias notables. Por ejemplo, las resonancias plasmónicas del sistema con
terminaciones planas presentan una saturación del redshift para gaps muy pe-
queños. Esta saturación se puede explicar con un modelo sencillo en el que
representamos el dímero como un circuito eléctrico RC en serie. Al reducir la
distancia del gap, la capacitancia diverge produciendo un cortocircuito para
gaps muy pequeños. La frecuencia de saturación corresponde con la frecuencia
de resonancia de un cilindro de doble longitud que los cilindros que forman el
dímero. Concentrándonos ahora en el campo cercano producido por las partícu-
las con terminaciones planas en el gap se obtiene que, además de los modos
presentes en el campo lejano, emerge un nuevo grupo de modos para distancias
reducidas que muestran un redshift muy pronunciado a medida que el gap se
cierra. Estos modos se pueden identificar como Transverse Cavity Plasmons
(TCPs), los cuales pueden entenderse como resonancias tipo Fabry-Pérot que
se forman por la interferencia de plasmones que se propagan en una dirección
paralela a las superficies planas del gap. Observamos que los modos BP y los
TCP de la estructura de dímeros cilíndricos están desacoplados, lo cual per-
mite ajustar su frecuencia de resonancia de manera independiente variando
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diferentes parámetros de la estructura (longitud, dgap, ...). Esto nos permite
ajustar las propiedades ópticas de campo lejano sintonizando los BPs de forma
adecuada y por otro lado, controlar la distribución espacial del campo cercano
en la zona del gap gracias a la sintonización TCPs.

Una vez entendida la respuesta óptica para gaps plasmónicos donde el
tuneleo cuántico no entra en juego, reducimos el gap de dgap = 0.5 nm hasta
que las partículas contactan, dgap = 0 nm, e incluso empiezan a superponerse
dgap < 0 nm. El efecto de la corriente túnel se introduce en nuestras simu-
laciones mediante el QCM. Como primer paso, se verifica que el tuneleo de
electrones afecta a la respuesta del dímero con terminaciones esféricas de man-
era plenamente consistente con el análisis del dímero de esferas. Es decir, una
vez que el tuneleo empieza a ser relevante, se observa que los BPs se difumi-
nan y desaparecen, al mismo tiempo que el traspaso de carga eléctrica provoca
la aparición de Charge Transfer Plasmons (CTPs). Los CTPs aparecen antes
de que se produzca el contacto físico entre las partículas, un efecto puramente
cuántico ya que clasicamente no es posible que los electrones atraviesen la región
dieléctrica entre las partículas. A medida que el gap se cierra (aumentando la
conductividad túnel) crece la intensidad de estos CTPs y la frecuencia de la
resonancia se desplaza hacia valores mas altos (blueshift). Además, dado que
las cargas acumuladas en las superficies que forman el gap son las responsables
de producir intensos campos cercanos, el incremento de la corriente eléctrica
viene acompañado por una fuerte reducción del campo cercano en el gap.

La gran influencia del tuneleo cuántico en gaps esféricos contrasta fuerte-
mente con los resultados obtenidos para el dímero con terminaciones planas
en el gap. Como se ha descrito anteriormente, el redshift de la resonancia BP
satura a la frecuencia de un cilindro de longitud doble (equivalente a tener
dgap = 0 nm). Tal como se ha indicado anteriormente, un gap suficientemente
pequeño se comporta como un cortocircuito por el que la corriente de desplaza-
miento fluye libremente. Añadir la corriente eléctrica túnel a esta corriente de
desplazamiento no afecta a los BPs, los cuales determinan el campo lejano. Por
lo tanto la señal emitida por nuestra estructura para dgap muy pequeño no se
ve afectada por el cierre del gap. En cambio, se observa que la disminución
de la intensidad de los campos cercanos en el centro del gap es incluso más
abrupta que para el caso de las terminaciones esféricas, lo cual es debido a la
mayor superficie plana donde el tuneleo es posible.

Finalmente, para comprobar si los resultados obtenidos son robustos o solo
son aplicables a una configuración particular extendemos nuestro estudio al
caso de estructuras cilíndricas de diferentes formas. En general, se encuentra
que muchas las propiedades asociadas a la presencia de terminaciones planas en
el gap y la forma en la que la respuesta óptica se ve afectada por el efecto túnel
es robusta con respecto a la forma global de la partícula. Por tanto, el estudio
realizado en el capítulo 2 nos permite concluir la importancia de considerar la
morfología exacta de la zona del gap a la hora de diseñar sistemas plasmónicos
donde la distancia que separa las partículas plasmónicas sea muy reducida.
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En el capítulo 3 se estudia la respuesta óptica lineal de sistemas plasmónicos
compuestos por más de dos partículas y que por lo tanto presentan varios gaps.
En la primera parte del capítulo se estudia el efecto que tiene el tuneleo en la
compleja estructura modal que poseen los trímeros triangulares formados por
tres nanopartículas esféricas de plata. Este trabajo se realiza en colaboración
con el grupo experimental de Jennifer Dionne en la Universidad de Stanford. En
la segunda parte se estudian las ventajas que ofrecen las terminaciones planas
a la hora de diseñar dispositivos plasmónicos altamente versátiles basados en
agregados autoensamblados.

Los trímeros triangulares ofrecen la posibilidad de excitar modos plasmóni-
cos con carácter eléctrico (similares a los estudiados en el capítulo 2), con carác-
ter magnético, así como modos oscuros. Los modos magnéticos se caracterizan
por presentar unas corrientes de desplazamiento circulares que producen cam-
pos magnéticos netos en el centro del trímero, dando lugar a una distribución
de los campos electromagnéticos similar a la de un dipolo magnético. Los mo-
dos oscuros son aquellos que presentan una distribución de momentos dipolares
en cada partícula de manera que el momento dipolar total resultante es cero,
y por lo tanto, no es posible excitarlos usando luz convencional. Es posible
estudiar estos modos mediante cálculos y experimentos que utilizan un haz de
electrones que permite excitar todas las resonancias de interés, así como car-
acterizarlas midiendo la cantidad de energía que pierde el haz al pasar a poca
distancia de la estructura plasmónica. Además, este mismo haz de electrones
permite modificar la distancia entre las partículas con la resolución necesaria
para estudiar los efectos que surgen debido al establecimiento de una corriente
túnel para separaciones de dgap . 0.5 nm.

La comparación de los resultados de simulaciones puramente clásicas, con
cálculos que incorporan el tuneleo de electrones (usando el QCM) y con los
resultados experimentales nos permite llegar a las siguientes conclusiones. Con
respecto a los modos eléctricos (BP) se observa un comportamiento equivalente
al encontrado en el capítulo 2: la corriente túnel provoca el apantallamiento y
posterior desaparición de los modos BP seguido de la aparición de modos CTP
antes de que se produzca el contacto físico entre las partículas. En el caso de los
modos magnéticos se observa que el efecto túnel también les afecta de manera
similar. Al reducir la distancia de los gaps la frecuencia de resonancia de los
modos magnéticos sufre un redshift para posteriormente desvanecerse una vez
que la corriente túnel es suficientemente intensa. Una vez que las partículas que
forman el trímero entran en contacto, emerge un modo magnético CTP a muy
bajas energías. A diferencia del caso en el que las partículas del trímero estaban
separadas, en esta situación las cargas eléctricas pueden describir trayectorias
circulares libremente, creando así el momento dipolar magnético en el centro del
trímero. La energía de resonancia del modo magnético CTP sufre un blueshift
a medida que aumenta la superposición entre las partículas. Los modos mag-
néticos son afectados, por tanto, por la corriente túnel de manera muy similar
a los modos eléctricos BP convencionales. Finalmente cuando se analiza la
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evolución de los modos oscuros observamos que la energía a la que se produce
la resonancia no varía al modificar la distancia de los gaps que separan las
partículas.

De manera significativa, mientras que los cálculos puramente clásicos son
capaces de reproducir fielmente los resultados experimentales de los modos os-
curos, esto no se produce para los modos magnéticos y eléctricos, los cuales
requieren incluir el efecto de la corriente túnel para explicar la evolución ex-
perimental. Por lo tanto podemos concluir que la influencia del efecto túnel en
cada modo plasmónico depende de su distribución de cargas.

En el capítulo 2 se ha estudiado cómo las terminaciones planas en el gap
presentan una respuesta óptica diferente a la de las terminaciones esféricas.
Por lo tanto, la presencia de caras planas podría ser beneficiosa para el control
de la respuesta de agregados autoensamblados. Especialmente interesantes son
los agregados en los que la distancia entre las partículas es de un tamaño del
orden de 1 nm ya que, como hemos explicado anteriormente, esos gaps tan
reducidos producen un campo cercano muy intenso. Esta característica puede
ser especialmente relevante en técnicas de espectroscopia, donde los campos
cercanos intensos son los responsables de generar una mayor eficiencia de la in-
teracción entre la luz y las moléculas o sustancias a analizar. Estudios previos
han demostrado cómo la respuesta óptica de estos sistemas puede calcularse
a menudo de forma bastante precisa asumiendo que la respuesta óptica lineal
del agregado es una combinación de las respuestas de las distintas cadenas que
lo forman. Por lo tanto, en la segunda parte del capítulo 3 analizamos la re-
spuesta óptica lineal de cadenas plasmónicas en función del tamaño de la zona
plana en las terminaciones del gap. Las partículas están separadas por gaps de
1 nm, con lo que el campo cercano en el gap puede alcanzar valores muy altos
cuando la cadena es iluminada en resonancia. Observamos que la utilización
de partículas con caras planas en el gap, en vez de partículas esféricas, mejora
considerablemente la capacidad de ajustar la resonancia plasmónica de la ca-
dena mediante el aumento del número de partículas que la componen. En el
caso de partículas esféricas se encuentra que hay una variación máxima de la
longitud de onda de unos 200 nm en la posición espectral de la resonancia en
función del número de partículas en la cadena, mientras que, usando partículas
con caras totalmente planas en el gap, se encuentra que la resonancia plas-
mónica se puede ajustar en un rango de unos 800 nm. Este hecho se puede
entender usando de nuevo conceptos de circuitos RC similares a los descritos
en el capitulo 2. Cuando la separación entre las partículas es muy pequeña, el
gap entre caras planas corresponde a una capacitancia muy grande y por tanto
casi a una situación de cortocircuito, con lo que la cadena se asemeja a una
partícula cilíndrica continua. Aumentar el número de partículas corresponde a
aumentar la longitud del cilindro, y por tanto a disminuir la energía del modo.

Otro resultado relevante es que el uso de caras planas no reduce demasiado
la intensidad de los campos cercanos en el gap pero los distribuye en un vol-
umen mayor, lo cual puede ser beneficioso para técnicas de espectroscopia de
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campo cercano donde se estudien capas moleculares en las que la posición de
las moléculas que se quieren estudiar no se pueda controlar con precisión.

Por último, en el capítulo 4 se estudia la generación de efectos ópticos no-
lineales usando esferas de aluminio, dímeros de esferas de aluminio y dímeros de
cilindros de sodio. Para este estudio se utiliza el formalismo cuántico TDDFT,
el cual nos permite tratar la dinámica no-lineal de la densidad electrónica de
las nanopartículas sin imponer ningún parámetro. Nos concentramos en la
generación de luz armónica: cuando se ilumina el sistema con un pulso de luz
intenso de frecuencia ω, la respuesta no-lineal da lugar a la emisión de luz a
frecuencias múltiples nω (n = 2, 3, ...). Las nanopartículas metálicas son par-
ticularmente interesantes para la generación de efectos no lineales ya que los
intensos campos cercanos producidos por la resonancia plasmónica aumentan
fuertemente la eficiencia del proceso no-lineal. En general todos los metales
presentan procesos ópticos no-lineales pero, dependiendo de las simetrías inter-
nas y de la geometría del sistema, algunos de estos procesos no-lineales pueden
estar prohibidos. Por ejemplo, sistemas compuestos por partículas metálicas
centrosimétricas, como las esferas y los dímeros estudiados en esta tesis, no
presentan efectos no-lineales de segundo orden, es decir, no pueden emitir luz
a frecuencias armónicas pares.

En la primera parte del capítulo 4 se estudia cómo al polarizar una
nanopartícula esférica de aluminio con un campo eléctrico estático es posible
romper la condición de centrosimertría y producir luz en armónicos pares. Es-
tos armónicos pares provienen de las propiedades no-lineales impares de orden
mayor. Por ejemplo, el segundo armónico proviene de un efecto no-lineal de
orden 3 que, al mezclar el campo electromagnético incidente a frecuencia ω con
el campo estático de polarización, produce una emisión a 2ω, lo que permite la
posibilidad de controlar de forma activa la intensidad de la emisión a frecuen-
cias armónicas pares. Al aumentar el campo de polarización aumentamos la
emisión de luz a esta frecuencia.

También se estudia cómo la generación de luz armónica es especialmente
eficaz cuando la frecuencia de emisión coincide con la resonancia plasmónica del
sistema. En este contexto, una ventaja extra que ofrecen las partículas esféricas
de aluminio es que su resonancia plasmónica se encuentra en el ultravioleta,
con lo que estos sistemas podrían ser útiles para la generación de luz en este
rango del espectro electromagnético. En concreto se demuestra cómo, eligiendo
una frecuencia de iluminación tal que el cuarto armónico esté en resonancia con
el modo plasmónico de la esfera, se consigue aumentar un orden de magnitud
la intensidad de la emisión en este armónico.

En la segunda parte del capítulo 4 se investiga cómo afecta el tuneleo de
electrones a la generación de luz armónica. Para ello se utiliza un dímero de
nanoesferas de aluminio y un dímero de cilindros de sodio. Estos dos materiales
están caracterizados por tener unas densidades electrónicas muy distintas y por
tanto, sus respectivas resonancias plasmónicas se encuentran a frecuencias muy
diferentes. Esto nos permite estudiar los efectos del tuneleo en dos situaciones
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distintas: por un lado la situación en que la frecuencia de iluminación y la
frecuencia armónica están lejos de la resonancia plasmónica y, por otro lado,
la situación en que la iluminación no está en resonancia, pero la frecuencia
armónica coincide con un modo plasmónico BP. Para estudiar el efecto de las
corrientes túnel monitorizamos la intensidad del tercer armónico para diferentes
frecuencias de iluminación a medida que se cierra el gap que separa las dos
partículas que forman el dímero.

En primer lugar se estudia el caso en el que tanto la iluminación como el cor-
respondiente armónico se encuentran por debajo de la frecuencia de resonancia
BP. Cuando la distancia entre las partículas es relativamente grande se observa
cómo a medida que se cierra el gap, la generación de luz armónica aumenta
progresivamente gracias al aumento del campo cercano. Cuando la distancia
se reduce por debajo de los ≈ 4 − 6 Å (dependiendo del material utilizado)
se observa un cambio relativamente brusco en la tendencia caracterizado por
un aumento de la emisión armónica, aún más rápido al seguir cerrando el gap.
Analizando la corriente no-lineal a través del gap y su correlación con el mo-
mento dipolar inducido, es posible demostrar que la corriente de túnel no-lineal
es la principal responsable del cambio brusco observado en el aumento de la
intensidad emitida a estas frecuencias armónicas. Finalmente, una vez que el
gap se reduce por debajo de los ≈ 2−4 Å (dependiendo del material utilizado)
la intensidad del tercer armónico decae fuertemente.

En el caso de que para cierta separación entre partículas dgap la frecuencia
armónica esté en resonancia con algún modo plasmónico, se produce, en general,
la mayor intensidad de luz armónica. Este efecto se observa claramente en el
caso del dímero formado por cilindros de sodio. Si se ilumina el dímero de forma
que para distancias de gap grandes la frecuencia del tercer armónico coincida
con la del modo BP, se observa cómo al reducir la distancia dgap, el modo BP
sufre un redshift, lo que hace que la condición de resonancia deje de cumplirse,
y por lo tanto la emisión de luz en el tercer armónico sea menos intensa.

Un último resultado relevante obtenido en esta parte del capitulo 4 está rela-
cionado con la comparación entre la emisión armónica absoluta y la emisión
armónica relativa, definida como la emisión del dímero normalizada por la
emisión de un dímero equivalente de partículas no interaccionantes. Los cálcu-
los realizados revelan que la condición (frecuencia de iluminación y distancia de
gap) de emisión absoluta máxima no coincide necesariamente con la condición
de emisión relativa máxima. Por lo tanto, a la hora de diseñar un dispositivo
nanoplasmónico de generación de armónicos es importante diferenciar clara-
mente cuál es la emisión que se necesita maximizar (absoluta o relativa).

El uso de una metodología rigurosamente cuántica en el capítulo 4 nos ha
permitido demostrar la posibilidad de controlar de forma activa la emisión de
luz a frecuencias armónicas pares. Además, la sintonización de la frecuencia
armónica con la resonancia plasmónica del sistema produce un fuerte aumento
en la eficiencia de la emisión. Finalmente nuestro estudio revela que para
dímeros separados por gaps pequeños la respuesta no-lineal cambia en función
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de la distancia del gap con tres regímenes bien diferenciados. Para distancias
relativamente grandes, el aumento de la emisión armónica viene dominado por
el aumento del campo cercano. Para distancias donde el efecto túnel cobra
importancia observamos que las corrientes no-lineales dominan e incrementan
fuertemente la emisión. Por último, cuando el gap se reduce por debajo de los
≈ 2− 4 Å se produce un fuerte decaimiento de la respuesta óptica no-lineal.

En resumen, el estudio presentado en esta tesis desvela aspectos fundamen-
tales de las propiedades lineales y no-lineales de gaps (sub)nanométricos medi-
ante una combinación de cálculos clásicos y cuánticos basados en metodologías
avanzadas en nanoóptica.
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Introduction

Optics is a very transversal field in physics. In addition to the ongoing research
on the classical and quantum properties of optical fields, light, and in general
electromagnetic (EM) fields, are used in most branches of natural sciences as
a tool to carry out a wide variety of experimental interrogations to matter.
Using light for such a broad research scope is possible because of the many
types of interactions that can take place between light fields and the material
system under study. These light-matter interactions might result in a change
of the properties of the light beam after the interaction takes place, or in the
emission of particles, typically electrons. Similarly, a system that has been
excited non-optically might emit photons when it de-excites to the ground
state. Therefore, understanding the underlying mechanisms of such rich range
of interactions between EM fields and matter is of high relevance.

The object of interest of this thesis is particularly focused on the optical
response of systems of small dimensions. Optical microscopes are one of the
most direct ways to investigate objects that are too small to be observed by the
naked eye, but the capabilities of the techniques necessary to retrieve informa-
tion from microscopic systems exceed imaging. For example, infrared absorp-
tion spectroscopy measures which infrared frequencies of the EM spectrum are
absorbed by a substance, allowing to characterize vibrational fingerprints of
the sample. With this information at hand, it is possible to infer the chemical
composition of the substance.

From micro to nanophotonics

The ability to manipulate and concentrate light at the (sub-)micrometre scale
opens new possibilities to study small physical systems or to miniaturize opto-
electronic devices in progressively smaller regions. To that end, many types of
dielectric microphotonic devices have been developed thanks to the improve-
ments of fabrication processes that allow to engineer structures sustaining the
desired properties to a high degree of precision. One example of such class of
devices are photonic crystals1, which provide a control of the propagation of
light inside a structure by imprinting a periodic pattern in a dielectric that cre-
ates a band structure for photons in a similar way as the position of the atoms
in a crystal determine the electronic energy bands. The photonic energy band
structure can present band gaps that forbid the propagation of certain wave-
lengths in the crystal in all (absolute bandgap) or particular directions. If, for
example, an adequate 1-dimensional defect is created in the photonic crystal,
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the energy band structure is modified in that region so that specific frequencies
corresponding to the band gap can now propagate, thus creating a photonic
waveguide that can be used to design photonic devices. Dielectric photonics
is also an appropriate framework to develop microresonators such as Fabry-
Perot micro pillars, with high quality factors (long-lived photonic states), able
to manipulate and concentrate light very efficiently at very precise frequencies.

Dielectric microphotonic devices can be used to manipulate light and en-
hance light-matter interactions at the micro and submicrometer scale but they
are limited by the diffraction-limit, which establishes that the minimum volume
at which light of wavelength λ can be confined is of the order of (λ/2n)3, where n
is the refractive index of the dielectric. In order to beat the diffraction limit and
to obtain nanometric confinement, Surface Plasmon Polaritons (SPPs) emerge
as a powerful excitation in metals capable of confining light due to the response
of the conduction electrons. A SPP is a resonant electronic density wave that
is excited at metal/dielectric interfaces due to the hybridization of the oscil-
lations of the conduction electrons in the metal (surface plasmons) with EM
fields at visible and near-infrared frequencies. Propagating SPPs are able to
strongly confine optical fields in the region near a flat metal-dielectric interface
extending a few tens of nanometres in the direction normal to the interface.

Furthermore, if a metallic nanoparticle is resonantly excited, the SPP, in
this case called Localized Surface Plasmon Polariton (LSPP), confines the opti-
cal fields induced by the surface charge density oscillations at the metal surface
to a very small volume around the nanoparticle. The resonance wavelength as
well as the distribution of the fields around the nanoparticle can be tailored
by modifying the size, shape and material of the particle or the environment
surrounding the nanoparticle, which is a major advantage for designing the
optical response of plasmonic nanodevices and thus tailor their properties for
eventual applications in nanooptics. The strongly localized fields can be used to
enhance light-matter interactions2,3 beyond the capabilities of dielectric struc-
tures. We describe propagating SPPs and LSPPs in more detail in Secs. I-IV
of this introduction.

The typical sizes of plasmonic nanoparticles (also called optical nanoanten-
nas) are in the range of a few tens to hundreds of nanometres. Many fab-
rication challenges arise in order to create nanoparticles with high control in
their shape, position on a substrate, or composition. Over the last decades
much research activity has focused on improving and exploring new fabrica-
tion techniques, which has allowed to achieve remarkable precision in top-down
fabrication approaches4–6, and large versatility in bottom-up ones7–9.

From a theoretical perspective, a big effort has been devoted to the de-
velopment of theoretical frameworks and computational tools to accurately
solve Maxwell’s equations near metallic nanoparticles for a large variety of
complex nanostructures. Theoretical and computational effort has allowed in
two decades to obtain the response of progressively more complicated objects,
evolving from symmetric objects such as spherical particles and dimers10,11 to
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Figure 1: Examples of different types of light-matter interactions. Schemat-
ics of far-field (left column) and near-field (right column) configurations.
Linear (top row) and nonlinear (bottom row) light-matter interactions are
shown. (a) Far-field configuration presenting a linear interaction where two
pulses of frequency ω1 and ω2 are scattered elastically by a sample and thus,
the resulting light after the interaction has the same frequency as the inci-
dent. (b) Near-field configuration presenting linear light-matter interaction
where a near-field probe is illuminated by light of frequency ω1, which is
elastically scattered. (c) Far-field configuration presenting a nonlinear inter-
action where two pulses of frequency ω1 and ω2 interact with a sample and
the scattered field has components at ω1, ω2 and linear combinations of such
frequencies. (d) Near-field configuration presenting a nonlinear interaction
where a near-field probe is illuminated by a pulse of frequency ω1 and the

scattered field has components at ω1 and multiples such frequency.

much more complex interacting objects showing extreme geometries and large
number of particles12,13.

With such large number of systems under study, it is not surprising that
light-matter interactions can be analysed and organized according to different
criteria. We emphasize in Fig. 1 two of those criteria that will be of particular
relevance in this thesis: whether the interaction between light and matter is
linear or nonlinear and, whether the process under study relies on the far-field
or near-field response.
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Linear and nonlinear light matter interactions

When light with electric field E(t) illuminates a material, both bounded and
conduction charges of the latter, oscillate as a response to the electric field
and create a microscopic polarization, P(t), which in the lowest linear order of
approximation takes the form

P(t) = χE(t) , (1)

where χ is the dielectric susceptibility of the material that for simplification
we assume as an scalar factor independent of the spectrum of the incoming
light (a more complex χ is discussed in Ch. 4). The assumption that the po-
larizability of the material is proportional to the first power of the electric field
corresponds to the approximation that the light-matter interaction is linear. If
the system is illuminated by two lasers of different frequency ω1 and ω2 and
with corresponding electric field amplitude E1 and E2 (see Fig. 1a), Eq. (1) is
transformed into

P(t) = χE1 cos(ω1t) + χE2 cos(ω2t) , (2)

which indicates that the material responds separately to each frequency. These
components of the microscopic polarization scatter light at the initial frequen-
cies ω1 and ω2, but not at any new frequency, as sketched in Fig. 1a.

The linear approximation in Eq. (1) can be extended to higher order con-
tributions to the microscopic polarization, where higher powers of the electric
field need to be considered14:

P(t) = χE(t) + χ(2)E2(t) + χ(3)E3(t) + . . . , (3)

where χ is the linear dielectric susceptibility as in Eq. (1) and χ(n) are the
nonlinear dielectric susceptibilities of order n = 2, 3, ... (assuming again that
they are independent of the spectrum of the incoming light). As the nonlinear
order increases, the associated contribution to the total polarization decreases
rapidly, so that very intense EM fields are needed to trigger a noticeable non-
linear response. These nonlinearities give rise to a wide variety of phenomena
that are extensively studied and exploited in optics14.

Figure 1c sketches a typical nonlinear process that can take place when a
material is illuminated with light at two different frequencies ω1 and ω2. The
nonlinear response in Eq. (3) mixes the illumination frequencies and produces
a polarization which shows oscillations at a linear combination of all the fre-
quencies involved. To illustrate the origin of the combination of frequencies let
us assume that the material is illuminated by a z-polarized optical field whose
electric field can be expressed as:

E(t) =
(
E1 cos(ω1t) + E2 cos(ω2t)

)
êz , (4)
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where êz is the unit length vector along the z-direction.
Inserting Eq. (4) into Eq. (3) and focusing only on the nonlinear term of

order n = 2 one obtains that the z-component of the polarization can be
expressed as:

P(2)
z (t) = χ(2)

(
E2

1 cos2(ω1t) + E2
2 cos2(ω2t) + 2E1E2 cos(ω1t) cos(ω2t)

)
= χ(2)

(
E2

1

1

2

[
1 + cos(2ω1t)

]
+ E2

2

1

2

[
1 + cos(2ω2t)

)
]

+E2
1E

2
2

[
cos((ω1 − ω2)t) cos((ω1 + ω2)t)

])
,

(5)

that is, we obtain contributions at 2ω1 and 2ω2 from the first two terms (sec-
ond harmonic generation) and a contribution that oscillates at the sum and
difference of frequencies, ω1 + ω2 and ω1 − ω2. These terms in combination
with the linear ones previously outlined, and those coming from higher orders
of χ(n) add up to create the total polarization of the material. Thus, nonlinear
light-matter interactions can generate oscillations of the polarization at a large
variety of frequencies corresponding to |`ω1 ±mω2|, where `+m are equal to
the maximum nonlinear order n considered for the response χ(n).

Far-field and near-field mediated interactions

Let us explore next the differences between far-field and near-field optical re-
sponses. In far-field optical processes the excitation of the material as well as
the detection of the scattered/emitted light from the material is carried out
far (tens of wavelengths to centimetres/metres away) from the sample. If the
material under study is composed by many constituents (different plasmonic
nanoparticles or a gas of molecules for example), the constituents are assumed
to be well separated so that the main interaction between them consists of
long-range dipolar interactions mediated by propagating EM fields. Figure 1a,c
sketches typical linear and nonlinear far-field processes. Traditional telescopes,
optical microscopes and standard spectroscopy, among others, are instruments
and techniques that relay on the far field.

On the other hand, in optical processes mediated by the near field, the
constituents of the sample under study are located close enough to be sensitive
to short-range interactions mediated by induced evanescent fields. Notice that
in applications that rely on the near field, the sample can be excited from the far
field and, after the near-field interaction, the scattered fields can be collected
in the far field. In this situation, however, the signal scattered can not be
explained without taking into account the near-field light-matter interaction.

In this thesis we are interested in the study of fundamental far-field and
near-field properties of LSPPs, in both the linear and nonlinear regimes. Usu-
ally, plasmonic systems are theoretically studied by solving classical Maxwell’s
equations, an approach valid to describe many nanoscale systems in optics.
However, recent developments in fabrication and experimental techniques have
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allowed to place plasmonic nanoparticles in extremely close proximity so that
quantum processes such as nonlocal dynamical screening15–20 and quantum
tunneling16,21–26 can have an influence in the response of the system. In those
cases, the classical framework is not valid anymore and semiclassical or full
quantum-mechanical frameworks need to be employed to correctly account for
all the details of the optical response. In this thesis we focus on how electron
tunneling across sub-nanometric gaps modifies the linear and nonlinear optical
response of plasmonic cavities, and how harmonic light emission can be actively
controlled.

In the following sections of this introduction we review the basic properties
of plasmon resonances, as the main building block of the results of this thesis.

I Surface plasmon polaritons

As we have just described, SPPs are resonances that emerge at metal/dielectric
interfaces due to the hybridization of the electromagnetic field with the elec-
tronic density of the metal27,28. One option to study the properties of SPP
resonances is to model the metal using a dielectric permittivity obtained ex-
perimentally. On the other hand, a very common approach that allows to
understand the main physical phenomena while maintaining good accuracy for
energies below d-band excitations (particularly in infrared spectrum) is to use
the Drude model, which describes the conduction electrons of the metal as a
non-interacting free electron gas. The frequency-dependent relative dielectric
permittivity of a metal, εm(ω), within the Drude model is expressed as:

εm(ω) = ε∞ −
ω2
p

ω(ω + iγp)
, (6)

where γp is the damping coefficient that accounts for the losses in the metal,
ε∞ is the background screening that accounts phenomenologically for the po-
larisability of bounded d-electrons (the damping related to these contributions
is not included in the Drude model) and ωp is the plasma frequency of the
metal, which is defined as:

ωp =

√
ne2

ε0me
, (7)

with n being the electronic density of the metal, e the electron charge, ε0 the
dielectric permittivity of vacuum and me the effective electron mass.

It can be shown that, if a planar metal/dielectric interface is illuminated
by a monochromatic plane wave, the continuity of the electromagnetic field at
the interface leads to a dispersion relation for the component parallel to the



I. Surface plasmon polaritons 7

1 2 3
k (×106 m−1)

0.2

0.3
ω
/ω

p

ωSPP/ωp

ω
=
ck kSPP

a)

a

kSPP

θ
k

b)

Figure 2: (a) Dispersion relation of propagating SPP (red line) at a
gold/vacuum interface. The gold is modelled within the Drude model
(Eq. (6)) with parameters29 ωp = 9.06 eV, γp = 0.07 eV and ε∞ = 9.84 eV
and the vacuum relative permittivity is εd = 1. The light cone is represented
as a black dashed line and the horizontal black line marks the SPP frequency,
which satisfies εm(ωSPP) = −εd. (b) Sketch of a metal/dielectric interface
where a propagating SPP is being excited thanks to a grating of periodic-
ity a imprinted on the metal. The grating is illuminated by a planewave
with wave-vector k at an angle θ with respect to the direction normal to the

surface.

metal/dielectric interface of the wave-vector of the propagating SPP27,28:

kSPP =

√
εm(ω)εd
εm(ω) + εd

ω

c
. (8)

Here εd is the relative permittivity of the dielectric, c is the speed of light in
vacuum and k = ω/c is the electromagnetic plasmon wave-vector in vacuum.

Figure 2a shows the dispersion relation (Eq. (8)) of a propagating SPP
(red line) in a gold/vacuum planar interface. The gold is modelled within the
Drude model (Eq. (6)) with parameters29 ωp = 9.06 eV, γp = 0.07 eV and
ε∞ = 9.84 eV. The black dashed line is the light cone, which represents the
dispersion relation of a plane wave of frequency ω propagating in vacuum. For
small energies (small ω), the SPP dispersion line follows very closely the light
cone but, as the energy increases kSPP strongly deviates from the light cone
towards the asymptote at ωSPP, which produces a large mismatch between the
illumination wave-vector and kSPP. Finally, the solid black line marks the so
called SPP frequency, ωSPP, that is defined as the frequency for which the
denominator on the right-hand side of Eq. (8) is zero (εm(ωSPP) = −1 in our
case). An advantage of a SPP wave-vector component parallel to the interface
much larger than the light cone is that strongly evanescent fields are generated
at the interface, in the direction perpendicular to the surface.

To excite a propagating SPP, the component of the illumination wave-vector
parallel to the interface should be equal to kSPP. However, Eq. (8) and Fig. 2a
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Figure 3: Properties of LSPs. Optical response of a gold nanosphere of di-
ameter D = 100 nm. (a) The nanoparticle is illuminated along the direction
k by linearly polarized light with amplitude E0. The direction of propagation
(k) and the polarization are given by the red and black arrows respectively.
(b) Extinction cross-section σext as a function of the illumination wavelength
λ. (c) Surface charge distribution of the Dipolar Plasmon (DP) mode orthog-
onally projection onto the x = 0 plane. (d) Near-field enhancement (|E/E0|)

at the wavelength of the resonance, λDP = 521 nm.

show that, for any given frequency, the wave-vector of a propagating SPP is
larger than that of an electromagnetic wave propagating on the dielectric ma-
terial (vacuum in this case). Therefore, propagating SPPs cannot be excited
by direct illumination of a flat metal/dielectric interface (assuming that this
is the only flat interface in the system30,31). One way to provide the extra
momentum that is needed to launch a propagating SPP is presented in Fig. 2b.
A grating with periodicity a is patterned on the metal surface, such that it
provides the extra momentum, a/2π, that is needed to match the illumina-
tion and SPP wave-vectors. A propagating SPP is excited when the grating
is illuminated at an incidence angle, θ, with respect to the normal direction
such that the component of the k-vector parallel to the metal surface satisfies
k sin(θ) +m(a/2π) = kSPP, where m is and integer.

Contrary to propagating SPPs, the Localized Surface Plasmons (LSPs)
(commonly used short-hand notation for LSPPs) that are supported by small
nanoparticles can be excited in a straightforward manner by direct illumina-
tion. Figure 3 shows different aspects of the optical response of a gold spherical
nanoparticle of diameter D = 100 nm. In this and following figures of the in-
troduction we use the experimental permittivity of gold32 and the Boundary
Element Method (BEM) as a Maxwell’s equations solver10,33,34 to obtain the
results. The nanoparticle is illuminated by a plane wave propagating in the x-
direction and polarized along the z-direction, as sketched in Fig. 3a. Figure 3b
shows the extinction cross section as a function of the wavelength of the incom-
ing field. The resonance located at λDP = 521 nm is the Dipolar Plasmon (DP)
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mode of the sphere, as confirmed by the surface charge distribution obtained
when illuminating the spherical nanoparticle at λDP, as shown in Fig. 3c. In
the plot we use an orthogonal projection in which each point on the x > 0
hemisphere surface of the particle is projected onto the x = 0 plane using a
line orthogonal to this plane. A clear dipolar pattern can be observed with
charges of opposite sign at the top and bottom hemispheres of the nanoparticle
(red positive charges and blue negative ones). These charges oscillate reso-
nantly at the frequency of the illumination. The near-field enhancement map
(total field amplitude at each point normalized to the amplitude of the incident
field, |E/E0|) associated to this mode is plotted in Fig. 3d. A large enhance-
ment and strong localization of the near-fields around the nanoparticle can be
clearly observed. Importantly, the near fields are localized into a region much
smaller than the wavelength of the excitation source. In the example plotted
in Fig. 3d we can observe that the regions of strong fields extends a few tens
of nanometres around the nanoparticle. Much larger localization is possible
for smaller particles and for optimized structures such as the dimers discussed
below.

To gain further insight, we consider the case of a metallic sphere with per-
mittivity εm(ω) embedded in a dielectric medium εd. The radius R of the
sphere is much smaller than the wavelength of light (R << λ). For such small
sphere, the response can be calculated analytically using the dipolar approx-
imation within the so-called electrostatic approximation. The dipole moment
induced at the nanoparticle by a homogeneous electric field E0 can be obtained
from the nanoparticle’s polarisability28, α, as:

p = εdαE0 , (9)

where α is given by

α = 4πε0R
3 εm(ω)− εd
εm(ω) + 2εd

. (10)

The DP resonance is excited for a frequency ωDP that satisfies the condition
εm(ωDP ) = −2εd. If the metal is modelled as a lossless Drude metal without
background screening, γp = 0 and ε∞ = 1, in Eq. (6), we obtain

ωDP =
ωp√

1 + 2εd
. (11)

If the surrounding medium is vacuum (εd = 1), ωDP in Eq. (11) becomes
ωDP = ωp/

√
3, which is valid for perfect Drude-like metals but is not a complete

description for some of the most typical plasmonic materials such as gold (Au)
and silver (Ag) in the visible range of the spectrum. In the case of gold29, which
has a plasma frequency ωp ≈ 9 eV, Eq. (11) predicts that the DP wavelength
would be at λAu ≈ 240 nm while the experimental value is at λAu ≈ 520 nm.
The reason for this discrepancy is that the description neglects the effect of
the background polarisability of bound d-electrons and the damping of the
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material to obtain Eq. (11). When the background polarisability of d-electrons
is included the optical properties of noble-metal particles are well reproduced.

The discussion so far has been centred in spherical particles, but the two
key characteristics observed in Fig. 3 qualitatively hold for nanoparticles of
arbitrary shape. Plasmonic resonances of generally present sub-wavelength lo-
calization and strong near-field enhancements. On the other hand, the exact
resonance frequency of the plasmon modes and distribution of the near field of
such resonances depends strongly on the material, the shape of the nanopar-
ticle and the dielectric response of the surrounding medium35,36. This great
tunnability of the plasmon properties is a key reason why plasmonic nanopar-
ticles are so relevant in nanophotonics. The ability to tune the resonances of a
nanosystem allows to engineer the optical properties at the nanoscale, tailoring
them for specific technological purposes where photonic modes are needed

Much research has been carried out in the last decades in the understand-
ing of these LSP resonances and in the development of techniques to fabricate,
characterize and exploit plasmonic nanoparticles3,8,37. A system of particular
interest consists of two nanoparticles that are positioned in close proximity,
where the interaction between the modes of each nanoparticle gives rise to new
hybridized plasmonic modes. These coupled plasmonic modes further local-
ize and enhance the near field between the nanoparticles. The present thesis
focuses on the study of linear and nonlinear properties of coupled plasmonic
particles forming extremely (nanometre and subnanometre) narrow gaps be-
tween their surfaces. Thus, we describe next the main properties of dimers of
metallic nanoparticles.

II Bonding plasmon resonances

When two nanoparticles are set in close proximity, the Coulomb interaction
between the charges associated to the LSP modes of both particles produces
a hybridization of the modes forming Bonding Plasmon (BP) resonances (and
anti-Bonding Plasmon resonances) in a similar way as atomic orbitals hybridize
when forming a molecule38–40. The situation where there is no electron transfer
between the nanoparticles and Coulomb forces dominate the interaction is often
described as a capacitive regime, which we describe below. Otherwise, in the
conductive regime, electrons can flow from one particle to the other. The
conductive regime is explained in detail in Sec. III.

Plasmonic dimers have stimulated intense research due to their advantages
over single nanoparticles. The accumulation of charges at facing metallic sur-
faces across the gap leads to a significant increase of the localization and
enhancement of the near field in the gap region in comparison to the single
nanoparticle case41,42. In addition, the strong Coulomb interaction between
these charges shifts the spectral position of the BP resonances, making them
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Figure 4: Properties of BDPs. Optical response of a dimer of gold spheres
of diameter D = 100 nm. (a) Scheme of the dimer illuminated by a plane
wave propagating along the x-axis, polarized along the dimer axis and with
amplitude E0 and momentum k. (b) Extinction cross-section σext and
(c) near-field enhancement |E/E0| at the centre of the gap as a function
of wavelength, λ, and gap distance, dgap. (d) Spectrum of the optical re-
sponse of the dimer for dgap = 5 nm. The spectrum corresponds to the white
dashed line in (b). (e) Orthogonal projection of the surface charge distribu-
tion on the dimer at the BDP wavelength and (f) near-field enhancement at

dgap = 5 nm and λ = 586 nm corresponding to the BDP in (d).

very sensitive to the gap separation distance16,43. These properties allow opti-
mizing the response of single molecules deposited at the gap between particles2,
thus sensing minuscule amounts of substances6 or boosting nonlinear effects44.

Figure 4 illustrates the sensitivity of the plasmonic response to the sep-
aration between the nanoparticles, dgap. As sketched in Fig. 4a, a dimer of
gold spheres of diameter D = 100 nm is illuminated by a plane-wave that
propagates along the x-axis with momentum k and with field amplitude E0

polarized along the dimer axis (z-axis). In Fig. 4b we plot the evolution of
the extinction cross-section σext as the gap between the spheres is closed from
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dgap = 100 nm to dgap = 1 nm. σext presents one peak which corresponds to
the Bonding Dipolar Plasmon (BDP), a resonance that is a consequence of the
hybridization of the DPs of each nanoparticle38–40. The extinction cross-section
σext in Fig. 4b shows how, as the gap is closed, the resonance wavelength of
the BDP shifts to larger wavelengths (redshifts) and the resonance increase its
intensity. For very narrow gaps, a small variation on the gap width produces
a large change in the resonance wavelength (notice that the dgap-axis is set in
logarithmic scale).

In Fig. 4c we plot the field enhancement, |E/E0|, at the centre of the gap
(x = y = z = 0 nm) for the same wavelengths and gap distances. The redshift
of the BDP mode as the gap is closed can again be observed. Furthermore,
we observe that the field enhancement at the BDP wavelength grows 2 or-
ders of magnitude from dgap = 100 nm to dgap = 1 nm, reaching values of
|E/E0| ∼ 580.

To clearly observe the properties of the BDP we calculate next the surface
charge distribution and the near-field enhancement around the nanoparticles for
a separation distance dgap = 5 nm. Figure 4d shows the extinction cross-section
of the dimer for this separation (white dashed line in Fig. 4b). The spectrum
is characterized by the BDP resonance centred at a wavelength λ = 586 nm.
In Fig. 4e we plot an orthogonal projection of the surface charge distribution
associated to the BDP. Both spheres present a dipolar pattern with charges
of opposite sign accumulated at the top/bottom hemisphere. However, if we
compare these results with the charge distribution of a single sphere in Fig. 3c,
we observe the increased localization of charges of opposite sign at the gap
surface regions. The resulting strong increase in the near-field enhancement
and efficient localization of the fields in the gap region is verified in the near-
field enhancement map of Fig. 4f.

The BDP is a key resonance in nanooptics as it often emerges in many
architectures which show metallic gaps. On top of structures fabricated using
lithography and particles united by molecular linkers that exhibit this kind of
junctions, scanning probe microscopies, such as tunneling microscopy, often
generate metallic cavities where BDPs are formed at the gaps, assisting in
enhanced microscopy and spectroscopy. For this reason, the BDP is often
referred as a “gap plasmon”.

III Charge-transfer plasmon resonances

When electric charges can be transferred between two nanoparticles forming
a dimer, Charge Transfer Plasmon (CTP) modes can be excited. CTPs are
present, for example in particles at physical contact in a merging process.
However, CTPs can also be excited if the particles are well separated but
electrons can still flow from one particle to another due to other means of
transport, for example through a conductive molecular layer formed between
the nanoparticles45,46, or via electron tunneling through the gap21,22.
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Figure 5: Properties of the CTP. Classical optical response of a dimer of
gold spheres of diameter D = 100 nm. The spheres are electrically connected
with a material of variable conductivity. (a) Schematics of the connected
dimer illuminated by a plane-wave travelling along the x-axis and polarized
along the dimer symmetry axis. (b) Extinction cross-section σext as a func-
tion of wavelength and conductivity of the material placed at the gap, given
as a percentage of the conductivity of gold. (c) Orthogonal projection on
the x = 0 plane of the surface charge distribution of the dipolar CTP for a
conductance of the interparticle material σ = 0.5σAu and λ = 1522 nm. The
white dot in (b) marks the (σ, λ) point where the surface charge map in (c)

has been calculated.

The spectral position of CTPs is very sensitive to the properties of the
charge transfer channel. Contrary to BPs, each nanoparticle forming the dimer
gets net charge due to the electrons that are transferred between the parti-
cles back and forth at each optical cycle. We first follow closely the work of
O. Pérez-González and co-workers45 to study how a conductive junction linking
two metallic nanoparticles modifies the optical response of the system. Figure 5
shows the optical response of a dimer of gold spherical particles of diameter
D = 100 nm, with a gap distance dgap = 4 nm and being joined by a metallic
cylinder of R = 7 nm that is placed at the centre of the gap and contacts the
two particles (Fig. 5a). The dimer is illuminated by a plane wave that prop-
agates along the x-axis and that is polarized along the dimer symmetry axis
(z-axis). We vary the conductivity σ of the linking cylinder to study the effect
of electron transfer on the optical response of the dimer. The conductivity
is calculated as a percentage of the conductivity of gold using Eq. (A.11) of
Appendix A, and the experimental permittivity of Ref. [32]. Figure 5b shows
the extinction cross-section of the dimer as we increase the conductivity of the
metallic junction from σ(ω) = 0 (top of the figure) to the value of the conduc-
tivity of gold σ(ω) = σAu(ω) (bottom of the figure). Initially, the conductivity
of the junction is approximately 0 and, consistent with the results of the pre-
vious section, only the BDP is excited around λ ∼ 600 nm. As we increase the
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conductivity the charges accumulated at the metallic surfaces of the gap get
screened and, thus, the BDP weakens and slightly blueshifts due to the weaker
Coulomb interaction. When the conductivity of the junction increases to the
point where it allows enough electrons to flow between the nanoparticles (in our
case σ ≈ 0.15σAu) the lowest-order CTP is excited at large wavelengths. With
further increasing of the conductivity of the junction, this low-energy CTP res-
onance blueshifts until it saturates to the λ ∼ 1380 nm DP wavelength of the
gold dumbbell structure, which is obtained when the gap cylinder is made of
gold.

The charge distribution in Fig. 5c demonstrates that when exciting the CTP
each nanoparticle acquires net charge. We plot the surface charge density of the
lowest-energy CTP when the conductivity of the junction is σ(ω) = 0.5σAu(ω)
(condition marked as a white dot in Fig. 5b). A dipolar pattern in the charge
distribution is observed with the top and bottom spheres exhibiting opposite
net charge.

Figure 5 considers the behaviour of CTPs in the theoretical case in which
the conductivity of the junction is increased continuously. However, the results
are general and can be used to understand realistic experimental situations
where a generic change of conductivity is produced. For example, if conductive
molecules are placed at the gap, the number of molecules would determine the
effective conductivity and therefore the position and strength of the lowest-
energy CTP46,47.

Another situation in which charge can be transferred between two nanopar-
ticles is when they reach physical contact. Figure 6 shows the classical op-
tical response of a dimer of D = 100 nm gold spheres as the gap separating
them is closed from the capacitive regime dgap > 0 to the conductive regime
dgap < 0. Negative dgap means that the centres of the spheres are separated
by 2R − |dgap| and therefore are physically touching. Figure 6a illustrates the
geometry, which is illuminated by a plane wave polarized along the dimer’s sym-
metry axis (z-axis). We notice that for dgap . 0.5 nm electron tunneling might
also affect the optical response but we focus here in the classical prediction
leaving the treatment of this quantum effect for Sec. IV. Figure 6b shows the
extinction cross-section as a function of gap distance (dgap) and wavelength (λ),
where the results for dgap > 1 nm repeat the values already shown in Fig. 4b.
For smaller but positive distances the redshift is more pronounced, diverging
as the gap vanishes. Furthermore, for the smallest separations, along with the
BDP, a higher-order BP is clearly observed at smaller λ, which also redshifts
for closing dgap.

For negative dgap we find a set of CTP modes that strongly blueshift as
the merging process takes place. For perfect spheres, the contact point at
dgap = 0 nm is 0-dimensional so that charges cannot yet be transferred. As
the distance, dgap, is further reduced the contact area between the particles
increases rapidly enabling the transport of charges across the contact region,
therefore producing the strong blueshift. In the classical calculations described



III. Charge-transfer plasmon resonances 15

k

E0

x

z y

− 0 +

σsurf (arb. units)

400 800 1200 1600

λ (nm)

−5

0

5

d
g
a
p

(n
m

)

BDP

CTP

a)

b)

d)

6

12

18

24

σext (nm2) (×104)

400 800 1200 1600

λ (nm)

0.1

0.5

1.0

d
g
a
p

(n
m

)

c)

BDP

≤ 102

103

≥ 104

|E/E0|

Figure 6: Properties of a merging dimer. Classical optical response of a
merging dimer of gold spheres of diameter D = 100 nm. (a) Schematics of
an overlapping dimer illuminated by a plane-wave travelling along the x-axis
and polarized along the dimer symmetry axis. (b) Extinction cross-section
σext as a function of wavelength and separation distance (for dgap ≥ 0.1 nm
and dgap ≤ −0.1 nm). (c) Near-field enhancement |E/E0| at the centre of
the gap for very small positive gaps (0.1 ≤ dgap ≤ 1.0 nm) (d) Orthogonal
projection on the x = 0 plane of the surface charge distribution of the dipolar
CTP for dgap = −2 nm and λ = 1100 nm. The white dot in (b) marks the

point where the surface charge map in (d) has been calculated.

here the electrons cannot cross the gap before contact, even for vanishing
distances, and thus the transition from bonding to charge-transfer modes is
discontinuous42. In Fig. 6d the surface charge distribution of the lowest-energy
CTP at dgap = −2 nm and λ = 1100 nm (white dot in Fig. 6b) demonstrates
that the mode has the same dipolar character as in the previous case of a
conductive bridge (Fig. 5c).

For completeness, we plot in Fig. 6c the near-field enhancement in the centre
of the gap, focusing on the case of ultra-narrow gaps, 0.1 nm ≤ dgap ≤ 1 nm.
We observe that the near-field enhancement at the BDP resonance wavelength
continuously grows as the gap is closed finding the strongest fields for the small-
est dgap. We discuss in the next section how this unrealistic field enhancement
is quenched by the emergence of tunneling of electrons across the gap.
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IV Effect of electron tunneling on the plasmonic
response

The classical formalism used to obtain the optical response of a plasmonic dimer
in Fig. 4 is appropriate to reproduce the physics of interacting plasmonic sys-
tems typically used in experimental situations, where the metallic particles
are separated by distances of several nanometres. However, when plasmonic
nanoparticles are separated by ultra-narrow gaps, smaller than ∼ 0.5 nm, the
quantum nature of the electrons in the metal becomes relevant and requires a
more sophisticated treatment. For example, in the classical results in Fig. 6b
we observed an unphysical divergence of the resonant frequency of both the
BDP and the lowest-energy CTP close to dgap = 0 nm. However, following the
quantum nature of electrons in a gap, where the Fermi levels of both particles
are shifted by the optical potential acting at the gap, at ultra-narrow gaps,
dgap ≤ 0.5 nm, a tunneling current will be established between the nanopar-
ticles. We discussed in Sec. III how charge transfer can strongly affect the
plasmonic response, and thus one can expect tunneling to have a similar im-
pact.

More in detail, in a classical formalism the boundary that separates the
metal and the surrounding material is perfectly defined and the electrons are
completely bounded by it to be inside the particle. Therefore, it is impossible
that charge transfer occurs before physical contact of the nanoparticles if no
conducting material is placed at the gap. In a quantum mechanical description
of the electron gas, the electrons of each sphere are not tightly bounded by any
well-defined boundary (given for example by the outermost atoms that form the
particle) and the electrons show a finite probability to be found outside, as the
electron wave-function decays gradually. When the gap separating a plasmonic
dimer reaches subnanometric distances, the electronic clouds of each individual
nanoparticle can slightly overlap and electrons can tunnel through the gap
during each half of the optical period in one and another direction. Therefore,
tunnelling can occur at optical frequencies21–23, enabling the formation of CTPs
before physical contact. Quantum tunneling thus play a similar role as the
conductive junctions shown in Fig. 5.

To illustrate how the gap distance between the nanoparticles affects the
tunneling currents let us assume the simple Wentzel-Kramers-Brillouin (WKB)
model21,48,49 to describe the tunneling probability of an electronic wavefunc-
tion across a square potential barrier of fixed height φ0. Within the WKB
approximation the tunneling probability, T, follows an exponential decay with
the width of the potential barrier (dgap) i.e. T(dgap) ∝ exp(−dgap/δ), where δ
is a decay length that depends on the barrier height and the energy of the wave-
function. Figure 7b shows the normalized tunneling probability as a function
of gap distance for two semi-infinite gold planes. The exponential behaviour of
T (dgap) with the gap separation implies that once the plasmonic dimer enters
into the tunneling regime i.e. for a distance such that dgap/δ ∼ 1, the electron
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Figure 7: Optical response of a dimer when electron tunneling is consid-
ered. The dimer is formed by two gold spheres of diameter D = 100 nm
separated by a gap dgap. Once dgap is reduced bellow 0.5 nm the
Quantum Corrected Model (QCM) is used to describe electron tunneling.
(a) Schematics of the dimer in the tunneling regime. The incident electro-
magnetic plane-wave is travelling along the x-axis and it is polarized along
the dimer symmetry axis (z-axis). The red cylinder between the spheres
corresponds to the effective material within the QCM. (b) Normalized tun-
neling probability, T, as a function of the separation distance for two gold
semi-infinite planes. (c) Extinction cross-section σext as a function of wave-
length and gap distance dgap of the dimer system. The white dot in (c)
marks the point where the surface charge map in (e) has been calculated.
(d) Near-field enhancement at the centre of the gap, |E/E0|, as a function of
wavelength and gap distance dgap. (e) Orthogonal projection on the x = 0
plane of the surface charge distribution of the dipolar CTP for wavelength

λ = 1900 nm and dgap = 0.025 nm.
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current is very sensitive to dgap and grows rapidly as the gap is closed. For
these ultra-narrow, positive, gap distances CTPs can be excited.

Figure 7 shows the evolution of the optical response of a dimer of gold
spheres of diameter D = 100 nm as the gap is closed when the possi-
bility of electron transfer is considered. We focus on ultra-narrow gaps
−1 nm ≤ dgap ≤ 1 nm, where the coupling in the dimer changes from capaci-
tive, dgap & 0.5 nm (negligible charge transfer), to conductive, dgap . 0.5 nm
(charge transfer plays a key role). For the latter, the electron transfer can orig-
inate from tunneling (dgap > 0 nm) or from the conductivity at the physical
contact of the two nanoparticles (dgap ≤ 0 nm). Tunneling can be included
using the Quantum Corrected Model (QCM), according to which an effective
conductive material (in red in Fig. 7a) is placed at the gap to effectively account
for the tunneling conductivity (the QCM is explained in detail in Sec. 1.1).

The extinction cross-section as a function of the gap distance dgap and
wavelength λ is plotted in Fig. 7c. For dgap & 0.5 nm we observe the same
classical response as in Fig. 6b, with BPs redshifting as the gap closes. Once
the gap distance is reduced to the distances where electrons can tunnel across
the gap (dgap . 0.4 nm), the charges accumulated at the dimer’s gap surfaces
diminish (screening) and the BPs fade away for dgap ∼ 0.3nm. The BDP
peak at this distance is found at ∼ 770 nm, giving a maximum redshift of
λBDP(dgap = 0.3 nm) − λBDP(dgap = 100 nm) ∼ 250 nm. As the distance
is further reduced, the tunneling current becomes strong enough and CTPs
emerge before physical contact. Notably, in contrast to classical calculations,
the high-order CTP emerges around dgap ≈ 0.2 nm and λ ≈ 720 nm and the
lowest-order CTP can be excited at dgap ≈ 0.025 nm and λ ≈ 1900 nm. We
will describe in Ch. 2 how the lowest-order CTP can appear for larger dgap

for specific gap geometries. As the conduction across the gap becomes larger,
similarly to the results shown in Fig. 5b and Fig. 6b, the CTPs blueshift,
without discontinuity at dgap = 0 nm (in contrast to the results of the classical
calculation in Fig. 6b).

Furthermore, Fig. 7d shows that electron tunneling also strongly affects the
near-field enhancement at the gap. The decrease of the accumulation of surface
charge density at opposite surfaces across the gap screens the near field, which
decreases from a maximum value at the BDP wavelength of |E/E0| ≈ 2550 at
dgap = 0.3 to |E/E0| ≈ 74 at dgap = 0.15 nm.

To demonstrate the transfer of charge via quantum tunneling for positive
distances, Fig. 7e shows the surface charge density of the lowest-energy CTP
for a separation of dgap = 0.025 nm and wavelength λ = 1900 nm. This mode
displays a dipolar charge distribution with the top sphere charged positively
and the bottom sphere negatively, in a similar manner as in the case of the
linked dimer in Fig. 5b, where the nanoparticles were electrically connected.

The role of conductance in a metallic gap, particularly the role of tunneling,
in the response of plasmonic systems with narrow gaps has been emphasized
in this introduction. Typical plasmonic set-ups are designed to maximize the
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near-field in the gap region, thus the quenching of |E/E0| due to tunneling
(Fig. 7d) could be perceived as a major disadvantage. On the other hand,
tunneling may be beneficial in many other applications. For example, the
sensitivity of tunneling to the details of the potential barrier between particles
may find applications for new sensing schemes. Furthermore, the dependence
of the tunneling barrier on the application of an intense laser, an electrical bias,
or a polarization field, introduces nonlinearities that can be advantageous in
the design of novel optoelectronic devices.

The main objective of this thesis is to study how the properties of the
tunneling gap influence the linear and nonlinear optical response of plasmonic
nanocavities. After introducing in Ch. 1 the theoretical formalisms that are
used throughout the thesis to perform the calculations, in Ch. 2 we investigate
how the morphology of the gap can strongly influence the linear optical re-
sponse of plasmonic gap antennas. In Ch. 3 we study the influence of tunneling
in the linear plasmonic response of metamolecules that sustain a wide variety
of non-conventional resonances as well as the effect of gap morphology in the
tunability of linear chains of plasmonic nanoparticles as examples of more com-
plex interacting plasmonic systems. Finally, in Ch. 4, we study the effect of
tunneling in the nonlinear response of plasmonic gaps, relevant for situations
of intense incident fields. The active control of the nonlinear response thanks
to the application of DC polarizing fields is also analysed in this last chapter.
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Chapter 1

Theoretical Methods

1.1 Semiclassical optical response in plasmonic
gaps: the Quantum Corrected Model
(QCM)

In principle, only fully quantum mechanical methods can wholly address the
optical response of nanostructures by properly considering nonlocal effects and
electron tunneling across subnanometric interparticle gaps. We consider one of
the most extended quantum mechanical frameworks to tackle these effects, the
Time-Dependent Density Functional Theory (TDDFT), in Sec. 1.2. However,
as a result of the computational cost, full ab-initio methods are limited to small
systems composed by a maximum of a few thousands of electrons. Typical sizes
of experimental plasmonic nanostructures range from tens of nanometers to mi-
crometers, thus being often much larger than the systems that can be treated
ab-initio. Nonlocality has been addressed within some approximated models
such as the hydrodynamic approach17–20,50–52 that allows to tackle large plas-
monic systems, but these types of models do not incorporate electron tunneling
between particles that can completely alter the response. Therefore, it is de-
sirable to develop a simple model that can incorporate the effect of tunneling
in plasmonic systems.

The Quantum Corrected Model (QCM)24,53,54 is a semiclassical model, de-
veloped by the Theory of Nanophotonics Group in San Sebastián in close collab-
oration with A.G. Borisov and D.C. Marinica from the Approches théoriques en
dynamique quantique group at the Institut des Sciences Moléculaires d’Orsay,
in which the effect of electron tunneling in the optical response is introduced
by means of an effective conductive material placed in the subnanometric gap.
This effective material is built using the tunneling conductivity obtained from
full quantum mechanical calculations for a much simpler system. During the
last few years, the QCM has proven its validity in both theoretical24–26,55 and
experimental studies21–23, gaining broad acceptance in the plasmonic commu-
nity. During this thesis, we implemented the QCM to describe the far-field and
near-field optical response of cylindrically symmetric gap-antennas with faceted
gaps (Ch. 2) and of trimer metamolecules (Sec. 3.1) to study how tunneling
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affects the plasmonic response of different types of modes (magnetic, electric,
dark and cavity modes)23,55. We describe the QCM in detail in the following.

1.1.1 QCM for Drude metals surrounded by vacuum
In this section we study how to incorporate electron tunneling via the QCM
for a system composed by a dimer of metallic nanoparticles (plasmonic gap-
antenna) surrounded by vacuum. A more general situation is described in
Sec. 1.1.2. Figure 1.1 shows the situation under consideration. The plasmonic
gap-antenna is composed by two metallic nanoparticles characterized by a rel-
ative dielectric permittivity εm and surrounded by vacuum (ε0). When the
minimum inter-particle gap separation (dgap) is small enough to allow electron
tunneling between the nanoparticles, the QCM prescribes the use of an effective
material that must be placed between the particles to reproduce the effect of
charge transfer across the gap. Furthermore, as the gap morphology is usually
not perfectly flat, we divide the gap into several regions, describing each one by
means of an effective material with a permittivity which depends on the mean
separation l characterizing the separation in that particular region. The differ-
ent effective materials described within the QCM are representatively shown
in different tones of red and labelled εgi in Fig. 1.1b.

Metallic nanoparticles can be modelled by means of a dielectric permittiv-
ity. The value of the permittivity can be obtained from experimental work32,56,
from simple theoretical models such as the local Drude description of the dielec-
tric permittivity27,28 or more sophisticated nonlocal models17–20. The Drude
model description in particular, which treats metals as a non-interacting free
electron gas, describes reasonably well the main features of the plasmonic re-
sponse in the infrared part of the spectrum.

Within the Drude model, the frequency-dependent permittivity of a metallic
particle is given by

εm(ω) = 1− ω2
p

ω(ω + iγp)
, (1.1)

where ωp is the plasma frequency of the metal and γp is the damping coefficient
(intrinsic losses).

In order to build an effective material that accounts for tunneling in the
gap we will use a Drude-like effective gap dielectric function εg that is gap-
distance dependent. Previous work has shown that the tunneling gap has
resistive character24, corresponding to a permittivity that is approximately
purely imaginary (the tunneling current and the oscillating field are in phase).
Considering that the tunneling is resistive is an approximation and a more
exact solution should consider a complex conductivity26. The dependence on
the separation distance across the gap, l, is inserted via the damping coefficient
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Figure 1.1: (a) Two plasmonic nanoparticles with permittivity εm embed-
ded in vacuum (ε0) are separated by a subnanometric gap where the effective
material defined by the QCM is inserted (in red). (b) Zoom to the gap where
due to the different local gap distances (l) several QCM effective materials
(εgi) are used. The minimum local gap distance is labeled by dgap and it

defines the gap size.

γg(l) of the Drude permitivity. Taking this into account we define:

εg(ω, l) = 1− ω2
p

ω(ω + iγg(l))
, (1.2)

where we use the same plasmon frequency (ωp) as for the metal that composes
the gap-antenna. γg(l) must be much larger than ωp for εg to be resistive.

In order to create an adequate permittivity function for the gap εg(ω, l),
which depends on the gap separation l, three conditions have to be fulfilled:

• For zero gap distance (l = 0) the permittivity of the effective material
must be equal to the permittivity of the metal: εg(ω, l = 0) = εm(ω).

• For large separation distances (l → ∞) the permittivity of the gap ma-
terial must be equal to the one of the surrounding vacuum εg → 1.

• εg(ω, l) has to correctly reproduce the charge transfer across the gap
associated with the tunneling current.

The first two conditions are easily verified by imposing γg(l)→ γp for l→ 0
and γg(l)→∞ for l→∞.

We thus focus next on the third condition to correctly describe the transfer
of charge across the plasmonic gap due to tunneling. To do so, it is useful
to consider the conductivity of the gap σg(ω, l) and its relationship with the
permittivity ε(ω). According to Appendix A:

ε(ω) = 1 + i
σ(ω)

ε0ω
. (1.3)

In principle we could obtain directly σg(ω, l) from full quantum-mechanical
calculations and directly apply Eq. (1.3) to obtain the permittivity of the gap,
which would immediately verify the three aforementioned conditions. However,
we use a computationally simpler approach. Using Eq. (1.2) and Eq. (1.3) we
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can relate the distance-dependent damping coefficient of the effective material
γg(l) with the tunneling conductivity. We consider that the frequency disper-
sion of the tunneling conductivity is negligible and thus use the static tunneling
conductivity σ(ω = 0, l)→ σ0(l) obtaining

γg(l) =
ε0ω

2
p

σ0(l)
, (1.4)

where the static conductivity σ0(l) can be calculated ab-initio for a much sim-
pler gap system.

Furthermore, σ0(l) does not need to be known for all distances if we assume
that it depends exponentially on l, based on the exponential dependence of the
tunneling current with separation distance in static Scanning Tunneling Mi-
croscopy (static STM) measurements49. The damping coefficient then follows

γg(l) = γg0e
l/lc , (1.5)

where γg0 and lc are parameters that need to be fitted in order to reproduce
correctly the electron tunneling. We fit lc using Eq. (1.4) and imposing that for
the distance l0 such that the tunneling probability calculated ab-initio is one
percent (T (l0) = 0.01), we obtain the same value of γg(l0) using both equations
(Eq. (1.4) and Eq. (1.5)):

ε0ω
2
p

σ0(l0)
= γg0e

l0/lc . (1.6)

The particular choice T (l0) = 0.01 to obtain the lc parameter is somewhat
arbitrary, but changing the exact condition does not modify substantially the
performance of the Quantum Corrected Model (QCM)53. The parameter γg0 in
Eq. (1.5) has to be set such that at l = 0 we recover Eq. (1.1) giving γg0 = γp.
We thus obtain the expression of the gap distance dependent damping γg(l) as:

γg(l) = γp exp

{
ln

(
ε0ω

2
p

γpσ0(l0)

)
l

l0

}
. (1.7)

Finally, with the given choice of γg(l) and inserting Eq. (1.7) into Eq. (1.2),
we can check that εg(ω, l)→ 1 when l→∞. Furthermore, γg >> ωp except for
very small gap separation distances, so that, as desired, the effective material
in the gap is resistive except for very short separations.

1.1.2 Generalized QCM
The model assumed above is a good approximation for metals embedded in
vacuum and with illumination in the infrared. However, this model does not
provide a full description of many important situations in plasmonics. For ex-
ample, this model is not able to capture the effects of the interband transitions
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εempm εempm

εD(ω)

Figure 1.2: Two plasmonic nanoparticles with empirical permittivity εemp
m

are embedded in a dielectric material with permittivity εD(ω) (in blue) and
separated by a subnanometric gap where the effective material layers are

located (in red).

in gold. Because of this, experimental values of the permittivity of metals are
often used in calculations in order to reproduce the data obtained in experi-
ments. Furthermore, many plasmonic systems with narrow gaps are not fully
surrounded by vacuum, as assumed previously, but are embedded in a dielec-
tric medium (Fig. 1.2), or a dielectric layer is placed in the gap between the
nanoparticles acting as a spacer to avoid physical contact. Thus, to study more
practical situations, we extend the model of the effective material to be able
to include a dielectric spacer in the gap and to use experimental data for the
permittivity of metals.

The permittivity of metals extracted from empirical data εempm can be de-
composed into a contribution of a Drude-like term εDrudem (ω) and a correction
εdm(ω)

εempm (ω) = εdm(ω) + εDrudem (ω)− 1 = εdm(ω)− ω2
p

ω(ω + iγp)
, (1.8)

where the values of the Drude parameters ωp and γp can be obtained by fitting
the long wavelength part of εempm to a Drude function. εdm(ω) can then be
obtained from the empirical data as εdm(ω) = εempm (ω)−(εDrudem −1), and mostly
represents the contribution from core d-electrons in the metal that participate
in inter-band transitions.

To generalize the QCM we build a permittivity of the form

εg(ω, l) = εD(ω) + (εdm(ω)− εD(ω))e−l/ld − ω2
p

ω(ω + iγg(l))
, (1.9)

where εD is the permittivity of the dielectric filling the gap and ld is a de-
cay length associated with the contribution of the d-electrons to the tunnel-
ing. As a value of ld we choose the radial decay of the 5-d orbital for gold
(ld = 1.5 a.u. = 0.8 Å)24, as an appropriate length parameter associated with
the orbitals of core electrons of the material that we are modelling, but other
conventions are possible. γg(l) is calculated as in the previous section, but
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taking into account the presence of the dielectric in the calculation of σ0(l) and
applying the modified boundary conditions:

• For zero gap distance (l = 0) the permittivity of the effective
material must be equal to the empirical permittivity of the metal:
εg(ω, 0) = εempm (ω).

• For large separation distances (l → ∞) the permittivity of the gap ma-
terial must be equal to the permittivity of the medium filling the gap,
εg(ω, l)→ εD(ω).

1.1.3 QCM recipe
We have described in Sec. 1.1.1 and Sec. 1.1.2 how to build the effective material
in a gap required by the Quantum Corrected Model (QCM) to mimic the effects
of tunneling in plasmonic nanoparticles separated by subnanometric distances.
We resume now all the necessary steps in order to provide an easy-to-follow
guide.

1. Obtain σ0(l0)
The distance-dependent static conductivity associated to the tunneling
process is calculated at a distance l0 using quantum mechanical methods
for a simple gap system. l0 is the gap distance such that T (l0) = 0.01.

2. Obtain γg(l0)

γg(l0) =
ε0ω

2
p

σ0(l0)
. (1.10)

3. Obtain lc
Calculate the parameter lc in Eq. (1.5) according to

lc = l0

(
ln
γg(l0)

γp

)−1

. (1.11)

After this step, combining Eq. (1.10) and Eq. (1.11) into Eq. (1.7), the
description of the key γg(l) parameter is known for all distances.

We also notice that if a sufficiently accurate value of σ0(l) is known from
quantum mechanical calculations for all desired gap distances, it is also
possible to build γg(l) directly from Eq. (1.4).
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4. Obtaining the d-electron contribution
If we are using experimental values of the permittivity to model the metal
we need to calculate εdm(ω):

εdm(ω) = εempm (ω)− (εDrudem − 1) = εempm (ω) +
ω2
p

ω(ω + iγp)
. (1.12)

If we use a pure Drude model then εdm(ω) = 1

5. Creating the QCM effective material
Given a surrounding/gap material with permittivity εD(ω), the dielectric
constant of the effective material is given by

εg(ω, l) = εD(ω) + (εdm(ω)− εD(ω))e−l/ld − ω2
p

ω(ω + iγg(l))
. (1.13)

1.2 Optical response within Time-Dependent
Density Functional Theory

We explain in this section the details of the Time-Dependent Density Functional
Theory (TDDFT) that we implement in our calculations of the nonlinear op-
tical response of aluminium spherical nanoparticles and dimers in Ch. 4. Our
objective is to introduce the main aspects of the computational method, with-
out attempting to review the fundamental theory behind the TDDFT which is
based on the Runge-Gross Theorem57 and can be found elsewhere58–62. The
interested reader can also find in Refs.[15, 16, 63–69] examples of how some
of the computational techniques discussed below can be applied to different
systems. In this section all the formulas are displayed in atomic units (a.u.).

The dynamics of the space (r) and time (t) dependent electron density
n(r, t) of a metallic nanoparticle in response to an external perturbation can be
calculated within the TDDFT framework58. In the Kohn-Sham (KS) scheme of
TDDFT the time-dependent electron density of the many body system, n(r, t),
is represented via the density of a fictitious system of non-interacting electrons
represented by the KS orbitals Ψj(r, t).

n(r, t) =
∑
j∈occ

|Ψj(r, t)|2 , (1.14)

with the summation running over all the occupied KS orbitals.
The time evolution of each KS orbital in response to an external pertur-

bation is governed by the Time-Dependent Kohn-Sham Equation (TDKSE),
which is analogous to the Time-Dependent Schrödinger Equation (TDSE) for
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a single electron:

i
∂Ψj(r, t)

∂t
= {T + V [n](r, t) + Vext(r, t) + Vabs(r)︸ ︷︷ ︸

VT[n](r,t)

} Ψj(r, t) , (1.15)

where T = − 1
2
~∇2 is the kinetic energy operator, and VT[n](r, t) is the time-

dependent total potential acting on the KS orbital. The total potential is given
by the sum of the effective KS potential V [n](r, t), the external time-dependent
perturbation Vext(r, t), and an absorbing potential Vabs(r) that can be included
at the boundaries of the calculation box to avoid unphysical reflections and thus
facilitate convergence. We give further details of these potentials below in this
section.

Provided initial conditions Ψj(r, t = 0) ≡ Ψ0
j (r), where Ψ0

j (r) correspond
to the KS orbitals of the ground state of the system, Eq. (1.15) is numerically
solved by real time propagation. Thus, prior to any TDDFT calculation we first
use the standard iterative procedure within Density Functional Theory (DFT)
to find the ground state KS orbitals and density ngrnd(r) of the nanoobject.
A practical example of the DFT approach to calculate the ground state of
aluminium spheres is described in Appendix B.

The total potential VT[n](r, t) = V [n](r, t) + Vext(r, t) + Vabs(r) in the
TDKSE (Eq. (1.15)) is time-dependent through the explicit contribution of
the external potential acting on the system (Vext(r, t)) and because the effec-
tive one-electron KS potential, V [n](r, t), is determined by the time-dependent
electron density, n(r, t). The effective KS potential is given by the sum of
several contributions:

V [n](r, t) = VH[n](r, t) + Vxc[n](r, t) + Vst(r) . (1.16)

The Hartree potential VH[n](r, t) accounts for the Coulomb interaction of
the KS electron with the rest of electrons in the system and with the positive
ion cores. It can be calculated solving Poisson’s equation for the electron:

∇2VH[n](r, t) = +4π
(
n+(r)− n(r, t)

)
, (1.17)

where n+(r) is the charge density representing the positive ionic cores of the
material. We choose the free-electron Jellium Model (JM) approach to rep-
resent n+(r) where the ionic cores are modelled as an homogeneous positive
charge density70–72. More details on the JM implementation in our simulations
are given in Sec. 4.1.
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The exchange-correlation potential Vxc[n](r, t) represents the quantum
electron-electron correlations in the system and we describe it within the Adi-
abatic Local Density Approximation (ALDA)58,60 using the kernel of O. Gun-
narsson and B. I. Lundqvist73

Vxc[n](r, t) = −1

2

(
1.222

rs(r, t)
+ 0.0666 ln

(
1 +

11.4

rs(r, t)

))
, (1.18)

where rs is given by

rs(r, t) =

(
3

4πn(r, t)

)1/3

. (1.19)

Finally, within the so-called Stabilized Jellium Model71, an attractive con-
stant potential Vst(r), is added inside the metal to adjust the work function of
the nanoparticle to the values reported in the literature.

The explicitly time-dependent external potential Vext(r, t) is associated with
the external perturbation driving the system. From now on we consider an ex-
ternal potential acting on the KS electrons that only depends on the z spatial
coordinate and on time t, Vext(r, t) = Vext(z, t), which corresponds to the exci-
tation considered in the TDDFT simulations discussed in this thesis (Ch. 4).

In order to preserve the total energy of the system, the propagation method
has to satisfy the time-reversal symmetry. To accomplish this objective, the
time propagation of the KS orbitals is inspired on the techniques employed for
the solution of the single-particle TDSE in time-dependent potentials, which

can be expressed as Ψj(r, t)
VT[n](r,t+∆t/2)−−−−−−−−−−→ Ψj(r, t+∆t). Thus, the wave func-

tion is propagated from t to t+ ∆t using an intermediate time point t+ ∆t/2.
However, while Vext(r, t) in Eq. (1.15) can be known a priori at any time, the
effective one-electron KS potential V [n](r, t + ∆t/2) (Eq. (1.16)) requires the
electron density to be computed at the intermediate time-step and thus it is not
known. We use a procedure that preserves the time-reversal symmetry by cal-
culating VT[n](r, t+ ∆t/2) in an iterative manner. We define the intermediate
total potential estimate of order s, V(s)

T [n](r, t+ ∆t/2), as

VT[n](r, t+ ∆t/2) −→ V(s)
T [n](r, t+ ∆t/2) =

V(s)[n](r, t+
∆t

2
) + Vext(r, t+ ∆t/2) + Vabs(r) , (1.20)

where V(s)[n](r, t+ ∆t/2) is the estimated KS effective potential of order s at
time t+ ∆t/2 and it is defined as:

V(s)[n](r, t+
∆t

2
) = V [n](r, t) for s = 1 , (1.21a)

V(s)[n](r, t+
∆t

2
) =

V [n](r, t) + V (s−1)[n](r, t+ ∆t)

2
for s > 1 . (1.21b)
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Figure 1.3: Scheme of the TDDFT algorithm used in the calculations. We
initially consider (top-left) the KS orbitals, electron density and KS potential
from which the order s approximated total potential V(s)

T [n](r, t + ∆t/2) is
calculated (top-right). Next, the TDKSE is solved using the Wave Packet
Propagation (WPP) method to propagate the KS orbitals Ψj(r, t) one time-
step ∆t (bottom-right). With these propagated orbitals (Ψ(s)

j (r, t+∆t)), the
new n(s)(r, t+∆t) at time t+∆t is obtained (bottom-left). The iterative pro-
cedure on s to obtain Vs+1 is continued (diagonal arrow) until the maximum
number of iterations is reached. At this point the smax order orbitals are
taken as the propagated wavefunctions (Ψj(r, t + ∆t) = Ψ

(smax)
j (r, t + ∆t))

which allows to obtain the different physical quantities of interest such as
the induced dipole moment p(t + ∆t) and the electronic current j(t + ∆t)
(centre-left). Finally, the new KS orbitals are set as the initial state of the

next time step.
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and V (s−1)[n](r, t + ∆t) is the iterative approximation of the KS potential at
t+ ∆t obtained from the estimate of the propagated density n(s−1)(r, t+ ∆t),
which is calculated from V(s−1)(r, t+ ∆t/2) by solving Eq. (1.15), in the iter-
ation s− 1.

Figure 1.3 shows the basic scheme of the TDDFT algorithm used to obtain
the time evolution of the electron density n(r, t). At time step t (top-left corner)
we consider a set of KS orbitals, Ψj(r, t) that describe the electronic density
n(r, t) according to Eq. (1.14), and the corresponding effective KS potential
V [n](r, t) (Eqs. (1.16)-(1.18)). Each KS orbital is propagated from t to t+ ∆t
with the Wave Packet Propagation (WPP) algorithm as follows (see Sec. 1.2.2
and Sec. 1.2.3 for details):

Ψj(r, t+ ∆t) = Û(t,∆t)Ψj(r, t) , (1.22)

which corresponds to the propagation of Eq. (1.15). The propagator Û(t,∆t)
is given by

Û(t,∆t) = e
−i∆t

(
T+V(s)

T [n](r,t+∆t/2)
)
, (1.23)

and the iterative estimate of order s of the total potential at the intermediate
time-step, V(s)

T [n](r, t+ ∆t/2), is defined in Eq. (1.20) and Eq. (1.21).
Focusing on the first iteration (s = 1), we start using the KS potential at

time t, V [n](r, t) (as defined in Eq. (1.21a)), to build the total approximated
potential in Eq. (1.20) (top-right corner) and we then propagate each KS orbital
according to Eq. (1.22) and Eq. (1.23) (bottom-right corner). We thus obtain
the prediction for the KS orbitals Ψ

(1)
j (r, t+∆t) which allows us to calculate an

iterative estimate of order 1 of the electron density and all density-dependent
potentials at t+ ∆t (bottom-left corner). To further refine the approximation
of the estimated potential at t + ∆t/2, we continue the iterative process by
updating s = s+ 1 (diagonal arrow) and thus, the estimate of the total poten-
tial at the intermediate time point V(s)

T [n](r, t + ∆t/2) is now obtained from
Eq. (1.20) and Eq. (1.21b) (top-right corner). The propagation time step is
repeated using Eq. (1.22) and Eq. (1.23) with V(s)

T [n](r, t+ ∆t/2) to obtain an
iterative estimate of order s for the KS orbitals, electron density and potentials
at t+ ∆t (bottom-left corner). This iterative procedure is continued until the
maximum number of iterations is reached s = smax. Then, we admit the solu-
tions Ψj(r, t+∆t) = Ψ

(smax)
j (r, t+∆t), calculate all relevant physical quantities

such as the dipole moment or the electronic density currents (centre-left panel),
update the time t → t + ∆t and continue the time propagation starting from
the top-left corner again. We found that smax = 4 iteration steps are sufficient
to reach convergence.

The electronic density n(r, ti) is thus retrieved at the discrete time points
ti = t0 + (i−1)∆t. We discuss in more detail in the next section how to obtain
all magnitudes of interest from the electronic density n(r, t) and KS orbitals
Ψj(r, t).
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1.2.1 Retrieval of the optical response from the Wave
Packet Propagation (WPP)

As sketched in Fig. 1.3, at each time step several physical quantities can be
retrieved to express the dynamics of the electronic density n(r, t). The time-
dependent dipole moment induced by the excitation is given by:

p(t) = −
∫

V

n(r, t) rd3r , (1.24)

The "-" sign in Eq. (1.24) stems from the "-1" electron charge in atomic units.
Similarly, the induced current density j(r, t) is obtained from:

j(r, t) = −
∑
j∈occ

(
1

2

[
Ψ∗j (r, t)p̂Ψj(r, t)−Ψj(r, t)p̂Ψ∗j (r, t)

]
+

A(r, t)Ψ∗j (r, t)Ψj(r, t)

)
.

(1.25)

where p̂ = −i~∇ is the momentum operator and A(r, t) is the vector potential
of the external electromagnetic field driving the system.

Along with the time-dependent quantities X(t), frequency resolved results
are used throughout Ch. 4 for quantitative and qualitative analysis. The
frequency-resolved induced densities, multipole moments, currents, potentials,
fields etc. are obtained applying the time-to-frequency Fourier transform to
the corresponding time-dependent TDDFT data

X(ω) =
1√
2π

∫ tmax

0

e−iωte−ηtX(t) dt, (1.26)

where tmax is a finite but large enough propagation time, and η is an artificial
damping (typically of the order of some tens of meV) introduced to account for
various decay mechanisms not described with TDDFT.

Next, we explain the Wave Packet Propagation (WPP) algorithm used
to propagate the KS orbitals (bottom-right in Fig. 1.3), which is at the
core of the TDDFT calculations. The WPP algorithm is based on pseudo-
spectral methods74–78 (specifically we use the Fourier-Grid Hamiltonian (FGH)
method76,79–81) where the KS-orbitals are represented on a discretized grid,
and short time-step propagation schemes (Split-Operator (SO)74,75,80 and the
Crank-Nicolson82 techniques) are employed to propagate the wavefunctions
in time. We discuss the WPP for spherically (Sec. 1.2.2) and cylindrically
(Sec. 1.2.3) symmetrical systems.
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1.2.2 WPP algorithm in spherical coordinates
When the physical system under study is a sphere (or otherwise a spherically
symmetric object), the natural choice is to use a computational mesh in spher-
ical coordinates r = {r, θ, φ}. This allows to take advantage of the rotational
symmetry of the system and to significantly reduce the computational effort.
Here, it is important to consider that the external potential may not be rota-
tionally symmetrical itself.

In particular, in the study of Electric Field-Induced Even-Harmonic Gen-
eration (EFIEHG) in Ch. 4.4 we use an external perturbation consisting in a
time-varying but spatially-constant electric field polarized along the z direction.
The external potential in such a case is thus of the form Vext(r, θ) ∝ r · cos θ,
which is azimuthally symmetric. Under those conditions, it is convenient to
define the KS orbitals as:

Ψj,m(r, θ, φ, t) =
1

r
ψj,m(r, θ, t)eimφ , (1.27)

where m is the magnetic quantum number. Due to the azimuthal symmetry,
m is a good quantum number that is preserved during the time-propagation.
Using the definition given by Eq. (1.27), the electron density, Eq. (1.14), can
be expressed as:

n(r, θ, t) =
∑

{j,m≥0}∈occ
Xm

|ψj,m(r, θ, t)|2
r2

(1.28)

where the factorXm takes into account both the spin and the ±m degeneracy of
the KS orbital (Xm = 2 for m = 0 and Xm = 4 for m 6= 0) and the summation
runs over all the occupied orbitals {j,m ≥ 0}. The time evolution of the ψj,m
and ψj,−m orbitals is identical, as can be seen from the equations below.

The KS orbitals ψj,m(r, θ, t) in Eq. (1.27) are propagated according to the
TDKSE (Eq. (1.15)):

i
∂ψj,m(r, θ, t)

∂t
=
{
Tm + V(s)[n](r, θ, t)+

Vext(r, θ, t) + Vabs(r, θ)
}
ψj,m(r, θ, t)

(1.29)

where the different potentials were discussed previously and the kinetic energy
operator Tm in spherical coordinates takes the form:

Tm = −1

2

∂2

∂r2
− 1

2r2 sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
+

m2

2r2 sin2 θ
. (1.30)

Notably, Tm is nonlocal in the direct-space representation due to the deriva-
tive terms, which requires special treatment in the design of the time propaga-
tion scheme.
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The time step propagation procedure ψj,m(r, θ, t)→ ψj,m(r, θ, t+∆t) within
the iterative scheme described in Fig. 1.3 requires the computation of the action
of the time-evolution operator

ψj,m(r, θ, t+ ∆t) = Û(t,∆t)ψj,m(r, θ, t)

= e−i∆t(T
m+VT[n](r,t+∆t/2))ψj,m(r, θ, t) ,

(1.31)

where VT[n](r, t+ ∆t/2) is defined by Eq. (1.20)-Eq. (1.21b) (in the following
we remove the (s) superscript on the approximated total potential to ease the
notation). Using the Split-Operator (SO) technique, the time propagation step
can be approximated by:

ψj,m(r, θ, t+ ∆t) = e−i
∆t
2 VT[n](r,t+∆t/2)e−i∆tT

m×
e−i

∆t
2 VT[n](r,t+∆t/2)ψj,m(r, θ, t) +O

(
(∆t)3

)
.

(1.32)

Thus, propagating each KS orbital one time step involves the computation
of the action of the three exponential operators on the wavefunction. Within
the present scheme of the TDDFT, the total potential is a local function of
the spatial coordinates. Thus, for a wave function ψj,m(r, θ, t) represented on a
mesh of points in the direct space, the action of the operator e−i

∆t
2 VT[n](r,t+∆t/2)

can be directly computed at each (r, θ) grid point. Applying the nonlocal
e−i∆tT

m

operator is thus the most involved step when evaluating Eq. (1.32).
To tackle the action of the nonlocal kinetic energy operator e−i∆tT

m

, we
start by considering a general wave function Φm(r, θ) in spherical coordinates.
We are interested in finding Φ

′
m(r, θ) such that:

Φ
′
m(r, θ) = e−i∆tT

m

Φm(r, θ) . (1.33)

To this end it is convenient to project Φm(r, θ) on the finite basis of spherical
harmonics Ym` (θ, φ) resulting in r-dependent coefficients

F`,m(r) = 〈Ym` (θ, φ)|Φm(r, θ)eimφ〉, m ≤ ` ≤ Lmax . (1.34)

The brackets indicate integration in {θ, φ}. The integration in θ is
performed numerically using Gauss-Legendre quadratures83 which implies a
discrete representation of the wave function Φm(r, θ) on a mesh of points
in the angular θ coordinate. The set of θi, (i = 1, 2, ..., n) points, ab-
scissas of the Gauss-Legendre quadratures, is set such that the integra-
tion involving the largest order (Lmax) spherical harmonic is converged,
i.e. 〈YmLmax

(θi, φ)|Ym` (θi, φ)〉 = δLmax,` with the desired precision. We ensure
this by choosing83 the θi grid points that correspond to the zeros of the
Pn(cos(θ)) Legendre polynomial of the order n = 2Lmax + 20.
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We can then obtain back Φm(r, θi)e
imφ from F`,m(r) according to

Φm(r, θi)e
imφ =

Lmax∑
`=m

Ym` (θi, φ)F`,m(r) . (1.35)

at each θi grid point. Note that, in difference to e.g. Fourier grid
techniques76,79, the transformation between the two representations Φm(r, θi)
and F`,m(r) is not unitary. However, owing to the exponential convergence of
the finite basis representation with Lmax and the exponential convergence of the
Gauss-Legendre quadratures with the number of grid points, θi, (i = 1, 2, ..., n),
the propagation scheme involving the use of Eq. (1.34) and Eq. (1.35) is stable
and the number of electrons (norm of the KS orbitals) is preserved with high
precision.

Assuming a continuous variable θ and substituting Φm(r, θ)eimφ given by
Eq. (1.35) into Eq. (1.33) we obtain:

Φ
′
m(r, θ)eimφ = e−i∆tT

m∑Lmax

`=m Ym` (θ, φ)F`,m(r)

=
∑Lmax

`=m Ym` (θ, φ)e−i∆tT
`,m

F`,m(r) , (1.36)

so that the pseudospectral solution on the discrete θi mesh is given by

Φ
′
m(r, θi)e

imφ =

Lmax∑
`=m

Ym` (θi, φ)e−i∆tT
`,m

F`,m(r) , (1.37)

where

T `,m =

[
−1

2

∂2

∂r2
+
`(`+ 1)

2r2

]
. (1.38)

In deriving Eq. (1.36), Eq. (1.37), and Eq. (1.38) we used the fact that the
spherical harmonics are eigenfunctions of the squared momentum operator
L̂2 = − 1

sin θ
∂
∂θ

(
sin θ ∂∂θ

)
+ m2

sin2 θ
with eigenvalues `(`+ 1).

We are now left with the calculation of the terms involving derivatives in
the radial coordinate. The SO technique is applied in this case too:

e−i∆tT
`,m

F`,m(r) = e−i
∆t
2
`(`+1)

2r2 ei∆t
1
2
∂2

∂r2 e−i
∆t
2
`(`+1)

2r2 F`,m(r)+O
(
(∆t)3

)
. (1.39)

As we use the discrete representation of F`,m(r) on a mesh of equidistant
points in the r-coordinate, the action of the exponential of the centrifugal po-
tential e−i

∆t
2
`(`+1)

2r2 is local in each grid point. The action of the nonlocal opera-
tor ei∆t

1
2
∂2

∂r2 is computed using the Fourier-Grid Hamiltonian (FGH) technique
with fast discrete sine transform algorithms to switch between the direct space
representation {r} and the reciprocal space representation in {k}.

Briefly, given a radial wave function Φ`,m(r), we want to calculate

Φ
′
`,m(r) = ei

∆t
2

∂2

∂r2 Φ`,m(r) assuming zero boundary conditions at r = 0 (so
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that Eq. (1.27) does not diverge) and at the external boundary r = Rmax of
the r-mesh. In this case the sine transform, S, can be used to obtain the
representation of Φ`,m(r) and ei

∆t
2

∂2

∂r2 in the reciprocal {k}-space. Since the
sin
(

πk
Rmax

r
)
, (k = 1, 2, ...) is an eigenfunction of the differential operator we

obtain:
Φ`,m(r)→Φ`,m(k) = S [Φ`,m(r)] ,

ei
∆t
2

∂2

∂r2 →ei∆t
2 ( πk

Rmax )
2

δk,k′ .
(1.40)

Thus, in the {k}-space representation the matrix of the exponential operator
is diagonal, and the calculation of its action on the wave function is straight-
forward with Φ

′
`,m(k) = ei

∆t
2 ( πk

Rmax )
2

Φ`,m(k). After computing the action of
the operator in the {k}-representation, a second sine transform is needed to
retrieve the desired wave function Φ

′
`,m(r) = S

[
Φ
′
`,m(k)

]
on the real-space

radial mesh.
To summarize, the steps involved in the time-propagation of each KS orbital

using Eq. (1.32) are:

• ψ(1)
j,m(r, θ) = e−i

∆t
2 VT[n](r,t+∆t/2)ψj,m(r, θ, t)

• Given that only spherical harmonics with ` ≥ m can contribute to a
KS orbital with magnetic quantum number m, we apply for ` = m to
` = Lmax:

� F (1)
j,`,m(r) = 〈Ym` (θ, φ)|ψ(1)

j,m(r, θ)eimφ〉

� F (2)
j,`,m(r) = e−i

∆t
2
`(`+1)

2r2 F
(1)
j,`,m(r)

� F (2)
j,`,m(k) = S

[
F

(2)
j,`,m(r)

]
� F (3)

j,`,m(k) = ei∆t
(πk/Rmax)2

2 F
(2)
j,`,m(k)

� F (3)
j,`,m(r) = S

[
F

(3)
j,`,m(k)

]
� F (4)

j,`,m(r) = e−i
∆t
2
`(`+1)

2r2 F
(3)
j,`,m(r)

• ψ(5)
j,m(r, θ) =

∑Lmax

`=m Ym` (θ, φ)F
(4)
j,`,m(r)

• ψj,m(r, θ, t+ ∆t) = e−i
∆t
2 VT[n](r,t+∆t/2)ψ

(5)
j,m(r, θ)

These steps are repeated several times within the iterative procedure ex-
plained in Sec. 1.2 (increasing order s). Once the iterative procedure reaches
convergence and all the KS orbitals have been propagated one time-step, the
electronic density is retrieved via Eq. (1.27) and Eq. (1.28).
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1.2.3 WPP algorithm in cylindrical coordinates
In this section we develop the Wave Packet Propagation (WPP) for physi-
cal systems that retain only the cylindrical symmetry (e.g. conical, rod-like
nanoparticles, dimers of spheres, etc.). In particular we use this method for
the calculations of the nonlinear optical response of a dimer of Aluminium
spheres in Sec. 4.5.

In the case of structures with axial symmetry, the description of the den-
sity dynamics of the physical system under consideration is much simplified
if the Time-Dependent Kohn-Sham Equation (TDKSE), Eq. (1.15), is solved
using the representation of the KS-orbitals on a grid in cylindrical coordinates
r = {ρ, z, φ}. While we use mainly the same time-propagation algorithms as
described in Sec. 1.2.2, specific issues linked with the choice of the cylindrical
coordinate system emerge and have to be addressed. In order to give a full
comprehensive explanation of the WPP algorithm we repeat all the steps in-
volved in the calculation. Similar to Sec. 1.2.2, the main difficulty is linked
with the nonlocal kinetic energy operator, here in cylindrical coordinates.

We consider a homogeneous external electromagnetic field polarized along
the z-direction, so that the external potential preserves the cylindrical sym-
metry. This choice is consistent with the dipole approximation assumed for
all TDDFT calculations in this thesis. It is then convenient to define the KS
orbitals as

Ψj,m(ρ, z, φ, t) =
1√
2π
ψj,m(ρ, z, t)eimφ . (1.41)

As the potential does not depend on the coordinate φ, each KS orbital pre-
serves its magnetic quantum number m during propagation in time. Inserting
Eq. (1.41) into Eq. (1.15), leads to the TDKSE that needs to be solved:

i
∂ψj,m(ρ, z, t)

∂t
= {Tm + VT[n](ρ, z, t)}ψj,m(ρ, z, t) , (1.42)

where VT[n](r, t) is defined by Eq. (1.20)-Eq. (1.21b) and we remove the (s)
superscript on the approximated total potential to ease the notation. The
kinetic energy operator Tm in Eq. (1.42) takes the form

Tm = T z + Tm,ρ = −1

2

∂2

∂z2︸ ︷︷ ︸
T z

− 1

2ρ

∂

∂ρ
ρ
∂

∂ρ
+
m2

2ρ2︸ ︷︷ ︸
Tm,ρ

. (1.43)

As was already the case in Sec. 1.2.2, the time evolution of the KS orbitals
characterized by ±m quantum numbers is identical. We then propagate only
the m ≥ 0 orbitals, and account for the m-degeneracy and spin degeneracy
(Xm = 2 for m = 0 and Xm = 4 for m 6= 0).

Before describing the time propagation of the KS orbitals, we note a techni-
cal detail. During the development of the numerical method, it was found that
using a non-uniform mesh in the ρ coordinate allows to get an improvement
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in convergence. In particular a tight mesh is required around the axis (ρ = 0)
while a sparser mesh can be used for large ρ. To achieve such distribution in ρ
we use the mapping

ρ = f(x) = x− b√
a

arctan

(
x√
a

)
, (1.44)

where a and b parametrize the family of transformations and x is defined in a
uniform grid with spacing ∆. Figure 1.4 shows the function f(x) used in the
calculations (with a = 700 and b = 595), which generates a ρ grid that is tight
around ρ = 0 and that transforms into an equispaced grid as ρ (or x) grows.

0 10 20 30 40 50 60 70
x (a.u.)

0

10

20

30

40

ρ
=
f

(x
)

(a
.u
.)

Figure 1.4: Mapping of equispaced x grid to the ρ = f(x) coordinate as given by
Eq. (1.44) with a = 700 and b = 595.

Introducing the mapping given by Eq. (1.44) into Eq. (1.42) we obtain

i
∂ψj,m(x, z, t)

∂t
=

{
−1

2

∂2

∂z2
− 1

2ff ′
∂

∂x

f

f ′
∂

∂x
+
m2

2f2

}
ψj,m(x, z, t)

+ VT[n](x, z, t) ψj,m(x, z, t) ,

(1.45)

where we have used: ρ = f(x) = f , ∂
∂ρ = 1

f ′
∂
∂x and f ′ = f ′(x) = df(x)

dx .
If we introduce a function ϕj,m(x, z, t) such that

ψj,m(x, z, t) =
1√
ff ′

ϕj,m(x, z, t) , (1.46)



1.2. TDDFT: Wave Packet Propagation 39

and multiply both sides of Eq. (1.45) by
√
ff ′, the TDKSE that we have to

solve to propagate each KS orbital transforms to:

i
∂ϕj,m(x, z, t)

∂t
= {Tm + VT[n](x, z, t)}ϕj,m(x, z, t) , (1.47a)

Tm = −1

2

∂2

∂z2︸ ︷︷ ︸
T z

−1

2

1√
ff ′

∂

∂x

f

f ′
∂

∂x

1√
ff ′

+
m2

2f2︸ ︷︷ ︸
Tm,x

, (1.47b)

VT[n](x, z, t) = V[n](x, z, t) + Vext(x, z, t) + Vabs(x, z, t) , (1.47c)

where we have separated the kinetic energy operator into the z and x compo-
nents Tm = T z + Tm,x. The Tm,x operator in Eq. (1.47b) has a symmetric
form. This will be beneficial in a later step when the KS orbitals will be pre-
sented on a discrete mesh of points in (x, z) coordinates and the corresponding
Hermitian matrix of the Tm,x operator is defined.

In a similar manner to the WPP in spherical coordinates, we use a combi-
nation of FGH and SO technique to solve Eq. (1.47a). To propagate the wave
function from time t, to t+∆t we use the iterative method described in Sec. 1.2,
where we need to apply the time evolution operator

ϕj,m(x, z, t+ ∆t) = Û(t,∆t)ϕj,m(x, z, t)

= e−i∆t(T
m+VT[n](x,z,t+ ∆t

2 ))ϕj,m(x, z, t) ,
(1.48)

that can be evaluated with the SO technique as

ϕj,m(x, z, t+ ∆t) = e−i
∆t
2 VTe−i∆tT

m

e−i
∆t
2 VT ϕj,m(x, z, t) (1.49a)

= e−i
∆t
2 VTe−i∆tT

z

e−i∆tT
m,x

e−i
∆t
2 VT ϕj,m(x, z, t) . (1.49b)

where the short hand notation VT ≡ VT[n](x, z, t+ ∆t/2) is used.
The operator e−iVT

∆t
2 in Eq. (1.49b) is diagonal in the direct space repre-

sentation of the wavefunction and its action can be evaluated locally at each
point of the equidistant mesh in {x, z}-coordinates. The e−i∆tT

z

operator, is
diagonal in the momentum space representation. It can be treated by discretiz-
ing the wavefunction on a mesh of equidistant points in the z-coordinate and
changing representation between the coordinate to momentum space with the
direct and inverse discrete Fast Fourier Transform algorithms. The action of
the e−i∆tT

z

operator is thus calculated using the FGH technique, similar to the
procedure employed in the Sec. 1.2.2 for the radial part of the kinetic energy
operator.

As to the Tm,x kinetic energy operator, e−i∆tT
m,x

, it is not diagonal in
neither direct or momentum space. The calculation of the action of this opera-
tor is numerically involved and we use the Crank-Nicolson approximation77,82.
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This method can be summarized as follows. Since

e−i∆tT
m,x

=
1− 1

2 i∆tT
m,x

1 + 1
2 i∆tT

m,x
+O

(
(∆t)3

)
, (1.50)

the action of the e−i∆tT
m,x

operator on the wave function

ϕ̃j,m(x, z, t) = e−i∆tT
m,x

ϕj,m(x, z, t) (1.51)

is approximated by

ϕ̃j,m(x, z, t) =
1− 1

2 i∆tT
m,x

1 + 1
2 i∆tT

m,x
ϕj,m(x, z, t) . (1.52)

In order to apply the Crank-Nicolson method we need to obtain the ma-
trix of the Tm,x operator represented on an equidistant grid of x-points
xi = x1 + ∆(i− 1), i = 1, 2, ..., N . With this aim, we first define several no-
tations:

fi±a = f(xi ± a ·∆) where a = 0,
1

2
, 1 , (1.53a)

f ′i±a = f ′(xi ± a ·∆) =
df

dx

∣∣∣∣∣
xi±a·∆

where a = 0,
1

2
, 1 , (1.53b)

ϕ = ϕj,m(x, z, t) , (1.53c)
ϕi = ϕj,m(xi, z, t) . (1.53d)

We want to calculate [Tm,xϕj,m(x, z, t)]x=xi
which can be written with this

nomenclature as

[Tm,xϕj,m(x, z, t)]x=xi
= [Tm,xϕ]i

=

[
−1

2

1√
ff ′

∂

∂x

f

f ′
∂

∂x

1√
ff ′

ϕ+
m2

2f2
ϕ

]
i

.(1.54)

The second term in the right-hand side of Eq. (1.54) is diagonal in the
direct space representation and can be directly applied as

[
m2

2f2ϕ
]
i

= m2

2f2
i
ϕi. To

evaluate the derivatives in the first term we use the method of finite differences.
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We start by writing the finite difference scheme

−1

2

1√
fif ′i

 ∂

∂x

(
f

f ′
∂

∂x

1√
ff ′

ϕ

)
︸ ︷︷ ︸

F


i

= −1

2

1√
fif ′i

[
∂

∂x
F
]
x=xi

= −1

2

1√
fif ′i

Fi+1/2 − Fi−1/2

∆
,

(1.55)

where Fi+1/2 and Fi−1/2 are

Fi+1/2 =
fi+1/2

f ′i+1/2

[
∂

∂x

1√
ff ′

ϕ

]
x=xi+1/2

=
1

∆

fi+1/2

f ′i+1/2

(
1√

fi+1f ′i+1

ϕi+1 −
1√
fif ′i

ϕi

)
, (1.56a)

Fi−1/2 =
fi−1/2

f ′i−1/2

[
∂

∂x

1√
ff ′

ϕ

]
x=xi−1/2

=
1

∆

fi−1/2

f ′i−1/2

(
1√
fif ′i

ϕi −
1√

fi−1f ′i−1

ϕi−1

)
. (1.56b)

Putting together Eq. (1.55) and Eqs. (1.56) into Eq. (1.54) we obtain

[Tm,xϕ]i =− 1

2∆2

1√
fif ′i

{
1√

fi+1f ′i+1

fi+1/2

f ′i+1/2

ϕi+1

+
1√

fi−1f ′i−1

fi−1/2

f ′i−1/2

ϕi−1

− 1√
fif ′i

[
fi+1/2

f ′i+1/2

+
fi−1/2

f ′i−1/2

]
ϕi

}
+
m2

2f2
i

ϕi . (1.57)

which can be expressed as

[Tm,xϕ]i =
∑
k

Tm,xi,k ϕk = Tm,xi,i−1ϕi−1 + Tm,xi,i ϕi + Tm,xi,i+1ϕi+1 , (1.58)
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where the Tm,xi,k , are the elements of the matrix Tm,x of the operator Tm,x
projected on the x-coordinate grid. We obtain a tridiagonal matrix given by

Tm,xi,i−1= − 1

2∆2

1√
fif ′i

1√
fi−1f ′i−1

fi−1/2

f ′i−1/2

, (1.59a)

Tm,xi,i =
1

2∆2

1

fif ′i

[
fi+1/2

f ′i+1/2

+
fi−1/2

f ′i−1/2

]
+
m2

2f2
i

, (1.59b)

Tm,xi,i+1= − 1

2∆2

1√
fif ′i

1√
fi+1f ′i+1

fi+1/2

f ′i+1/2

. (1.59c)

The Tm,x matrix only extends over the "physical" range corresponding to
0 ≤ xi ≤ xmax = xN so that 0 ≤ ρ ≤ f(xN ). Thus, we need to consider what
happens at the limits. If the first point of the x-mesh is x1 = 0 i) the Tm,x1,0

matrix element in Eq. (1.59a) is not well defined as the point fi−1/2 has no
physical meaning and ii) Eq. (1.46) would diverge at the x1 = 0 point. We take
care of this issue defining the x-mesh such that x1 = ∆/2. Then, the matrix
elements Tm,x1,0 , Tm,x1,1 and Tm,x1,2 are given by

Tm,x1,0 = 0 This matrix element lies out of the matrix, (1.60a)

Tm,x1,1 =
1

2∆2

1

f1f ′1

f1+1/2

f ′1+1/2

+
m2

2f2
1

, (1.60b)

Tm,x1,2 = − 1

2∆2

1√
f1f ′1

1√
f2f ′2

f1+1/2

f ′1+1/2

. (1.60c)

As to the conditions at the external boundary of the mesh, xmax = xN ,
we impose zero boundary conditions, ϕN+1 = 0, which limits the diagonal
elements to Tm,xN,N−1, T

m,x
N,N , and Tm,xN−1,N .

We thus obtain the tridiagonal, symmetric, N × N matrix, Tm,x, with
elements given by Eq. (1.59):

Tm,x =



Tm,x1,1 Tm,x1,2

. . . . . . . . .

Tm,xi,i−1 Tm,xi,i Tm,xi,i+1

. . . . . . . . .

Tm,xN,N−1 Tm,xN,N


. (1.61)
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Once we have obtained Tm,x, Eq. (1.52) can be cast in the tridiagonal form:

∑
k

(
i
4∆2

∆t
Ii,k − T̃m,xi,k

)
ϕ̃k =

∑
k

(
i
4∆2

∆t
Ii,k + T̃m,xi,k

)
ϕk , (1.62)

where I is the identity matrix and T̃m,x = 2∆2 Tm,x. The sought ϕ̃ wave
function values at the grid points are obtained from the solution of the linear
system of equations in Eq. (1.62) using Thomas Algorithm so that O(N) oper-
ations are required. A Fortran 77 implementation of the algorithm is available
in Ref. [84], pp.42-43.

To summarize, the first steps involved in any calculation are: i) define
the equidistant mesh of points in z, and the mathematical mesh of equidis-
tant points {xi} such that the physical mesh ρi = f(xi) is tight at the co-
ordinate origin and ii) define the initial KS orbitals for the time propaga-
tion ϕj,m(x, z, t = 0) =

√
ff ′ψ0

j,m(x, z) using the ground-state KS orbitals
ψ0
j,m(x, z). Once these steps are completed, the time-propagation of the KS

orbitals in cylindrical coordinates is done performing the time-step and the
iterative procedure (explained in Sec. 1.2) according to:

• ϕ(1)
j,m(x, z) = e−i

∆t
2 VT[n](x,z,∆t2 )ϕj,m(x, z, t)

• For each point in z perform:(
i 4∆2

∆t I− T̃m,x
)
ϕ

(2)
j,m(x, z) =

(
i 4∆2

∆t I + T̃m,x
)
ϕ

(1)
j,m(x, z)

• For each point in x:

� ϕ(2)
j,m(x, kz) = F

[
ϕ

(2)
j,m(x, z)

]
� ϕ(3)

j,m(x, kz) = e−i∆t
k2
z
2 ϕ

(2)
j,m(x, kz)

� ϕ(3)
j,m(x, z) = F−1

[
ϕ

(3)
j,m(x, kz)

]
• ϕj,m(x, z, t+ ∆t) = e−i

∆t
2 VT[n](x,z,t+ ∆t

2 )ϕ
(3)
j,m(x, z).

Here F and F−1 stand for the direct and inverse discrete fast Fourier trans-
forms respectively.

After each time step, the electronic density is computed via a combination
of equations Eq. (1.14), Eq. (1.41) and Eq. (1.46)

n(ρ = f(x), z, t) = Xm

∑
{j,m≥0}∈occ

1

2π

1

ff ′
|ϕj,m(x, z, t)|2 , (1.63)

where the factor Xm takes into account both the spin and the ±m degeneracy
of the KS orbital (Xm = 2 for m = 0, and Xm = 4 for m 6= 0) and the
summation runs over all the occupied orbitals defined by {j,m ≥ 0}.
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Chapter 2

Optoelectronic response of
subnanometric plasmonic
gaps

The plasmonic response of metallic gap-antennas, formed by two nanoparticles
separated by a small gap, can be strongly influenced by the size of such gap, as
discussed in Sec. II and Sec. IV of the introduction. Notably, closing the gap
down to ≈ 1 nm separation distance produces a strong redshift of the plasmonic
modes and a large enhancement of the near field in the gap. Such sensitivity
to the gap size has been studied thoroughly over the past decade resulting in a
good theoretical understanding3,15,16,40,42,45,85–87 that has been supported by
many experimental works88–95.

Most of the studies used spheres or nanoparticles that are caped by a spher-
ical end at the gap. However, the nanoparticles used in experiments usually
show some degree of faceting96–100. When the interparticle distance is compara-
ble with the size of the facets characterizing the gap, the exact gap morphology
has an important role in the optical response of the gap-antenna, which can
be expected to gain in importance as the gap closes. Special attention can be
placed in the case of sub-nanometric gaps to understand the effect of electrons
tunneling through the interparticle junction.

In light of the potential impact of the morphology of gaps, we study in
this section the optical response of plasmonic gap-antennas with different gap-
terminations, going from spherical to flat faceted, separated by very narrow
gaps. We start using two elongated rods caped by spherical terminations at
the gap, which behave similarly to the well known case of two spheres42 dis-
cussed in Sec. II-Sec. IV of the introduction. We compare the behaviour of
this structure with the case of antennas with flat terminations, which exhibit
the coexistence of two different types of plasmonic modes, namely Longitu-
dinal Antenna Plasmon (LAP) modes3 that are characterized by oscillations
of the electrons along the whole length of the antenna arms and Transverse
Cavity Plasmon (TCP) modes101, which are modes localized in the gap region
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and that show field patterns similar to Fabry-Pérot standing waves propagat-
ing transversally to the rods arms. We discuss the properties of these modes
and how, under adequate illumination and morphological conditions they show
little coupling and can be independently tuned.

As pointed out, the improvement of fabrication techniques has allowed to
test the behaviour of gap-antennas in the limit of subnanometric gaps, where
the onset of tunneling strongly influences the response21,22. The tunneling cur-
rent diminishes the charge accumulated at the nanoparticles surfaces facing the
gap, quenches the near field and produces the appearance of Charge Transfer
Plasmon (CTP) modes before physical contact53. We are thus particularly in-
terested in studying the role of the gap morphology to determine the effect of
tunneling of electrons in the optical response of the antennas. We are able to
account for the tunneling currents in our relatively large-sized nanoantennas
using the QCM implemented using the Boundary Element Method (BEM) to
solve Maxwell’s equations (see Sec. 1.1). We expect that rod-antennas with
rounded terminations will present similar features of the tunneling regime as
the dimer of spheres22,53 i.e., quenching of the near field below a threshold dis-
tance and the appearance of a low-energy CTP that strongly blueshifts as the
gap closes. However, flat-faceted antennas present a larger area of tunneling,
which is expected to produce different effects in the optical response.

After comparing the optical response of the rod dimers with rounded ter-
minations with that of the flat facet terminations, in the final section of this
chapter we analyse the result of progressively changing the gap-facet size in
order to observe the transition between these two limit cases. We also study
the effect of changing the overall shape of the nanoparticles that form the
gap-antenna, to asses the robustness of the optoelectronic response.

2.1 Role of gap morphology: spherical vs. flat-
gap terminations

To understand the effects of the gap morphology in the plasmonic response, we
consider the two types of nanoantennas depicted in Fig. 2.1. In both cases, the
structure consists of two nanorods forming the arms of the antenna, separated
by a gap distance dgap measured between the closest points in the gap. Each
rod has a length of L and diameter D (D = 2R with R the radius of the rods),
and with a flat termination at the outer end, far from the gap. The shape
of the rod terminations at the gap determines the two types of antennas that
we consider. In spherical-gap antennas (Fig. 2.1a), each rod is terminated at
the gap by a hemispherical cap and the contact is a 0-dimensional point. In
flat-gap antennas, (Fig. 2.1b), the corresponding termination is flat, with a
2-dimensional contact area. The structures are rotationally symmetric with
respect to the z axis, and have mirror symmetry with respect to the z = 0
plane. The centre of the gap corresponds to x = y = z = 0. The diameter of
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Figure 2.1: Schematics of the gap antennas for (a) spherical-gap and
(b) flat-gap configurations used in Sec. 2.1 and Sec. 2.2. The rods form-
ing the antennas are rotationally symmetric with respect to the z axis. The
length of the rods is L = 100 nm from end to end and their diameter is
D = 50 nm. The diameter of the spherical cap near the gap in (a) is also D.
(c) Zoom of the flat gap-ends of the rods in panel (b). The flat facets have
a diameter Df = 46 nm and are rounded at the edge using a small radius of
curvature r, so that Df = D − 2r. The outer ends for both (a) and (b) are
also flat with Df = 46 nm. The dielectric constant of the metal is described
by the Drude model with ωp = 7.9 eV and γp = 0.09 eV. The structures are
illuminated laterally, with the electric field of amplitude E0 polarized along
the rod axes and the Poynting vector, indicated by a red arrow, towards
positive x. The centre of the gap is at x = y = z = 0 and the geometry has

mirror symmetry with respect to the z = 0 plane.

the facets of all flat ends are Df = D − 2r with r being a small edge rounding
that prevents unrealistically sharp edges. When the antenna with flat facets as
in Fig. 2.1b is in contact, (dgap ≤ 0), a small indentation occurs at the centre
of the antenna, but this indentation has no significant effect in the optical
response of the whole system.

The structure is placed in vacuum, with permittivity ε0, and it is illuminated
by a plane wave of angular frequency ω, or equivalently wavelength λ, propagat-
ing along x and with electric field of amplitude E0 polarized along the rod axis
z. Unless otherwise stated, we focus in the first part of Ch. 2 on metallic rods
with L = 100 nm, D = 50 nm, with a facet Df = 46 nm at the rods end that
do not face the gap, and with spherical or flat (Df = 46 nm) gap terminations.
Their metal relative permittivity εm is described using a local Drude model
εm = ε∞ − ω2

p/(ω(ω + iγp)) with no dielectric background screening, ε∞ = 1,
and plasma frequency and damping constants, ωp = 7.9 eV and γp = 0.09 eV,
respectively. These parameters correspond to a Jellium Model (JM) of gold,
and describe reasonably well the Au dielectric values for large wavelengths. The
simple Drude model description facilitates the interpretation of the modes at
large energies, where the contribution of d -electron can suppress the plasmonic
resonances for real metals. Other geometries and the experimental value of the
gold permittivity is considered in Sec. 2.3.
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2.1.1 Far-field and near-field optical response in the ab-
sence of electron tunneling

We first analyse the local classical optical response of the gap-antennas shown in
Fig. 2.1 for gap separation dgap ≥ 0.5 nm (except when otherwise indicated).
Nonlocal effects are known to influence the optical response in nanometric
gaps17–19,51,52,102 but the main trends of the mode structure and spectral dis-
persion can be nicely described by local theories with a convenient rescaling of
distances of a few Ångstroms15,16,24, thus the local analysis serves as a good
representation of the nature and tendencies of the modes. For this range of
gap separations, quantum tunneling effects can be neglected53,87. The effect of
tunneling for narrower gaps will be analysed in Sec. 2.2.

We calculate the far- and near-field response, i.e., the extinction cross sec-
tion σ ext and the maximum field enhancement at the central plane |Emax/E0|
(defined as the maximum amplitude of the field at the central plane z = 0
normalized by the amplitude of the incident plane wave), by rigorously solv-
ing Maxwell’s equations using the Boundary Element Method (BEM)33,34. To
diminish edge effects in the case of flat terminations, we evaluate the field
enhancements in an area given by x2 + y2 < (R− 2r)2.

We show the near- and far-field plasmonic response of the spherical-gap
antennas for different gap separations dgap in Fig. 2.2a,c. For large gap sepa-
rations, the dominant feature is a broad mode at approximately λ = 530 nm
that can be associated with resonances at each single nanorod that behave
as coupled Fabry-Pérot-like resonances of the individual rods for plasmons
propagating along the longitudinal z direction103–106. We denote such ex-
citations as Longitudinal Antenna Plasmons (LAPs). As the gap separa-
tion decreases, the results follow the well-known trend for interacting sphere
dimers11,42,89,90. The lowest-energy LAPs of each nanorod hybridize into a
Bonding Dipolar Plasmon (BDP) mode and higher order bonding resonances
appear. All modes redshift for decreasing separation distance, and the redshift
diverges (notice the logarithmic scale for separation distances) for dgap → 0, as
a consequence of the hybridization of modes40 induced by Coulomb coupling
of the charges at the individual rods.

All observed resonances are strongly radiative and lead to increasingly large
near-field enhancement for smaller dgap. As a consequence, both the extinc-
tion cross-section σext (Fig. 2.2a) and the maximum near-field enhancement
|Emax/E0| (Fig. 2.2c) exhibit similar mode structure and dispersion. For very
short dgap, the field enhancement, produced by a large charge density at the
apex of the rods, can take very large values and is confined to a very small
volume within the centre of the gap21,42,107.

The evolution of the optical spectra of the flat-gap antennas as a function of
separation, shown in Fig. 2.2b,d, is strikingly different. The main feature in the
extinction cross-section of Fig. 2.2b is a broad peak appearing in the wavelength
range of λ ≈ 575 nm to 830 nm. Additional narrow peaks at λ ≈ 350 nm and
λ ≈ 280 nm are also found. These three modes can be understood as LAP



2.1. Role of gap morphology: spherical vs. flat-gap terminations 49

0.5
1

5

25

d
g
a
p

(n
m

) LAP

BDP

a)

Spherical gap

F
ar

fi
el

d

b)

LAP

Flat gap

400 800 1200

λ (nm)

0.5
1

5

25

d
g
a
p

(n
m

) LAP

BDP

c)

N
ea

r
fi

el
d

400 800 1200

λ (nm)d)

LAP

TCP

103

104

105

σext (nm2)

1

10

102

103

|Emax|/|E0|

Figure 2.2: (a,b) Extinction cross-section σext and (c,d) maximum near-
field enhancement at the central plane |Emax/E0| for (a,c) spherical-gap
and (b,d) flat-gap linear metallic antennas (of dimensions L = 100 nm,
D = 50 nm and Df = 46 nm), as a function of incident wavelength and
gap separation. The white lines correspond to extinction maxima and the
black lines in (d) to the expected position of the transverse gap cavity modes
(s=1, m=1 and s=2,4,6, m=0) according to the model given in the Sec. 2.1.2.
Notice the logarithmic scale used for the distances and for the color scale in
the figures. The white and black dots in (d) correspond to the field plots
shown in Fig. 2.4 and Fig. 2.6 respectively. Modes are labelled as LAPs,

TCPs and BDPs.

resonances. The coupling does not significantly affect the spectral positions of
the two narrow LAP peaks at higher energy, but leads to a significant redshift
with decreasing dgap of the dominant, lowest-energy LAP. Critically, and in
contrast with the spherical-gap terminations, the redshift saturates as the gap
narrows108,109 towards the contact dgap = 0 limit, where the lowest-energy LAP
mode for a single nanorod of length 2L is recovered.

Remarkably, an additional set of modes on top of the LAPs is evident in the
near-field response of the flat-gap antennas in Fig. 2.2d. These modes (black
lines) are spectrally narrow and exhibit a very strong dependence on gap sepa-
ration. They can be clearly distinguished by the strong enhancement for narrow
nanometric gaps although they radiate only weakly110,111, thus hardly affect-
ing the extinction cross-section in Fig. 2.2b. We denote these resonances as
Transverse Cavity Plasmons (TCPs) because they can be understood as Fabry-
Pérot-like resonances104,112 of cavity plasmons propagating along the gap cav-
ity, similar to those found in patch or related plasmonic resonators101,113–116.
The surface plasmons excited at the metal-insulator-metal gap propagate par-
allel to the flat interfaces and reflect at the gap edges117, leading to resonances
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Figure 2.3: Resonant wavelength as a function of gap separation dgap
for the lowest-energy LAP for both spherical (green) and flat gaps (blue)
(L = 100 nm, D = 50 nm). These modes correspond to the white lines
in Fig. 2.2a,c (spherical) and Fig. 2.2b,d (flat). All the calculations in this
figure are classical, and thus do not consider the tunneling current that can

be established between the rods.

with characteristic standing-wave patterns due to coherent interference (see
more details in Sec. 2.1.2).

In Fig. 2.3 we can observe more clearly the distinctive dispersion of the
lowest-energy LAP as dgap → 0, where the influence of the gap morphology is
emphasized. The diverging redshift for narrow spherical-gaps strongly contrasts
with the saturation observed for the flat-gap antennas. To better show the
trends we include in Fig. 2.3 also classical results (no electron tunneling) for
very narrow gaps up to dgap ≈ 0.1 nm, where electron tunneling can strongly
modify the plasmonic response (this aspect will be treated in Sec. 2.2). We can
understand the saturation of the LAP by a simplified model that describes the
analogy of the antenna with a electric circuit in series118–120, where the gap is
represented by a capacitance and the rods by impedances. As the gap closes,
the capacitance becomes divergently large and the gap can be seen as a short-
circuit that does not affect the response, recovering the resonance of a single
rod of twice the length. The model is described in more detail in Sec. 2.1.2.

2.1.2 Mode structure of gap-antennas with flat facets at
the gap (LAPs and TCPs)

We now discuss in more detail the nature of the modes of the flat-gap anten-
nas. All plasmon modes in this chapter (Ch. 2) can be classified using three
indexes {`, s,m} which determine the symmetry of their charge distribution.
m describes the azimuthal symmetry of the mode, i.e. the number of nodes in
the charge distribution that are present in a 180◦ rotation around the antenna
axis. ` indicates the number of nodes in a rod along the antenna longitudinal
direction (z-direction in Fig. 2.1). Last, s is defined as the number of charge
nodes in the gap facet along a line that crosses the middle point (x = 0 , y = 0)
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in the direction of propagation of the incident plane wave (x-axis indicated in
Fig. 2.1). LAPs are characterized by charge oscillations only along the z-axis
and are classified as {`, 0, 0}3. Smaller ` corresponds to lower energy (longer
wavelength) modes. The associated charge density patterns resemble those of
traditional linear antennas operating at much lower frequencies121. TCPs how-
ever show only oscillation in the transverse direction to the antenna axis and
therefore are classified as {s,m}. In the present calculation onlym=1 andm=0
modes play a role, with m = 1 corresponding to odd s and m = 0 to even s.

Longitudinal Antenna Plasmons (LAPs)

In Fig. 2.4 we summarize the characteristics of the flat-gap LAPs tracing their
evolution as the gap distance is decreased and showing their symmetries in
terms of the ` index. Figure 2.4a shows the extinction cross-section as a func-
tion of wavelength and gap distance (same as in Fig. 2.2b). The two lowest
order LAPs are indicated by the white lines and the dots mark the points at
which the near-field maps in Fig. 2.4d-g are calculated. The evolution of the
charge distribution of the LAP1 and LAP2 modes is given in Fig. 2.4b,c, which
show the schematic charge configuration (“+” and “−” labels) and the calcu-
lated surface charges (coloured edges). The latter are calculated in Fig. 2.4b
for dgap = 50 nm; λ = 575.5 nm (same conditions as in panel (d)) and
dgap = 0 nm; λ = 807 nm. The charge evolution shows that the lowest-energy
LAP mode goes through a transition from the LAP1 (` = 1, s = 0, m = 0)
mode of the individual rods when the gap separation is large, to the LAP1

(` = 1, s = 0, m = 0) mode of the 2L full antenna after contact. The simulated
field enhancement maps shown in Fig. 2.4d,e, calculated for (d) dgap = 50 nm;
λ = 575.5 nm and (e) dgap = 1 nm; λ = 807 nm, confirm this transition. For
dgap = 50 nm we observe a clear dipolar character in each of the arms of the
antenna, as expected from the charge distribution in Fig. 2.4b (left). However,
Fig. 2.4e shows a dipolar enhancement pattern along the whole structure char-
acteristic of the charge distribution in Fig. 2.4b (right). Note that in Fig. 2.4e
the gap is not yet totally closed (dgap = 1 nm) and therefore a strong field
enhancement and charge concentration is present at the gap but otherwise
the field and charge distribution is almost identical to the contact situation
(dgap = 0).

Similarly, the second-lowest-energy LAP mode (` = 2, m = 0, s = 0) of
the single rods (LAP2) becomes the ` = 3 LAP mode of the full antenna, as
shown by the charge distributions in Fig. 2.4c, calculated for dgap = 50 nm;
λ = 331 nm (same conditions as in panel (f)) and dgap = 0 nm; λ = 342 nm.
In Fig. 2.4f,g we plot the corresponding near-field enhancement, in this case for
(f) dgap = 50 nm; λ = 331 nm and (g) dgap = 1 nm; λ = 342 nm. As a general
rule, the ` modes of the short antennas become the 2` − 1 LAP mode of the
large joined antenna. Significantly, the spectral position of the ` = 2, 3 modes
at large distance and the corresponding 2` − 1 resonance of the full structure
after contact is very similar in our system, so that the resulting spectral shift
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Figure 2.4: (a) Extinction cross-section σext of a flat-gap antenna
(L = 100 nm, D = 50 nm, Df = 46 nm), as a function of wavelength and gap
separation (shown also in Fig. 2.2b). White lines follow the evolution of the
LAP modes and the dots mark the points where the near field in (d-g) are
calculated. (b,c) Schemes of the charge distribution of the LAP1 and LAP2

modes before and after contact. The edges of the rods show the surface
charge distribution calculated in for (b) dgap = 50 nm; λ = 575.5 nm and
dgap = 0 nm; λ = 807 nm with saturated colours. In (c) the surface charges
are calculated for dgap = 50 nm; λ = 331 nm and dgap = 0 nm; λ = 342 nm.
(d,e) Near-field enhancement of the LAP1 mode for (d) dgap = 50 nm;
λ = 575.5 nm and (e) dgap = 1 nm; λ = 807 nm. (f,g) Near-field en-
hancement of the LAP2 mode for (f) dgap = 50 nm; λ = 331 nm and

(g) dgap = 1 nm; λ = 342 nm

is small. For example, the ` = 2 mode at λ ≈ 330 nm becomes the ` = 3 mode
of the joined antenna at λ ≈ 350 nm. We also note that the ` = 2 mode of the
individual rods at λ ≈ 330 nm are only excited due to their mutual interaction,
as they would otherwise be symmetry forbidden under the current illumination
conditions.
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LAP saturation through a circuit theory model

The distinctive saturation with distance dgap of the dispersion of the low-energy
longitudinal antenna plasmon (LAP) of metallic flat-gap antennas (length L
and radius R) can be related to the behaviour of the total displacement current
along the z axis of the antenna, JDz . This magnitude can be expressed as
JDz = −iωε0εEz, with ε the relative permittivity of the material (ε = 1 for
vacuum or ε = εm for the metal), ω the angular frequency and Ez the z
component of the induced field. Figure 2.5 displays the total current Ig across
the gap as a function of separation distance (blue dots), calculated as the
integral Ig ∝

∣∣∫ JDzdS∣∣ over the surface areas defined by x2 + y2 < R2 at the
z = 0 plane of the gap. The calculation is performed ignoring the tunneling
current across the gap.

A clear saturation of the current can be observed as the gap narrows. The
insets in Fig. 2.5 display the cross-section maps of the spatial distribution of the
displacement current JDz for the lowest-energy antenna mode LAP1 as the gap
narrows, showing the transition between the lowest-energy LAP mode of the
individual rods to the lowest-energy LAP mode of the full 2L long structure.
For large separation (dgap = 20 nm, inset to the right) JDz resembles the current
of two coupled single rods3,104,106. For sufficiently narrow gaps, however, the
JDz distribution inside the rods corresponds to the resonance of a single rod of
twice the length, independent of the exact gap distance, as shown by the two
leftmost insets in Fig. 2.5. This behaviour is also consistent with the results in
Fig. 2.4.

To better understand why a very narrow gap does not affect the current
distribution across the rods, we describe the impedance of the gap antenna
within circuit theory118–120, and concentrate on the behaviour of the total
current Ig flowing across the gap for the lowest-energy LAP. Using a simple
RC model122 (scheme in the rightmost inset of Fig. 2.5), we can character-
ize the flat-gap impedance Zc in a flat area of radius R′ as Zc = 1/(iCgω)
with Cg = ε0πR

′2/dgap being the capacitance of the gap. The impedance
of each rod is Zr = 0.5L/(−iεmωπR2). The factor 0.5 in the expression
of Zr approximately takes into account the current variation120 along z for
` = 1. The antenna equivalent circuit can be expressed as a serial connection
of the lump circuit elements, with the capacitor Cg in between two elements of
impedance Zr. The current through the gap would be approximately propor-
tional to the total conductance Ig ∝ |(2L+ dgap)/(Zc + 2Zr)|, where we have
assumed that the total voltage drop along the whole antenna is proportional to
V ∝ (2L+ dgap)E0. For narrow gaps Zc becomes sufficiently low as to behave
as a short circuit and thus not affect the flow of current. Under this condition
ω gets close to its saturation value and Ig is approximately proportional to
1/(2Zr), independently of dgap.
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Figure 2.5: Evolution of the integrated displacement current Ig flowing
across a flat metallic gap for the lowest-energy LAP resonance as a function
of gap separation distance dgap. Blue dots correspond to classical electro-
magnetic simulation values and the red line is the result of the RC model
provided in the text and sketched in the rightmost inset. The calculations
are classical, and thus ignore the tunneling current that can be established
between the rods. Each curve is normalized to its value for the shortest sepa-
ration distance, and the three cross-sections in the insets correspond to |JDz |
on the xz vertical plane (y = 0) for this LAP. All the cross-sections of |JDz |
are plotted in the same scale and the corresponding dgap is indicated. The
insets correspond to λ = 626.5 nm for dgap = 20 nm (right), λ = 807.0 nm

for dgap = 1 nm (centre) and λ = 851.5 nm for dgap = 0 nm (left).

We compare in Fig. 2.5 the dependence of the normalized Ig with dgap as ob-
tained in the simulation (blue dots) with those estimated analytically from the
expression Ig ∝ |(2L+ dgap)/(Zc + 2Zr)| (red line) for the lowest-energy LAP1.
We find a very good agreement between the calculated data and the analytical
model. Furthermore, the significant similarity between the saturation of the
current with dgap in Fig. 2.5 and the saturation of the redshift of the LAP1

mode in Fig. 2.3 further supports the relationship between the longitudinal
displacement current and the redshift of the LAP modes as a function of the
gap separation.

Transverse Cavity Plasmons (TCPs)

We focus next on the characteristics of the TCPs in Fig. 2.6 as a function
of incident wavelength and gap separation. Figure 2.6a shows the maximum
near-field enhancement at the gap. Many TCPs are apparent for very narrow
gaps (strong interaction between the two rods), all of them characterized by a
strong redshift as the gap distance is decreased. We have marked with a black
line the two TCP modes to be analysed (TCP1 and TCP2). The black dots
mark the situations that are mapped in Fig. 2.6d-g. Each TCP corresponds
to a different order of plasmonic Fabry-Pérot-like cavity modes at the gap.
Fabry-Pérot modes are a result of a wave that reflects back and forth in a cavity.
In our case, the TCPs travel along the flat facets at the gap termination of the
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Figure 2.6: (a) Maximum near-field enhancement at the gap (z = 0)
|Emax/E0| for a flat-gap antenna (L = 100 nm, D = 50 nm andDf = 46 nm).
Black lines follow the evolution of the TCP modes and the black dots mark
the points where the near field in (d-g) are calculated. Schemes of the charge
distribution of the (b) TCP1 and (c) TCP2 modes. The edges of the sketches
and the coloured flat facet show the calculated surface charge distribution
(saturated) of the corresponding modes in (d) and (f). (d,e) Near-field maps
of the TCP1 mode for dgap = 9 nm and λ = 417 nm. In (d) we plot the
absolute value of the field enhancement |E/E0| in the vertical x = 0 plane.
(e) shows the (top) imaginary part of the z-component and (bottom) abso-
lute value of the field enhancement in the horizontal z = 0 plane at the centre
of the gap. (f,g) same results as in (d,e) for the TCP2 mode for dgap = 3 nm

and λ = 385 nm.

nanoparticles, getting reflected at the edges. The charge and field distribution
associated with these Fabry-Pérot resonances are characterized by a standing
wave pattern from the interference of waves travelling in opposite directions
within the gap.

Figure 2.6d,e show the near field excited when we illuminate the gap-
antenna on resonance with the TCP1 (dgap = 9 nm , λ = 417 nm). The
vertical cut in Fig. 2.6d confirms that the fields are concentrated only at the
interparticle gap. The spectrally close LAP2 mode is likely responsible for the
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weak near field observed far from the gap. Figure 2.6e show the near-field en-
hancement |E/E0| (bottom) and the amplitude of the imaginary part of the
z-component of the electric field (Ez/E0) (top) at the central plane of the
gap (z = 0). The field shows a flip of sign of the z-component of the electric
field along the propagation direction of the incoming light (x-axis), consistent
with the symmetry of the TCP1 mode with indexes {s = 1,m = 1}. The
charge distribution of this mode is indicated in Fig. 2.6b where the coloured
edges show the calculated surface charge density They further confirm that this
mode corresponds to the TCP1.

Similarly, Fig. 2.6f,g show the near field associated with the TCP2 excited
at dgap = 3 nm , λ = 385 nm. Again, the field localization at the gap is
apparent in the vertical cut in Fig. 2.6f. The fields at the gap (Fig. 2.6g)
indicate that this mode (with indexes {s = 2,m = 0}) is characterized, as
expected, by a charge distribution at the gap terminations that preserves the
rotational symmetry, with 2 nodes along the propagation direction (sketch in
Fig. 2.6c).

Flat-gap antennas can also support m ≥ 2 modes corresponding to faster
variations of the charge density in the azimuthal direction114, but they do not
contribute to the response in our scenario. In fact, the m = 1 resonances are
only excited due to retardation, which breaks the symmetry between positive
and negative values of x.

Last we note that transverse modes in nanorods often refer to resonances
that are excited by a field polarized transverse to the nanorod axis. However,
the TCPs discussed here are transverse in the sense that their surface charge
distribution has significant variation with nodes and antinodes in the transverse
direction along the gap faces. They are, however, excited by a longitudinal field.
Indeed, a pure symmetry argument indicates that the rotationally-symmetric
even s TCPs cannot be excited by a transversely polarized field. In that sense,
the TCPs must emerge as the gap closes from high-order longitudinal modes
of the separated nanorods. These TCPs become visible, among other factors,
because of the strong interparticle coupling for small gaps.

Fabry-Pérot model of the TCPs

The emergence of the TCPs can be explained and made quantitative by ap-
plying a simple Fabry-Pérot model. We first obtain the plasmonic wavelength
λpl of the cavity gap mode propagating along a thin infinite vacuum gap layer
between two semi-infinite metallic slabs112,123,124. When the equations of prop-
agation in this metal/insulator/metal system are solved for a given incident
wavelength λ and gap separation dgap one obtains125:

tanh

(
iπdgap

√
1

λ2
− 1

λ2
pl

)
=

ε0

εm

√
ε0λ2 − εmλ2

pl

ε0λ2 − ε0λ2
pl

, (2.1)
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which could straightforwardly be generalized to account for the presence of a
dielectric material in the gap by substituting the wavelength λ and the per-
mittivity in vacuum by the respective values in the dielectric medium. A TCP
appears when the incident illumination excites a plasmon with wavelength λpl

that approximately satisfies the quantization condition

Df/λpl = s/2 , (2.2)

which connects λpl with the facet size Df and the order s ≥ 1 of the cavity
mode. This quantization condition can be obtained by considering a single gap
plasmon that propagates in the transverse x direction between the edges of the
flat gap along a diameter of length Df . A resonance occurs when the phase
accumulated by the plasmon after a full round trip is 2π times the integer s
order, (2π/λpl)2Df = 2πs. Similar equations were found for other plasmonic
cavities although an additional phase term was often considered to describe
the reflection at the edges104,110,112,126,127 and more complex equations have
been proposed116,128–130. The results of the spectral position of the TCPs given
by this simple analytical model for s = 1, 2, 4 and 6 are superimposed to the
numerically calculated field enhancement in Fig. 2.2d as black solid lines. The
agreement between the positions of the TCPs as predicted from the model and
the calculations is remarkable and, as this simple model does not consider the
excitation of LAPs, the good agreement suggests a spectral decoupling of the
two types of resonances.

This simple model also explains the large sensitivity of the resonant
frequency of the TCP modes to the gap separation. In the limit of
no losses, λpl � λ and εm/ε0 ≈ −λ2/λ2

p, then Eq. (2.1) can be

reduced to λpl

√
1 + (λpl/λp)

2 ≈ πdgapλ
2/λ2

p, where λp is the plasma
wavelength associated with ωp, λp = 2πc0/ωp, and c0 is the speed
of light in vacuum. The resonant wavelength λres is then found near
λres ≈ λp

√
2Df/(πdgaps)

[
1 + (2Df/(sλp))

2
]0.25. This expression shows that

the resonant wavelength scales with λres ∝ 1/
√
dgap as dgap → 0, as numeri-

cally found in Fig. 2.2d.

Separate tunnability of LAPs and TCPs

An interesting property of the TCPs in the structures described so far is that
they interact only weakly with the low-energy LAP modes. Indeed any possible
anticrossing of TCPs and this LAP mode is lifted (and therefore observed as
a crossing) because the losses of the modes are larger than the interaction
strength. As a technical point, we notice that the wavelength saturation of
the lowest-energy longitudinal mode LAP1 for the flat-gap antenna appears
to correlate with the wavelength where the crossing with the transverse cavity
mode TCP1 occurs. It would thus be tempting to ascribe this saturation to the
anticrossing behaviour. However, we have extensively investigated the charge
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Figure 2.7: (a) Extinction cross-section σext and (b) maximum near-field
enhancement at the central plane |Emax/E0| for a flat-gap linear metallic
antenna, as a function of wavelength and length of the rods L. The gap
separation is dgap = 0.5 nm, the diameter D = 50 nm and the facet size
Df = 46 nm. The lines are guides to the eye indicating the evolution of some

of the LAPs (oblique white lines) and TCPs (vertical blue lines).

distributions around the crossing point and found no evidence of a change of
mode symmetry that one would expect from an anticrossing.

The essentially independent behaviour of the two types of modes is sup-
ported by our previous models, which describe the LAPs (Sec. 2.1.2) and TCPs
(Sec. 2.1.2) separately. It is noteworthy that although the length L of the rods
critically affects the LAPs, this parameter does not influence the TCPs accord-
ing to our simple model. Likewise, Fig. 2.2 showed how, for small dgap, the
exact gap separation distance controls the resonant position of the TCPs but
does not significantly influence the LAPs. All this features suggests that the
LAPs and the TCPs can be tuned independently by changing the geometry of
the antenna arms and by altering the gap morphology at will.

Figure 2.7 emphasizes the very different effect of L on the two sets of modes,
for a narrow dgap = 0.5 nm gap. The far field in Fig. 2.7a shows LAPs that
redshift clearly as the length increases. The effect is also visible in the near
field (Fig. 2.7b). The TCPs are identified by the narrow lines in the near field
enhancement (Fig. 2.7b), whose spectral position is, as expected, essentially
independent on the rod lengths. In general, large enhancements are obtained
for a given TCP (most notably for even TCPs), when the LAP mode overlaps
the TCP, in a hint of cooperative enhancing effect of both types of modes.

Figure 2.2b,d and Fig. 2.7 thus illustrate that it is possible to tune the
resonant energy of a TCP by a convenient cavity design and, at the same time,
to control the strength of this mode by tuning the low energy LAP mode via
the geometry of the rest of the antenna (L).
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2.2 Subnanometer gaps: the tunneling regime
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Figure 2.8: Extinction cross-section σext of metallic gap-antennas
(L = 100 nm, D = 50 nm) as a function of the wavelength λ and gap
separation dgap for (a,c) spherical and (b,d) flat terminations (Df = 46 nm)
obtained using (a,b) classical and (c,d) the QCM calculations. LAP, BDP,
TCP and CTP modes are labelled in the plots. Linear separation distance
scale is used in all the figures. Notice the logarithmic scale used for the colour
coding in all the figures. Negative distances correspond to overlapping struc-

tures.

The results discussed up to now introduced the classical response of the nanoan-
tennas. However, when the distance of the gap between the two antenna arms
reaches subnanometric dimensions, quantum effects131–133 such as tunneling of
electrons across the gap start to play an important role for the optical response
of the system21,22,87,134. To model this effect, we consider the same antennas
as in the previous section and use the QCM53 within a local framework. As
explained in Sec. 1.1, the QCM accounts for electron tunneling via the insertion
of an effective material in the gap, which has a conductance equivalent to that
obtained from a full quantum mechanical calculation24,53.

In Fig. 2.8 we plot the extinction cross-section for spherical-gap anten-
nas (Fig. 2.8a,c) and flat-gap antennas (Fig. 2.8b,d) as a function of the
gap separation and wavelength using both classical (Fig. 2.8a,b) and QCM
(Fig. 2.8c,d) calculations. As tunneling only becomes significant for distances
dgap . 0.5 nm53, we focus here on very narrow gaps where dgap < 1 nm. We
also consider negative separation distances, corresponding to the case of over-
lapping antenna arms. A negative distance dgap correspond to a separation of
L− |dgap| between the centre of the two rods.
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The classical results for the spherical case (Fig. 2.8a) before contact repro-
duce the behaviour already observed in Fig. 2.2a for larger gap separations,
emphasizing the divergent redshift of the different bonding modes as the gap
closes. An unphysical discontinuity is present at contact (dgap = 0), separating
the non-touching and the overlapping regimes42. For dgap < 0 Charge Transfer
Plasmons (CTPs)45,135 appear in the spectrum, blueshifting with increasing
overlap. As discussed in Sec. III of the Introduction, the CTPs are plasmonic
modes that emerge when charges are transferred from one antenna arm to the
other. The lowest-energy CTP is excited at a characteristic low energy.

The QCM results for the spherical-termination antennas (Fig. 2.8c), display
trends consistent with previous work for two gold spheres22,64,87 that were
described in detail in Sec. IV of the Introduction. In this case, instead of a
discontinuity at contact, we find a gradual transition between the non-touching
and the overlapping regimes with a distinctive change from modes that redshift
as the gap narrows to modes that blueshift with further decrease of dgap. The
change occurs near a threshold distance dth ≈ 0.2 nm to 0.3 nm that can be
understood as the separation where the amount of charge being transported
across the gap in a fraction of the optical period is comparable to the charges
induced at the metal interfaces at the gap21,45. For dgap & dth the modes
are fundamentally the same as those obtained from the classical calculations.
For dgap . dth, charge transfer is allowed and the modes can be considered
as CTPs even if physical contact has not been established. For overlapping
arms (dgap < 0), we obtain significantly less CTPs in the presence of tunneling
compared to the classical results, which can be related to a softening of the
contact regions between the two rods due to charge transfer in the quantum
treatment.

The far-field spectra for narrow flat gaps136 in Fig. 2.8b,d behave very
differently. The extinction cross-section calculated using the classical and QCM
approach is very similar and insensitive to variations of the gap separation. In
both cases, the gap behaves as a short circuit and the response corresponds
to that of a single rod of approximately twice the length 2L. In the classical
case, this short circuit is due to physical contact (dgap < 0) or to a large
capacitance ( dgap > 0, see Sec. 2.1.2). In the QCM electron tunneling assists
in reducing the gap impedance also for dgap > 0. This result indicates that the
gap morphology needs to be considered when trying to understand if a given
CTP mode structure is due to quantum effects136 in order to correctly interpret
experimental results.

Figure 2.9 shows the maximum field enhancement |Emax/E0| for both types
of antennas as a function of gap separation and wavelength, for positive sepa-
ration distances dgap > 0. The classical results display the same relationship
between the near-field (Fig. 2.9a,b) and far-field (Fig. 2.8a,b) results as those in
Fig. 2.2 for larger gap separations. In particular the coexistence of TCPs and
LAPs for flat gaps is apparent in Fig. 2.9b,d. The field enhancement produced
at the spherical gap is noticeably larger than for its flat counterpart due to a
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Figure 2.9: Maximum electric field enhancement |Emax/E0| at the central
plane of a metallic antenna gap (L = 100 nm, D = 50 nm) as a function
of the illumination wavelength λ and the separation distance, dgap, for (a,c)
spherical and (b,d) flat gaps (Df = 46 nm) obtained using (a,b) classical
calculations and (c,d) the QCM. LAP, BDP and TCP modes are labelled in
the plots. Linear separation distance scale is used in all the figures. Notice

the logarithmic scale used for the colour coding in all the figures.

more pronounced concentration of the field in the spherical case (more reduced
area of coupling).

The QCM results in Fig. 2.9c,d show that the electric field in the gap
become quenched for gap separations below a few Ångstroms because of the
onset of electron tunneling64,87. The charge transfer across the gap counteracts
the strong charge pile-up predicted by the classical description. The electric
field quenching for flat gap termination (Fig. 2.9d) occurs at longer separation
distances than for the spherical case. For flat gaps the quenching of the TCPs
occurs for gap separations of dgap ≈ 0.4 nm, while for spherical terminations the
quenching occurs at dgap ≈ 0.3 nm, predicting a large sensitivity of the TCPs
to tunneling. Thus, our results for flat narrow gaps indicate that, although the
tunneling does not affect the extinction cross-section, which is dominated by the
global current flow in the vertical direction, a quantum mechanical description
is essential for the modeling of the local charge concentrations and thus the
correct estimation of the local field enhancements.
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2.3 Generalization of the results
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Figure 2.10: Schematics of the geometries used for the general studyof the
effect of the size of the gaps’ flat facet. (a) Gap-antenna formed by two
cylindrical rods of length L = 100 nm, diameter D = 50 nm and with a facet
at the gap ends of diameter Df . Starting from Df = 46 nm, the gap-antenna
in (a) is progressively transformed into a (b) rod gap-antenna with rounded
terminations at the gap for Df = 0 nm. The outermost ends of the rods
are flat with Df = 46 nm. (c) Short rod gap-antenna formed by two rods of
equal length and diameter L = D = 100 nm and with both ends of the rods
caped by a facet of diameter Df . Progressively decreasing the facets size
from Df = 96 nm the wide rod is transformed into a dimer of spheres (d)
for Df = 0 nm. (e) Faceted dimer of spheres of diameter D = 100 nm and
with a faceted hemisphere at the gap of diameter Df . (f) For Df = 0 nm
we recover a dimer of perfect spheres. All the structures are rotationally

symmetric and made of gold.

In the previous sections we studied in detail the optical response of rod gap-
antennas and emphasized the differences that arise when having a spherical or
a flat termination at the gap. We showed that the effect of electron tunneling
can be very different for flat and rounded terminations.

In this section we analyse different gap-nanoantenna systems to obtain more
general conclusions. In real experimental situations, perfect control over the
geometry of the nanoparticle is often not possible because of faceting that
occurs in the fabrication process. We thus consider flat facets of different sizes
at the gap terminations of the nanoantennas, which not only make the antennas
more realistic compared to perfectly rounded terminations, but also allows us
to study the transition from large flat facets to spherical terminations at the
gap. We calculate the response for several geometries of the antenna arms to
establish whether the different trends are robust. In all cases we consider the
gold dielectric function obtained experimentally32 to describe the metal instead
of using an idealized Drude model. By doing so, we include the contribution
of d-band electrons in the high energy range of the response that is important
for noble metals such as gold or silver.
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In Fig. 2.10 we sketch the geometries considered in this section. Figure 2.10a
shows a large aspect-ratio gap-antenna with the same dimensions as the one
studied in previous sections (L = 100 nm, D = 50 nm and with Df = 46 nm
for the rod termination away from the gap). We vary the diameter of the
facet at the gap Df = 46 nm, 34 nm, 24 nm, 14 nm, 0 nm ending with
the geometry in Fig. 2.10b. Df = 46 nm and Df = 0 nm correspond to the
flat and spherical termination geometries in Fig. 2.1 (here with the use of the
experimental gold permittivity). The structure in Fig. 2.10c is similar but with
parameters L = D = 100 nm and Df = 96 nm, 68 nm, 44 nm, 20 nm, 0 nm.
In this case, the length and the diameter are of the same size and we change the
faceting at both ends of the antenna. Thus, this small aspect-ratio nanoparticle
resembles a dimer of wide rods for very large facets Df and it becomes a dimer
of spheres for Df = 0 nm (Fig. 2.10d). The last geometry that we study
is sketched in Fig. 2.10e. The structure corresponds to a dimer of spheres
of D = 100 nm diameter, where the regions facing the gap are faceted with
Df = 48 nm, 36 nm, 20 nm, 8 nm, 0 nm. A dimer of spheres is retrieved
for Df = 0 nm (Fig. 2.10f). In this last case we do not use very large facets
because otherwise the overall spherical geometry would be distorted.

Figure 2.11 show the results for each facet size (from top to bottom
Df = 46 nm, 34 nm, 24 nm, 14 nm, 0 nm) for the rod gap-antennas de-
picted in Fig. 2.10a,b (L = 100 nm, D = 50 nm). The left column corresponds
to the extinction cross-section, and the right column represents the maximum
near-field enhancement at the central plane at the gap z = 0. The difference
between the results in Figs. 2.11a,b,i,j and those in Figs. 2.8c,d and Figs. 2.9c,d
are due to the contribution of the interband transitions of d-electrons to the
permittivity of gold for λ . 650 nm, not considered previously. In particu-
lar, when including the d-electron contribution the plasmonic resonances only
emerge for λ & 500 nm and are significantly broadened for λ . 650 nm. For
λ & 650 nm the results become very similar to those obtained for the Drude
metal.

Analysing the evolution with Df in Fig. 2.11, we notice that the transition
from the largest flat-facet to the spherical termination is continuous. For exam-
ple, the far-field response clearly shows that the saturation of the lowest-energy
LAP that was previously discussed for Df = 46 nm (Fig. 2.11a) also occurs
for Df = 34 nm (Fig. 2.11c). The similarity between the spectra of these two
structures can make it difficult to distinguish between both geometries from
far-field spectroscopy in practical experimental realizations. For antennas with
the smallest facet sizes, Df = 24 nm, 14 nm, 0 nm, we observe a more marked
redshift of the BDP as the gap closes.

Df also affects strongly the resonant frequency of the lowest-energy CTP.
As expected from previous results (Fig. 2.8c) , the extinction cross-section
obtained in Fig. 2.11i for the spherical termination shows that the lowest-order
CTP appears just before contact (dgap . 1 Å) at much lower energies than
the rest of the modes (λ ≈ 1900 nm) and strongly blueshifts as the particles
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Figure 2.11: Extinction cross-section σext (a,c,e,g,i) and maximum field
enhancement at the gap |E/E0|max (b,d,f,h,j) of the faceted rod gap-antenna
in Fig. 2.10a,b (L = 100 nm D = 50 nm) with facets Df = 46 nm (a,b),
Df = 34 nm (c,d), Df = 24 nm (e,f), Df = 14 nm (g,h), Df = 0 nm
(i,j), where we use the experimental dielectric permittivity function of gold.
The colour plots show the changes in the spectra as a function of separation
distance, with dgap < 0 nm corresponding to overlapping nanoparticles. LAP,
BDP, TCP and CTP modes are marked in the cases where they are clearly
identifiable. In the case of Df = 24 nm it is difficult to unambiguously

identify the character of the plasmonic modes.
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merge. However, the presence of even a small facet changes considerably the
wavelength at which the CTP appears. For example, the far field response for
Df = 14 nm (Fig. 2.11g) shows a CTP that emerges at much lower wavelength
(λ ≈ 1200 nm) and at a slightly larger separation (dgap ≈ 2.5 Å). The difference
is likely due to the larger tunneling current that flows across the full flat area
compared to just the apex of a spherical termination.

The enhancement of the near field (right column of Fig. 2.11), grows as Df

decreases due to the accumulation of charges in the smaller facet region. There-
fore, this calculations suggest that if a strong maximum local near field in the
gap is needed, it is convenient to optimize the fabrication process to reduce the
facets and obtain a spherical-gap geometry as perfect as possible (see Sec. 3.2 for
longer discussion in the case of chains). However, gap-antennas with larger facet
sizes present a more complex mode structure with the combination of LAPs
and TCPs. The TCPs are observable for facet sizes of Df = 46 nm and 34 nm,
with more modes for the largest facets. As Df becomes smaller but still with
a moderate value (Df ∼ 24 nm), it is harder to distinguish if a given mode is
a TCP, a LAP or a resonance that is a combination of both.

Figure 2.12 show that increasing the diameter to obtain the wide rod with
L = D = 100 nm (sketch in Fig. 2.10c) does not significantly affect the main
qualitative features of the far-field (left column) or near-field (right column)
properties. There is also a continuous transition of the optical response (top
to bottom) from large facets, where the saturation of the LAP (far field) and a
large number of TCPs (near field) are observed, to the dimer of spheres, where
we find the typical fading of the BDPs and the emergence of CTPs as tunneling
is established at a threshold distance of dgap ≈ 0.25 nm. The main difference
of this geometry is the lower resonance energy of a given TCP for a fixed dgap,
due to the larger Df (Eq. (2.2)). Interestingly, these TCP modes are slightly
more radiative than for the D = 50 nm rods (compare Fig. 2.12a with 2.11a,
for example).

The strong qualitative similarity between Fig. 2.11 and Fig. 2.12 suggests
that, for ultranarrow gaps, the influence of the exact gap morphology in the
optical response is robust with respect to the exact entenna geometry. In par-
ticular, both nanoantennas show a different effect of tunneling in the optical re-
sponse for large facets vs. spherical gaps. This is further emphasized by study-
ing the optical response of the faceted-sphere dimer of diameter D = 100 nm
(sketch in Fig. 2.10e,f), shown in Fig. 2.13. In this case, the geometry is similar
to the wide rod geometry in the gap region but very different far from it. The
results are very similar to those of the wide rods in Fig. 2.12, as observed for
example, by comparing Figs. 2.13e,f with Figs. 2.12g,h, where both structures
have the same Df = 20 nm gap facet (notice that in Fig. 2.13 we consider
values of Df only up to 48 nm). The similarity emphasizes that for structures
of equivalent size, the far-field and the near-field response depend much more
strongly on the characteristics of the gap rather than on the overall shape of
the nanoparticles.
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Figure 2.12: Extinction cross-section σext (a,c,e,g,i) and maximum field
enhancement at the gap |E/E0|max (b,d,f,h,j) of the faceted wide rod gap-
antenna in Fig. 2.10c,d (L = 100 nm D = 100 nm) with facets Df = 96 nm
(a,b), Df = 68 nm (c,d), Df = 44 nm (e,f), Df = 20 nm (g,h), Df = 0 nm
(i,j) using the experimental dielectric permittivity function of gold. The
colour plots show the changes in the spectra as a function of separation
distance, with dgap < 0 nm corresponding to overlapping nanoparticles. LAP,
BDP, TCP and CTP modes are marked in the cases where they are clearly
identifiable. In the case of Df = 44 nm is difficult to unambiguously identify

the character of the plasmonic modes.
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Figure 2.13: Extinction cross-section σext (a,c,e,g,i) and maximum field
enhancement at the gap |E/E0|max (b,d,f,h,j) of faceted sphere dimers in
Fig. 2.10e,f (D = 100 nm) with facets Df = 48 nm (a,b), Df = 36 nm (c,d),
Df = 20 nm (e,f), Df = 8 nm (g,h), Df = 0 nm (i,j) using the experimental
dielectric permittivity function of gold. The colour plots show the changes
in the spectra as a function of separation distance, with dgap < 0 nm cor-
responding to overlapping nanoparticles. LAP, BDP, TCP and CTP modes

are marked in the cases where they are clearly identifiable.
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2.4 Summary and Discussion

The behaviour of metallic gap-antennas with flat faceted terminations and
ultra-narrow gaps has been studied in detail in this chapter, paying special
attention to the differences in the optical response of flat vs. spherical termi-
nations at the gaps. We have found that the morphology of the gap is critical
to understand the optical response not only for distances where classical calcu-
lations are appropriate (dgap > 0.5 Å), but also for dgap < 0.5 Å. Interestingly,
the emergence of electron transfer in these ultra-narrow gaps affects very dif-
ferently the optical response depending on the size of the facet Df and the type
of electromagnetic fields addressed (far or near field). This shows the complex
role of electron tunneling in the optoelectronic response of plasmonic systems
with ultra-narrow gaps.

The results obtained for gap-antennas with spherical terminations is similar
to that of dimers composed by spherical particles, with a set of bonding modes
that strongly redshift with narrowing gaps and that are observable in both the
near- and the far-field response42. Once the gap-antenna enters the tunneling
regime, for subnanometric gaps, the optical response is modified21,22. The
redshifting BDP fade away, blueshifting CTPs appear before physical contact,
and the near field in the gap is quenched. Once the gap is closed and the
merging process takes place, the CTPs continue blueshifting as the particles
merge deeper.

In contrast, for flat-gap antennas with large facets, we find two different
sets of modes137–139, Longitudinal Antenna Plasmons (LAPs) and Transverse
Cavity Plasmons (TCPs). The LAPs are present in the far- and near-field
spectra, redshifting as the gap gets closed but saturate spectrally for narrow
gaps. The saturation is not linked to the tunneling of electrons through the gap
since it is already observed for gap distances where tunneling is not relevant
and when tunneling is ignored. This can be qualitatively understood using a
model based in circuit theory, where the flat gap is modelled as a capacitor
whose impedance tends to zero for ultra-narrow gaps (behaving as a short
circuit) and therefore the resonance wavelength no longer depends on dgap. In
contrast. the TCPs are very sensitive to the separation distance dgap showing a
very strong redshift as the gap closes. These modes can can be described using
a simple Fabry-Pérot-like model originated from the interference of a wave
travelling back and forth along the flat gap surfaces. When tunneling sets on,
the near field in the flat gap region quenches faster than in the spherical case,
due to the larger area of tunneling.

In the case of large aspect-ratio antennas with large facets, the TCPs are
essentially dark modes140 that have a negligible effect on the far-field optical
properties. We also find that the TCPs and the LAPs can be tuned indepen-
dently for this geometry, with both modes contributing strongly to the enhance-
ment of the near-field response. The flexibility on the independent control of
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LAP and TCP resonances can be advantageous to finely tune the near- and far-
field properties of this plasmonic system. On the other hand, structures with
smaller aspect-ratios, in particular the faceted dimers of spheres, show a signif-
icant radiation of TCPs in the far field. Studies of related structures130 have
shown that conveniently designed plasmonic structures can present significant
coupling between LAPs and TCPs.

Given the robustness of the results obtained in Sec. 2.3, we believe that
the cavity modes can be supported by any plasmonic junction presenting flat
areas, assuming that the lateral dimensions of the cavity are comparable to
the plasmonic wavelength in the gap (see Eq. (2.2)), and that the separation
distance is relatively small and remains approximately constant along the entire
gap. On the other hand, due to the sensitivity of the spectral position of the
TCPs to the gap distance, even small local variations on the gap separation may
suppress the formation of these modes, or confine them to particular regions
within the gap.

These results can contribute to address discrepancies and inconsistencies in
experimental results where the fine details of the morphology of a plasmonic
nanocavity are often not known. The qualitative differences between flat and
spherical terminations are robust regarding the overall shape of the nanoanten-
nas. However, the exact resonance frequencies are very sensitive to morpholog-
ical changes of the cavities at the nanometric level. Thus, a small variation in
the gap facets can quantitatively modify the performance of a particular opto-
electronic process providing an explanation for the frequent variability in exper-
imental results. Fabrication technologies with fine control over the nanoparticle
shape are thus key to produce systematic experimental output22,141. The exact
field distribution in a plasmonic cavity also determines the performance of many
field-enhanced spectroscopies, such as in Tip-Enhanced Raman Spectroscopy
(TERS)142,143, or in scattering-type Scanning Near-field Optical Microscopy
(s-SNOM)144. The variation of the morphology of the tip-on-substrate cavi-
ties in these spectroscopies could indeed explain the large variability in signal
quality and spectral behaviour, often found in experiments from tip to tip145.
Similarly, modifications of the gap can also determine the yields and properties
of many optoelectronic processes such as in photoemission146,147 or in nonlinear
plasmonics148.

Furthermore, the sensitivity to the fine details of the cavity, even reach-
ing down to atomic-scale variations within the gap, is not always detrimental.
If controlled, as for example in a particle-on-mirror geometry149, the depen-
dence on the faceting can serve as an optical monitor of complex photochemical
processes46,150 or to trace transport properties at optical frequencies46,136, thus
allowing the access to information that cannot be reached by other techniques.

Last, experimental realizations that seek to study the tunneling regime
should also consider the differences that the faceting of the gap termination or
the exact atomic structure of the nanoparticle introduce151–153. Identification
of the tunneling regime through far-field methods might become a very difficult
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task if the geometry of the plasmonic system presents large facets.
The results presented in this chapter stress the importance of the morphol-

ogy of the gap for applications in nanophotonics. The possibility of independent
control of the two types of modes (LAPs and TCPs) for adequately engineered
nanoantennas provides a valuable mean to control the far-field and near-field
properties separately. Flat gap termination antennas may also find applications
beyond the manipulation of light under plane-wave illumination. The faceted
gap geometry may also be an adequate morphology to achieve strong coupling
with self-assembled molecules154,155 extended over the entire gap. For applica-
tions exploiting subnanometric gaps it is necessary to consider the importance
of tunneling, and particularly the quenching of the near field. The possibilities
of the flat gap morphology could thus open new venues for simultaneous and
independent control of the near-field and far-field responses in nanophotonics.
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Chapter 3

Multi-gap plasmonic
structures

In the previous chapters we have studied plasmonic systems with a single gap
and discussed the influence of electron tunneling and gap morphology in the
linear optical response. However, plasmonic systems with more than 2 particles
and thus separated by multiple gaps can present a richer variety of plasmonic
resonances and offer additional opportunities for tuning the response due to
the hybridization of the modes of all the nanoparticles156,157.

We first consider the optical mode structure of trimers. In the introduc-
tion and in Ch. 2 we have focused on modes of electric character sustained
by a dimer. Furthermore, we always illuminated the system using linearly
polarized plane waves, thus exciting bright modes, i.e. resonances with net
dipole moment that are excitable by a conventional laser. Nevertheless, mag-
netic and dark modes (plasmonic resonances that cannot be directly excited
by paraxial light owing to their lack of a net dipole moment) can also be
excited in more complex configurations. For example, magnetic resonances
at optical frequencies have been shown to improve the sensitivity of circular
dichroism spectroscopy158,159 as well as to enable tunable permeability for novel
metamaterials160–164. Dark modes are also of interest in the development of ul-
trasensitive molecular detectors157,165 due to the narrow spectral widths typical
of these resonances.

The influence of quantum effects on these modes remained unexplored,
largely due to the challenges associated with fabricating and simulating sub-
nanometer features in complex nanoparticle geometries5,156. In Sec. 3.1 we
thus use the trimer ’metamolecule’ (three nanospheres arranged in a triangular
shape) to investigate theoretically and experimentally the influence of tunnel-
ing in electric, magnetic and dark plasmonic modes. In this study we consider
perfectly spherical particles.

On the other hand, we have seen in Ch. 2 that the details of the gap mor-
phology can strongly influence the optical response of plasmonic dimers with
narrow gaps. In Sec. 3.2 we consider chains of nanoparticles separated by
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nanometre gaps, and systematically change the gap morphology of the con-
stituents to explore how the faceting influences the optical response of such
chains. This results can be used to understand the optical behaviour of self-
assembled aggregates, as it has been demonstrated that the plasmonic response
of these aggregates can be often described as the combination of plasmonic
chain resonances166.

3.1 The trimer metamolecule: effect of elec-
tron tunneling in electric, magnetic and dark
modes

In this section, we investigate theoretically (with experimental support by Jen-
nifer Dionne’s group in Stanford) nanoparticle trimers as one of the most basic
plasmonic “metamolecules” that support a rich variety of resonances of different
fundamental character156,157,167–170. We focus on tracking electric, magnetic,
and dark plasmonic modes as the trimer geometry evolves from a situation with
very narrow gaps between the nanoparticles to a situation where the nanopar-
ticles have established physical contact, allowing to observe the transition from
the classical to the quantum regime23.

We choose silver nanoparticles as the constituents of the trimer owing
to their relatively low losses, strong electric polarizability and capacity to
interact strongly with each other. These properties enable the formation
of distinct modes with relatively narrow spectral linewidths. We theoret-
ically model the dielectric function of the nanospheres using experimental
bulk dielectric functions32 and perform rigorous 3-dimensional electromag-
netic calculations using the MNPBEM solver developed by the group of
Prof. U. Hohenerster34,171,172 The effect of tunneling is introduced using the
Quantum Corrected Model (QCM)23 (see Sec. 1.1). Figure 3.1 presents a sketch
of the metamolecule geometries that are analysed throughout the section. Fig-
ure 3.1a shows three spheres of diameter D = 25 nm whose centres are at the
vertex of an equilateral triangle. The three gaps between the particles have
the same dimensions. In Fig. 3.1b we have sketched the coalesced equilateral
configuration. As in panel (a) the centres of the three D = 25 nm spheres are
located at the vertex of an equilateral triangle but now the gap between the
particles has been decreased and the spheres are in contact. In the last exam-
ple in Fig. 3.1c, the top particle has contacted the bottom ones while the later
remain separated. In this configuration the centres of the particles are located
at the vertex of an isosceles triangle. The spheres are surrounded by vacuum
and excited by an 80 keV electron beam with a spatial width of 0.2 nm.

To experimentally access the quantum regime, a combination of Scanning
Transmission Electron Microscopy (STEM) and Electron Energy-Loss Spec-
troscopy (EELS) is implemented. Both techniques use an electron beam that
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a)

D

dgap

dgapdgap

b) c) dgap

Figure 3.1: Representation of the trimer metamolecule composed by three
Ag spheres of diameter D = 25 nm and surrounded by vacuum. (a) Fully
separated trimer with equilateral configuration: the three gaps have the same
dimensions (dgap). (b) Coalesced trimer with equilateral configuration: Start-
ing from the geometry in (a), the three gaps have closed reducing the distance
between the centres on the nanoparticles. (c) Coalesced trimer with isosce-
les configuration: Starting from the geometry in (a), the top particle has
contacted the bottom ones while the bottom gap remains unaltered (dgap).

is focused on the sample to extract information about the system. STEM al-
lows to obtain images of the nanoparticles with sub-nanometric resolution173
by scanning the sample with the electron probe and recording the transmis-
sion of electrons at each step. EELS generates spectral information about the
optical resonances in the system by measuring the energy that the electrons
loose when they pass through or nearby the sample, for example due to the
excitation of plasmons. Additionally, the focused electron beam can be used to
induce particle motion, allowing dynamic modification of the interparticle sep-
aration. This phenomena is likely a combination of coulombic attraction and
surface diffusion: the electron beam can induce polarization of the particles into
aligned, attractive dipoles174,175 as well as facilitate the diffusive movement of
the surface atoms of the nanoparticles173,176–178. Spheres of 25 nm diameter are
selected for this study because they are sufficiently large to exhibit a detectable
plasmonic magnetic mode EELS signal and at the same time small enough to
be responsive to electron beam manipulation. The particles are synthesized
according to a previously reported179 colloidal chemistry procedure.

The electron-beam-induced merging phenomenon is illustrated in Fig. 3.2,
where a series of silver nanosphere trimer TEM images depict decreasing in-
terparticle separation distances. Initially, the 25-nm-diameter spheres self-
assemble into an equilateral triangle trimer with gap sizes of ∼ 1 nm (Fig. 3.2a).
After interaction with a focused electron beam, the particles proceed to con-
verge and achieve Ångström-scale separations (Fig. 3.2b). Upon further co-
alescence, physical connections are established (Fig. 3.2c), which ultimately
broaden and recrystallize to create fully-merged aggregates (Fig. 3.2d). This
final form remains relatively stable and is no longer substantially affected by
the electron beam. More details on the nanoparticle’s synthesis methodology
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a b c d 

Figure 3.2: Aberration-corrected STEM images of a silver nanosphere
trimer with particles converging and coalescing under the influence of the
electron beam. The particles are 25 nm in diameter and supported on an
8 nm-thick SiO2 membrane substrate. The electron beam induces particle
convergence from a separation of 1 nm (a) down through sub-nm gaps (b) un-
til particle contact (c) and ultimate recrystallization into a single entity (d).
Scale bars equal 10 nm. Experiments performed by Dionne’s group in Stan-

ford.

as well as in the STEM-EELS experimental set-up are discussed in Ref. [23].
For the comparison between theory and experiments a few considerations

are needed. The simulations consider perfectly spherical nanoparticles sus-
pended in vacuum while in the experiments the trimers are deposited on a
SiO2 substrate that redshifts the resonances. Furthermore, the theoretical sim-
ulations assume a perfectly monochromated electron beam, while the experi-
mental spectra have a small, ∼ 0.1 eV, energy spread in the incident electrons,
which results in the experimental spectra showing broader resonances than
in the theory. Finally, the experimental spheres show faceting (not modelled
in the calculation), which as discussed in Ch. 2 also shifts and broadens the
resonances.

In the following, by analysing the experimental and theoretical plasmonic
spectra (EELS) for well characterized trimer structures of known geometry
(STEM), we discover prominent quantum effects on the electric and magnetic
modes of trimers at the smallest separation distances but purely classical be-
haviour for the radially-symmetric dark mode.

3.1.1 Characterization of the plasmonic modes
Before exploring the modal evolution as the particles coalesce and electron
tunneling becomes important, we study in Fig. 3.3 the plasmonic response
of the trimer to electron excitation for the classical regime (≥ 0.5 nm gap
sizes). We use an equilateral configuration of the nanoparticles with 0.5 nm
gaps separating them and we place the EELS electron beam at the vertex
(Fig. 3.3a-d), edge (Fig. 3.3e-h) and centre (Fig. 3.3i-k). The vertex position
excites electric modes equivalent to the ones studied in previous chapters, while
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the edge and centre excitations gives access to magnetic and dark plasmonic
modes respectively.

As a first example of trimer excitation, the EELS simulation spectra for the
beam situated at the vertex position is depicted in Fig. 3.3a. The plot features
two primary resonance peaks at ∼ 2.75 eV (blue circle) and ∼ 3.5 eV (green
triangle) together with a narrow peak at ∼ 3.3 eV. To understand the specific
nature of the observed ∼ 2.75 eV and ∼ 3.5 eV plasmonic resonances, sim-
ulated field maps are generated at the energies corresponding to the spectral
peaks. The field maps are accompanied by arrows depicting the direction of
the field at a given time snapshot. All the arrows in this chapter are normal-
ized to have the same length in three dimensions; accordingly, smaller arrows
indicate the presence of out-of-plane field components. As seen in Fig. 3.3b,
the lower energy resonance of Fig. 3.3a can primarily be attributed to the
electric bonding mode between the top and each of the bottom particles, in
which the field directions exhibit a dominant vertical component and produces
a strong near-field enhancement in the gap between the top and the bottom
particles. This dipolar coupling in similar to the BDP resonance of dimers22
(Introduction and Ch. 2). The higher energy peaks (3.5 eV) in the simulation
correspond to a more complex combination of higher-order modes where the
electric fields concentrate mainly next to the electron probe, as illustrated in
Fig. 3.3c. This mode is often referred to as the pseudomode180. Figure 3.3d
shows the experimental EELS spectrum that presents two peaks at ∼ 2.6 eV
and ∼ 3.5 eV in excellent agreement with the calculated spectrum in panel (a).
The main difference between the experiments and the calculations is that the
latter shows the additional narrow peak at ∼ 3.3 eV, which does not appear
in the experimental spectrum probably due to the broadening of the two main
peaks.

The calculated spectra of a second trimer system in this case with edge
excitation at the right side of the top sphere is presented in Fig. 3.3e. As with
the vertex excitation of Fig. 3.3a, electric bonding (blue circle at ∼ 2.75 eV) and
higher-order modes (pseudomode marked by the green triangle at ∼ 3.5 eV) are
observed, but unlike the vertex excitation, a third, weaker resonance at lower
energy (purple square at ∼ 2.5 eV) emerges. According to the simulated field
maps at ∼ 2.5 eV energy (Fig. 3.3f), the displacement current associated to
the electric field (depicted with the arrows) circulates around the three-particles
in a loop, which creates a magnetic field in the middle of the trimer normal
to the plane of the figure (as will be explicitly shown in Fig. 3.6). This field
distribution indicates that this resonance corresponds to a magnetic mode. The
near-field map of the high-energy mode at ∼ 3.5 eV is plotted in Fig. 3.3g. As in
Fig. 3.3c, the combination of higher order modes strongly concentrates the near
field in the area close to the electron beam. Good agreement is again obtained
between the theoretical (Fig. 3.3e) and the experimental EELS spectrum in
Fig. 3.3h, where the main difference is that the measured magnetic resonance
peak at ∼ 2.5 eV appears as a shoulder to the electric bonding mode.
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Electric Bonding Mode

High-Order Mode

Magnetic Mode

High-Order Mode

Dark Mode

Figure 3.3: Optical response of trimers with vertex (a-d), edge (e-h), and
centre (i-k) excitations (beam position indicated with a red cross in the field
maps) are depicted with their BEM simulation spectra (a, e, i) and their
experimental STEM-EELS (d, h, k). The nature of the resonance peak modes
are identified with classical BEM field maps and arrows depicting a time
snapshot of field direction (b, c, f, g, j). The prominent resonances include
electric bonding mode (blue circle), magnetic mode (purple square), higher-
order modes (green triangle), and dark modes (gold pentagon). All scale bars
equal 10 nm. Classical calculations and experiments performed by Dionne’s

group in Stanford.



3.1. The trimer metamolecule: the effect of electron tunneling 77

In Fig. 3.3i the third electron excitation position at the trimer’s centre
reveals a unique EELS resonance profile containing a primary, intense peak at
∼ 3.5 eV (gold pentagon) in both the calculation (Fig. 3.3i) and the experiment
(Fig. 3.3k). The near-field map associated to the peak in Fig. 3.3j shows that
the induced electric field in each nanoparticle is directed towards the centre of
the trimer. Thus, the combination of the induced dipoles in each nanoparticle
creates zero net-dipole moment making the mode not excitable with paraxial
light157. This dark mode can, however, be accessed by the electron beam, as
shown here.

We study next in Fig. 3.4 the case of a merged trimer under edge electron
excitation. As observed in Fig. 3.4a the top sphere has contacted the two
bottom spheres (effective distance between the centres of the top and bottom
particles is = (D − 0.5) nm.) while the bottom ones remain separated by
a 0.5 nm gap. To perform the calculations a tangent toroidal surface (inner
radius = 0.5 nm) is applied at the contact points to reduce the sharpness of the
connection, ease the convergence of the calculations and avoid the unphysical
strong shift of the resonances that was found in Fig. 6b of the Introduction. In
this merged situation charge transfer occurs through the contact bridge and the
classical treatment is a good approximation (as far as the edges are rounded).
This approach has been used in previous studies to simplify particle merging
evolution22,42.

The peaks in the experimental EELS spectrum (Fig. 3.4c) are broader than
the calculated ones in Fig. 3.4b, but otherwise the two spectra show very good
correspondence, with 3 principal resonances around 1 eV, 2 eV and 3.5 eV. The
main differences between the calculated and the experimental spectra are that
the calculated narrow peak at ∼ 3.4 eV is likely to correspond to the shoulder of
the high-energy pseudomode in the experimental spectrum and that the weak
and narrow peak at ∼ 2.75 eV in Fig. 3.4b is not resolved in the experiment.
The latter resonance is a post-merged gap mode similar to a BDP due to the
interaction between the bottom particles23 and will not be further discussed.

To analyse the nature of the main coalesced trimer resonances, we
plot the calculated electric field maps for the main peaks in panels d-
f. For the peak at ∼ 1 eV (red hexagon in Fig. 3.4b) the electric field
(Fig. 3.4d) circulates around the three nanoparticles and therefore the mode
is a magnetic-Charge Transfer Plasmon (mCTP) similar to the magnetic mode
at ∼ 2.5 eV that we observed in the separated trimer (Fig. 3.3f), but at much
lower energies. Due to the merging of the spheres, electrons can now circulate
freely between the top and bottom spheres but cannot cross the bottom gap,
thus creating stronger near field in this region. Figure 3.4e corresponds to a
dipolar electric-CTP mode located at energy ∼ 2 eV, (orange rhomboid). The
field lines flow from the bottom particles to the top sphere in a very similar
manner as for the dipolar electric-bonding mode in Fig. 3.3b. However, in the
coalesced trimer charges can freely flow between the top and bottom particles
(similart to the CTPs studied in the introduction and Ch. 2). Last, Fig. 3.4f
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10 nm

Higher-Order CTP ModeElectric CTP ModeMagnetic CTP Mode

Figure 3.4: Modal structure of a coalesced trimer subjected to edge exci-
tation. (a) STEM image of a trimer where the top sphere has coalesced
into the two bottom ones. (b) Simulated EELS spectra of the trimer.
(c) Experimental EELS of the situation in panel (a). The marked peaks cor-
respond to the induced near-field maps showing (d) magnetic-CTP located
around ∼ 1 eV, (e) electric-CTP at ∼ 2 eV and (f) high-order CTP mode
at ∼ 3.5 eV of the contacted trimer. Experiments and classical calculations

performed by Dionne’s group in Stanford.

shows a complex field distribution for the pseudomode at ∼ 3.5 eV energy (cor-
responding to a combination of high-order modes) which closely resembles the
behaviour of the high-energy peak of the separated trimer (Fig. 3.3g).

With this understanding of the classical modes for the separated and the
merged trimers, we can now follow up the coalescence through the sub-nm gap-
size regime. We calculate the evolution of the trimer modes as the particles
coalesce using a purely classical approach as well as the semiclassical Quantum
Corrected Model (QCM). As discussed in Sec. 1.1, the QCM incorporates the
effect of tunneling in the calculations. We then compare these results with the
EELS data collected while the trimer dimensions are altered. Our observations,
described below, indicate the emergence of non-classical plasmonic behaviour
for a select set of trimer modes, while others maintain a purely classical be-
haviour.
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3.1.2 Evolution of plasmonic modes as the trimer coa-
lesces

As shown in Figs. 3.3e-h and Fig. 3.4, placing the electron beam at the edge of
the top particle excites both electric and magnetic modes in a fully separated
trimer and in the coalesced isosceles configuration. We study next the evolution
of the different plasmonic modes as the coalescence takes place. The trimer
merging process is depicted in the leftmost panel of Fig. 3.5. The trimer evolves
from a a situation where all the particles are well separated at the bottom
(same structure as in Fig. 3.3h) to the final coalesced geometry at the top of
the panel where the top sphere has contacted the bottom ones while the later
remain separated (as in Fig. 3.4a and the sketch in Fig. 3.1c). A negative
gap dgap means that the distance between the centre of the top and bottom
particles is D − |dgap|.

We first analyse the modal evolution using classical calculations in Fig. 3.5a.
As the top two gaps decrease from 0.5 nm (lower spectrum) to 0.1 nm, the
magnetic mode (purple square) and electric bonding mode (blue circle) shift
to lower energies. Meanwhile, the dominant higher-order resonance at 3.5 eV
remains at constant energy throughout the merging process.

Once the particles touch (separation distances ≤ 0 nm), the classical simu-
lations predict that the bonding electric and magnetic modes disappear. Simul-
taneously, new modes emerge, as electrons can freely move between particles
through the physical connection. The modes for dgap = −0.5 nm were already
identified in Fig. 3.4. They correspond to a mCTP at ∼ 1 eV, a dipolar electric-
CTP at ∼ 2 eV and a pseudomode at ∼ 3.5 eV. Figure 3.5a also reveals that
the dipolar electric-CTP blueshifts as the particles coalesce.

On the other hand, from the discussion in Ch. 2 and from other works in
the literature21,22,53 it is known that for gap distances below ∼ 0.5 nm, electron
tunneling modifies the plasmonic response and the classical calculation fails to
reproduce the modal structure. We use the QCM (see Sec. 1.1) to effectively
incorporate the effect of the tunneling currents between the top and bottom
spheres (Fig. 3.5b). In the QCM calculations, no tangent surface is required af-
ter contact in order to converge the calculations (see description of Fig. 3.4), as
the presence of the distance-dependent effective medium avoids spatial discon-
tinuities at sharp interfaces. To make a better comparison between the classical
and the QCM results, the QCM negative separation distances are considered
to be equivalent to those of the classical model when the areas of the contact
junction necks between the particles are the same.

By comparing Fig. 3.5a and Fig. 3.5b, it can be seen that the QCM simu-
lations display a close correspondence with classical calculations for separation
distances dgap ≥ 0.4 nm and dgap ≤ 0 nm. This can be explained since for
large gaps electron tunneling is exponentially small and after contact the elec-
tron transfer is dominated by the classical conduction across the relatively wide
junction neck.
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10 nm

Figure 3.5: (a) Spectral series comparing the plasmonic mode evolution
in the classical theory, (b) QCM calculations and (c) experimental EELS
as the particles merge. Experiments and classical calculations performed by
Dionne’s group in Stanford. The trimer is excited with the electron beam at
the edge position (red cross at a distance < 1 nm from the top particle) and
induces merging of the two top junctions. The prominent resonant modes are
monitored, including magnetic mode (purple square), electric bonding mode
(blue circle), higher-order modes (green triangle), electric charge transfer
mode (orange rhombus) and magnetic charge transfer mode (brown hexagon).
Experiments and classical calculations performed by Dionne’s group in Stan-

ford.

For the smallest (positive) gap region, the QCM calculations strongly di-
verge from the classical model. The magnetic and electric bonding resonances
do not redshift as the distance decreases. Instead, the magnetic mode be-
comes quenched and the electric bonding resonance disappears and transforms
into a blueshifting higher-order charge transfer plasmon mode. Similar electric
mode phenomena have been predicted in the introduction and in Ch. 2 for
dimers in the quantum regime53. The QCM simulations also predict that the
lowest-energy electric-CTP emerges at a gap of ≈ +0.1 nm, before the particles
physically come into contact. This feature has been reported in dimers22,53,55
and is produced when the quantum tunneling probability is sufficiently high
to facilitate interparticle conductivity45. Finally, it can be observed that the
introduction of the tunneling current does not influence the pseudomode at
∼ 3.5 eV.

The experimental STEM-EELS data are plotted in Fig. 3.5c. We observe
that, while the classical calculations are only able to reproduce the experiment
in the regime where the nanoparticles are well separated or in physical contact,
the QCM calculations satisfactorily reproduce the STEM-EELS spectra in the
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Figure 3.6: Electric and magnetic simulated field maps before and after
the onset of quantum tunneling. Quantum-corrected model simulations of
25-nm-diameter silver nanosphere trimers with edge excitation (red crosses)
are generated at 0.4 nm gap distances (a,b), outside the quantum regime,
and at 0.3 nm gap distances (c,d), where quantum tunneling is substantially
stronger. As indicated by the electric field direction arrows, the magnetic
mode at ≈ 2.5 eV is displayed at left (a,c), while the electric bonding mode
is shown at right (b,d). The insets in (b) and (d) display a zoomed view of the
electric fields in the gap regions. The quantum effects at the smaller separa-
tion distances result in a significant decrease in the magnetic and electric field
amplitude for their corresponding modes. Classical calculations performed

by Dionne’s group in Stanford.

whole range of gap distances. Notably, both the QCM calculation and the
experiment show a quenching of the magnetic mode, the transformation of
the redshifting electric bonding mode into a higher order CTP mode, and the
appearance of the lowest-energy electric-CTP before physical contact.

To better illustrate the evolution of the magnetic and electric resonances
at these Ångström-scale separation distances, Fig. 3.6 shows the distribution
of electric and magnetic field amplitudes and electric field directions for the
relevant modes as the gap sizes diminish. The first column plots the magnetic
field amplitude of the pre-merging magnetic mode while the second column
shows the electric field amplitude of the electric bonding mode. Upper (a,b) and
lower (c,d) rows correspond to gap separation distances of 0.4 nm and 0.3 nm,
before and after reaching the quantum tunneling threshold, respectively.
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For dgap = 0.4 nm (Figs. 3.6a,b), quantum tunneling still does not sub-
stantially impact the response of the system, and both electric and magnetic
modes present the expected classical bonding behaviour. The magnetic mode
(Fig. 3.6a) generates a strong magnetic field at the centre of the system as a
result of the circulating displacement currents across the three particle loop.
The electric dipole mode instead presents intense electric fields at the parti-
cle gaps as a result of the large coupling between the modes of the individual
particles.

In contrast, the dgap = 0.3 nm separation distance (Fig. 3.6c,d) is suffi-
ciently small to allow a high-frequency tunneling current between the particles
to be established. To use a similar circuit model analogy as in Ch. 2, at this
threshold, the gap impedance acquires an increasingly resistive character (from
the electron tunneling). Furthermore, the capacitive bonding nature of the
modes loses strength, resulting in the damping and quenching of the bonding
electric and magnetic modes. Consequently, the magnetic field amplitude map
(Fig. 3.6c) indicates a substantial drop in the magnetic field concentration at
the centre of the particle loop, and the electric fields in the interparticle gaps
of the electric mode are similarly reduced (Fig. 3.6d).

While the resonance energy of the magnetic mode and the bonding electric
mode display distinct non-classical behaviour, other plasmonic modes are not
equally affected by quantum phenomena in the sub-nm regime. This contrast
is seen when a trimer is excited through the centre and the three particles sym-
metrically merge (all connections occurring simultaneously). The dark mode
resonance, as seen in the classical simulations of Fig. 3.7a, initially occurs at
3.5 eV with 0.5 nm gap size and remains constant throughout the entire particle
merging.

The experimental EELS spectra in Fig. 3.7b also reveal virtually identical
resonance energy trends with separation distance, as the dark gap mode in
Fig. 3.7c evolves into a dark merged trimer mode (Fig. 3.7d) with similar field
orientation. This similarity between experimental data and classical simula-
tions indicates that quantum effects do not influence the energy of the dark
mode resonance behaviour, even at the smallest interparticle dimensions.

Why does the dark mode energies remain constant in both experiment and
classical theory while the magnetic and bonding electric gap modes show sub-
stantial differences? The discrepancy between dark and bright modes is caused
by the orientation of electric fields and charge distribution at the junctions
associated with the dark mode polarizations. In the magnetic and electric
bonding modes, charges with opposite polarity are induced at the interparticle
interfaces, creating a strong local field through the gap and further facilitat-
ing electron tunneling between the nanospheres. The radially-symmetric dark
mode, in contrast, has identical charge polarity at the junctions, reducing the
electric field and hindering electron transport between particles. Note that this
result should also be applicable to other dark-modes of metamolecule assem-
blies, including the antibonding longitudinal modes of nanoparticle dimers.
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Gap Dark Mode

Merged Dark Mode

Figure 3.7: Spectral series comparing experimental EELS and classical
simulations for a merging trimer with centre electron beam excitation. The
beam positions are indicated by red crosses. Both experimental (a) and
classical simulations (b) indicate a dominant peak that remains at the same
energy throughout the merging process. (c) Electric field map of the dark
gap mode of the separated trimer. (d) Electric field map of the dark mode
of the merged trimer. All scale bars equal 10 nm. Experimental data and

classical calculations obtained by Dionne’s group in Stanford.

3.1.3 Summary and Discussion
To summarize, we have analysed the response and selective excitation of hy-
bridized trimer metamolecule modes excited by electron beams through clas-
sical and QCM simulations. Furthermore we have verified the predictions of
our model by comparing them with experimental STEM-EELS with the use
of sub-nm imaging, spectral analysis, and electron-beam manipulation of the
nanoparticles. Combined, these methods have allowed to explore fundamen-
tal trimer modes and their progression in particles with interparticle gap sizes
in the sub-nanometer regime. The plasmonic mode evolution during merging
reveals that classical electrodynamics correctly captures the behaviour of typi-
cally antibonding cases (e.g. radially-symmetric dark mode), but is insufficient
to describe other types of modes (i.e. electric bonding and magnetic modes)
in which quantum phenomena are revealed. These spectral features, includ-
ing resonance quenching and relative blueshifting, provide strong indication of
electron tunneling between particles. Consideration of quantum features can
play an important role in the design of future multi-particle metamolecules
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with sub-nm gaps and brings up new interdisciplinary exploration bridging
molecular electronics, nonlinear optics, and plasmonics.

3.2 Plasmonic chain resonances

We have considered up to now structures with 2 or 3 particles where the differ-
ent parameters (position, size, ...) are well controlled. Such control however, is
experimentally demanding when fabricating complex plasmonic systems with
multiple nanoparticles. A promising approach is to use self-assembled aggre-
gates of small nanoparticles8, where molecular linkers allow to achieve consis-
tent gap separations181 down to ≈ 1 nm. The particles can self-assemble to
form chain-like structures182 or more complex 3-dimensional aggregates, where
the position of each particle is essentially stochastic166,181. Interestingly, this
stochasticity does not prevent to obtain a reproducible overall plasmonic re-
sponse even for quite complex aggregates, and to control the response by chang-
ing the size and shape of the particles and the conditions of aggregation8,183.
Furthermore, it has been demonstrated that the optical response of these ag-
gregates can be described by the combination of plasmonic chain resonances166.

Figure 3.8a sketches a typical situation of self-assembled spherical particles
aggregated in the Diffusion-Limited Regime. We consider that a small molecu-
lar linker fixes the interparticle distance, a situation that is possible to achieve
using wet chemistry synthesis8,184. The optical response of such an aggregate
can be tuned by modifying the self-assembly conditions (particle size, material,
linker, concentrations,...). The resulting aggregate presents a branched con-
figuration of particles separated by well defined nanometer gaps166,181. It has
been argued in previous works166,185 that much of the resulting plasmonic re-
sponse can be understood by modelling the system as an ensemble of relatively
straight chains of adequate lengths (Fig. 3.8). Thus, understanding the case of
straight chains186,187 is a critical step to optimize these complex systems, as
also to predict the optical response when mixed independent chains are directly
synthesized.

Indeed, chains of spherical particles interacting across nanometre gaps have
received considerable attention39,42,87,166,188–192. The optical response of these
chains (blue line in Fig. 3.8e) shows a strong dipolar Longitudinal Chain Plas-
mon (LCP) mode, which redshifts as the number of particles in the chain
increases and is characterized by the generation of very strong and localized
near fields in the gap regions, thus making them interesting for enhanced spec-
troscopy.

Nonetheless, the redshift of the LCP with increasing number of particles
in the chain saturates for chains formed by ∼ 10 spherical particles189,193–196.
This saturation limits the tunability of the system, making it necessary to use
relatively large spheres and very narrow gaps when resonances in the infrared
are sought197–199, as for example when working in the biological transparency
window200,201. To increase the tunability, a straightforward possibility is to
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change the morphology of the particles. Nonetheless, the results for chains of
rods suggest that, as far as the terminations remain spherical, the redshift can
be larger than for spheres, but the response still saturates with the number of
particles184. Furthermore, the self-assembly process may become challenging
for elongated or very complex particle morphologies.

On the other hand, chemically-synthesized particles in self-assembled aggre-
gates present flat facets either by design or due to unavoidable reconfiguration
processes inherent to the chemical synthesis96–98 (see also Refs. [99, 100] and
references therein for a discussion on growth of gold nanoparticles). Thus
addressing theoretically the effects that the presence of facets induces in the
plasmonic response of self-assembled aggregates can have direct implications in
the interpretation of experimental results. It has been shown in Sec. 2.1 that
rod dimers terminated by a flat surface present a very different behaviour as
compared to spherically capped rods55. It is argued below that such flat facets
can be advantageous for applications based on self-assembled systems, notably
by improving the tunability of the optical response of the system. Large facets
are able to accommodate a larger number of molecules in the gap, a situation
beneficial for applications which do not require to work at the single molecule
level46.

Figure 3.8 shows the main idea for the analysis in this section. In the ab-
sence (Fig. 3.8a,b) and in the presence (Fig. 3.8c,d) of faceting in the particle
units, branched aggregates (Fig. 3.8a,c) are considered to behave as an ensem-
ble of non-interacting straight chains (Fig. 3.8b,d), an approach supported by
previous studies that showed how chain calculations can nicely and effectively
reproduce the optical response of the full aggregate166. For linearly polarized
light, the polarization of the external field selects the excitation of particular
chain modes parallel to the incident field (Fig. 3.8a,c). On the other hand, if
unpolarized light is used, plasmonic modes can be efficiently excited in chains
that are oriented in all directions perpendicular to the propagation direction of
the excitation beam.

The faceting at each particle unit within a straight chain strongly affects
the optical response (Fig. 3.8e). For the same number and size of particles,
the resulting resonances are found at larger wavelengths for chains of particles
with large facets compared to chains of spheres (red line for flat-faceted particles
chain vs. blue line for spheres in Fig. 3.8e). In the following theoretical work,
a systematic analysis of the behaviour of chains of different length and facet
size is presented. In particular, special attention is paid to the influence of the
size of the facets on the tunability of resonances and the field enhancement
in the gap regions, with direct implications for surface-enhanced spectroscopy
and sensing at infrared frequencies.

3.2.1 Chain configuration
We simulate 1-dimensional chains (Fig. 3.8b and Fig. 3.8d) composed by cylin-
drical gold nanoparticles described by the experimental permittivity of gold32
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Figure 3.8: Scheme of aggregates of (a) spherical and (c) flat-faceted par-
ticles under plain wave illumination with electric field ~E. The incoming il-
lumination mainly excites longitudinal plasmon modes in chains that extend
along the polarization direction (chains delimited in the scheme by thick blue
and red lines, respectively). We thus focus on the optical response of chains of
(b) spherical or (d) flat-faceted particles. Zooms in (b) and (d) illustrate the
dimensions of the particles composing the chains. In both cases the particles
are rotationally symmetric with respect to the chain axis. We notice that the
complex flat-faceted aggregates in (c) would require breaking the rotational
symmetry to have more than 2 flat facets per particle. The spheres (b) are
defined by their diameter D = 50 nm. The flat-faceted particles (d) are rods
defined by 3 parameters, the length L (in the direction along the chain axis),
the diameter D (in the orthogonal direction) and the facet diameter Df . We
fix L = D = 50 nm and we vary Df from Df = 0 nm, corresponding to a
sphere, to Df = 46 nm, a cylindrical rod with almost completely flat facets.
In Fig. 3.11, Fig. 3.12 and Fig. 3.13 the fields are evaluated in the central
plane of the gaps, in an area corresponding to a circle of radius 25 nm. We
mark this region for one gap in the insets of (b) and (d) as the region of
the central red plane delimited by the dashed circular line. (e) Calculated
extinction spectrum of a chain of Np = 10 gold spherical particles in blue and
a chain of 10 flat-faceted particles with Df = 46 nm in red for incident light
with the electric field polarized along the chain direction. All the structures

considered in this study are cylindrically symmetric.
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and surrounded by vacuum. For simplicity, the full structure is rotationally
symmetric, even if the more complex 3-dimensional aggregates with flat facets
in Fig. 3.8c would require less symmetrical particles. The nanoparticles are a
smaller version of the wide rods studied in Sec. 2.3. The length of the particles
along the chain axis is L = 50 nm, their diameter along the plane orthogo-
nal to the chain axis is also D = 50 nm and the separation in the gaps is
dgap = 1 nm. The rods are capped by a flat surface of diameter Df , with the
radius of the rounded edge redge =

D−Df
2 (see zoom of Fig. 3.8d). We vary

the diameter of these gap facets from Df = 0 nm to Df = 46 nm, where the
former corresponds to the limit situation of a sphere of diameter D = 50 nm
(zoom in Fig. 3.8b). Plane wave illumination at wavelength λ with the electric
field of amplitude E0 polarized along the chain axis is used to excite the strong
longitudinal plasmonic resonance of the system. We then analyse the optical
response of the plasmonic chains in the far-field and in the near-field as a func-
tion of the number of particles in the chain (Np) and the facet diameter (Df ).
The gap distance (dgap = 1 nm) is short enough that nonlocal effects might
introduce some modification in the exact resonance frequency and strength of
the plasmonic modes. However, previous studies have shown that considering
nonlocality in calculations of gold systems is equivalent to assuming a slightly
shifted surface interface inside the metal by about 0.9 to 1.5 Å.16 This effective
displacement of the interfaces creates an effective gap distance which is about
1.7-3 Å larger than in the local treatment. To simplify the discussion of the
properties of the chain modes and focus on the dependence on the morphology,
we develop all our study within the local description.

To analyse the near-field properties in the gaps, we calculate the near-field
enhancement in the central plane of all gaps, for a region corresponding to a cir-
cle of 25 nm of radius centred in the chain axis (area inside the dashed circle in
the zoom of Fig. 3.8b and Fig. 3.8d). We then evaluate two different quantities.
On the one hand we study the maximum near-field enhancement, |E/E0|max,
which corresponds to the maximum field enhancement produced in the gaps.
On the other hand we consider the average field enhancement, |E/E0|avr, by
averaging the near-fields calculated in all the gaps of a particular chain. To ob-
tain the far-field and near-field response we solve Maxwell’s equations using the
Boundary Element Method (BEM)10,33 optimized for cylindrically symmetric
systems.

3.2.2 Far-field response in metallic particle chains
In order to show the strong impact of faceting in the optical response of metallic
chains, Fig. 3.8e shows the extinction cross section of chains formed by Np = 10
particles composed by spheres (blue) and by Df = 46 nm flat-faceted particles
(red). The presence of the flat facets strongly influences the spectral position
of the lowest-energy plasmon resonance by shifting it to longer wavelengths.
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Figure 3.9: (a),(b) Waterfall plot of the normalized extinction cross-
section calculated as a function of wavelength for a chain of Au particles
for (a) Df = 0 nm (spheres) and (b) rods with Df = 46 nm facets for in-
creasing number of particles Np = 1− 16. Shorter chains are plotted at the
bottom. All the structures considered in this study are cylindrically sym-
metric, and the different spectra are shifted vertically for clarity. The LCP

mode is clearly observed in all the spectra.

For a more detailed analysis of the far-field response of the system, Fig. 3.9
shows the normalized extinction cross-section for chains of different length,
both considering spherical particles (Df = 0 nm, Fig. 3.9a) as well as particles
with the largest flat termination considered (Df = 46 nm, Fig. 3.9b). All
the spectra are characterized by a dominant plasmonic peak (λ > 500 nm)
associated with the lowest-energy LCP of dipolar character, which redshifts
as the number of particles increases. For spherical particles (Fig. 3.9a) the
plasmon energy shift saturates for chains with Np ∼ 10 particles, and the
maximum LCP energy difference with respect to the resonance of a single
sphere is relatively small189,193–196. In contrast, in the case of flat-terminated
particles (Fig. 3.9b) the saturation of the redshift is less pronounced. Even
for chains formed by up to Np ∼ 16 particles, the resonance wavelength of the
LCP continues to increase with chain length. It is thus possible to tune the
response of flat-faceted particles over a much larger spectral range than for
spherical ones. Additionally, for flat-gap chains formed by Np & 10 particles, a
higher order longitudinal mode that redshifts with increasing Np is also excited
at lower wavelengths (λ ≈ 625 nm).

Further insight into the strong influence of the gap morphology on the
optical response can be obtained by observing the evolution of the lowest-
energy longitudinal chain plasmon resonance (λLCP) with increasing number
of particles in the chain, Np (Fig. 3.10a, dots) and for different sizes of the
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Figure 3.10: (a) Spectral position of the lowest-energy longitudinal chain
plasmon (λLCP) calculated as a function of the number of particles in the
chain Np, for different diameters Df of the flat facet forming the gaps (top
to bottom, Df = 46 nm, 34 nm, 24 nm, 14 nm, 0 nm). The different colours
in the plot indicate the corresponding structure in the central panel (recall
that the particles are cylindrically symmetric). The calculated values (dots)
are fitted to an exponential function (solid lines) as indicated in the text. λSP

labels the wavelength of the dipolar resonance of a single spherical particle
at λSP ≈ 510 nm. The results for a rod of length Np ·L (orange dashed line)
are also shown. (b) Parameters of the exponential fit for each facet diameter
corresponding to the saturation wavelength λsat

LCP (red, right axis) and the
decay length Ldec (blue, left axis). Dots are the calculated values and lines

are a linear fit.

gap facet (Df = 46 nm, 34 nm, 24 nm, 14 nm, 0 nm, top to bottom). For
comparison, Fig. 3.10a also shows the dipolar plasmon resonance of a rod of
diameter D = 50 nm and increasing length, capped by flat terminations with
Df = 46 nm (orange dashed line). The resonant shift of the LCP for small
chains is similar for all the facet morphologies. However, Df strongly affects
how λLCP evolves as the chain gets longer. The shift for the chain of spheres
deviates from the general trend for very small number of particles in the chain
(Np ≈ 3), saturating for a smaller Np, and thus the maximum shift with
respect to the single particle resonance wavelength λSP ≈ 510 nm remains
comparatively small (λLCP−λSP ≈ 200 nm, bottom line in Fig. 3.10a). As the
facet size increases, the shift of the dipolar LCP reaches saturation for longer
chains (upper lines in Fig. 3.10a) so that larger energy shifts are possible. In
the case of Df = 46 nm we obtain λLCP − λSP ≈ 800 nm for Np = 16, a
length still far from saturation. This behaviour can be connected with the
response of a rod dimer with flat gap terminations55, where the narrow flat
gap con be considered as a capacitor119 whose capacitance becomes larger as
the gap closes and eventually behaves as a short-circuit (see Sec. 2.1.2). Thus,



90 Chapter 3. Multi-gap plasmonic structures

the chains with Df = 46 nm and very narrow gaps approach the behaviour
of a single "connected" rod of the same length, characterized by strong, and
approximately linear plasmon energy shift with the length of the structure3,104
(orange dashed line in Fig. 3.10a). We have indeed verified that the similarity
between the single rod and the Df = 46 nm chain increases if the gap distance
is decreased.

The LCP redshift follows quite closely an exponential dependence with Np
for all facets considered, which generalizes the tendencies observed in previous
works for spheres189. The solid lines in Fig. 3.10a correspond to a fit of the
calculated data (dots) using the dependence:

λLCP = λsatLCP − βe−Np/Ldec , (3.1)

where λsatLCP is the saturation wavelength of the longitudinal chain plasmon and
Ldec is the decay length (measured in number of particles). The fit is very
satisfactory in all the cases. In Fig. 3.10b we analyse the fitting parameters,
Ldec and λsatLCP, obtained from the calculations in Fig. 3.10a as a function of
the facet diameter Df . The red dots (right axis) show how the saturation
wavelength λsatLCP increases for larger facet size, going from λsatLCP = 705 nm
for spheres, to λsatLCP = 1760 nm for Df = 46 nm particles. The redshift
with respect to the single particle resonance (λsatLCP − λSP) is thus a factor
of ∼ 6 larger for the large flat facets than for spheres. A similar behaviour is
observed for the decay length Ldec (blue dots and left axis in Fig. 3.10b), which
increases monotonously from Ldec = 3.5 particles for spheres to Ldec = 11.8
particles for Df = 46 nm flat-faceted particles. Interestingly, the evolution
of both λsatLCP and Ldec with Np can be fitted very satisfactorily by a simple
linear relationship (solid lines in Fig. 3.10b), which makes it straightforward
to determine the particular flatness Df and particle number Np to obtain a
resonance at a desired energy.

To understand the linear dependence of λsatLCP with Df we consider an infi-
nite chain, ignoring losses. Similarly as in Sec. 2.1.2 we model the infinite chain
as an electrical circuit where each unit cell of the resulting periodic structure
can be modelled as a inductance L characterizing the metallic particle and a ca-
pacitance C associated to the inter-particle gaps, leading to a total impedance
Z = iLω + 1

iωC where ω is the (angular) frequency and i is the imaginary
unit47,122,202. The resonant frequency thus corresponds to ω∞res = 1√

LC . Using
the capacitance of two parallel plates of area A separated by the gap distance
dgap, C = ε0εA

dgap
, where ε is the relative dielectric constant of the material be-

tween the plates and ε0 is the permittivity of vacuum, and substituting A by
the facet area, we get ω∞res =

(
Lε0επ(Df/2)2/dgap

)−1/2 ∝ 1/Df . Therefore,
λsatLCP = λ∞res ∝ 1/ω∞res ∝ Df reproducing the linear proportionality with Df

found in Fig. 3.10b. This simple model thus exhibits the trends found for
λsatLCP. Nonetheless, a full understanding of more subtle details might require
more complex modelling. For example, this simple equation wrongly predicts
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that λsatLCP → 0 for Df → 0, which may be the consequence of neglecting the
intrinsic capacitance of the metallic particles and the contribution to the gap
capacitance of the region outside the flat facets.

3.2.3 Near-field response in metallic particle chains
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Figure 3.11: Waterfall plot of the maximum near-field enhancement at the
gaps of a chain of Au particles with (a) Df = 0 nm and b) Df = 46 nm facets
calculated as a function of wavelength and number of particles Np = 2− 16.
Shorter chains are plotted at the bottom. In (b) black dashed lines trace the
position of the LCP resonances while blue lines correspond to the position
of the TCPs. All the structures considered in this study are cylindrically

symmetric, and the different spectra are shifted vertically for clarity.

We analyse next the evolution of the maximum near-field enhancement
|E/E0|max at the gaps as a function of the number of particles in the chain, Np,
obtained by evaluating the fields in the middle plane of the gaps as described
in Sec. 3.2.1, both for spherical particles (Fig. 3.11a) and for flat-terminated
particles with Df = 46 nm (Fig. 3.11b). For spherical particles we observe the
same predominant lowest-energy LCP mode found in the far-field response,
which redshifts with increasing Np until it saturates. |E/E0|max reaches values
of the order of several hundreds for this resonance. For large Np we also ob-
serve a small narrow peak at a lower wavelength, which corresponds to a higher
order LCP. On the other hand, chains formed by flat-faceted particles support
two distinct sets of modes, revealing the existence of non-radiative modes that
were not excited in the far-field spectrum55,137. First, we can readily identify
the strongly radiant LCP modes on the near-field response (black dashed lines)
because their spectral evolution is known from the analysis of the extinction
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peaks in Fig. 3.9b. As pointed out, a new set of modes emerges in the field
enhancement spectra, as revealed by the maximum at wavelengths λ ≈ 650 nm
and λ ≈ 850 nm (blue vertical lines). The resonant energy of these modes is not
significantly affected by changing the length of the chain and, consistently with
Ch. 2, we identify them as Transverse Cavity Plasmons (TCPs) (see Sec. 2.1.2).
The resonant position of the LCPs and the TCPs at the gap behave essentially
independently, as enphasized by the guiding lines in Fig. 3.11b (blue and black
dashed lines). These modes do not show any clear sign of avoided crossing55,
although more interplay between these type of modes was found in Fig. 2.12
and Fig. 2.13 for dimers and for other morphologies by Tserkezis et al in Ref.
[130]. When the two modes are simultaneously excited (spectral match), the
enhancement produced by both of the resonances leads to larger enhancement
values.

For a more direct comparison of the effects of the morphology on the max-
imum field enhancement, Fig. 3.12a shows |E/E0|max at the wavelength of the
dipolar (lowest-energy) LCP peak (|ELCP/E0|max) as a function of Np, for the
same values of Df considered earlier. As expected, chains of spheres lead to
the strongest enhancements of |ELCP/E0|max ≈ 470, which is found for chains
of 6 spheres. Nevertheless, for Np & 6 spheres, |ELCP/E0|max starts to drop
off due to the emergence of significant radiative losses185,203,204. Particles with
small facets follow the same trend as the spherical ones but the local fields are
weaker, |ELCP/E0|max ≈ 345 for Np = 4 and Df = 14 nm. Finally, short par-
ticle chains with larger flat facets exhibit comparatively small |ELCP/E0|max,
with some oscillations when increasing Np, due to the crossing of the LCP
and the TCPs. The maximum enhancement increases continuously reaching
|ELCP/E0|max ≈ 180 for the largest facets and longest chains.

Although chains of spheres produce larger maximum near-fields than flat-
faceted particles, the enhancement remains of the same order of magnitude.
Furthermore, for specific applications in spectroscopy and sensing, it is con-
venient to enhance the field over large areas. Notably, while studies of single
molecules placed at the optimal location are sensitive to the maximum near
field, large average fields are interesting for applications where a considerable
number of molecules are probed or characterized simultaneously, or when the
position of the molecules is randomly distributed as in wet chemistry synthe-
sis. Figure 3.12b shows the average field enhancement in the gaps for the LCP
mode, |ELCP/E0|avr, as a function of the number of particles and Df . The
average is calculated as described in Sec. 3.2.1. For Np . 5, |ELCP/E0|avr

generally grows as the chain gets longer. The largest average enhancement is
produced for particles with Df = 14 nm, whereas spheres and particles with
Df = 46 nm generate the weakest average fields in these short chains. For long
chains of spherical particles and particles with Df = 14 nm, |ELCP/E0|avr di-
minishes as Np grows. In contrast, for particles with large facets (Df = 46 nm
and Df = 34 nm) |ELCP/E0|avr keeps growing significantly with increasing
chain length up to Np ≈ 14 − 16. As a consequence, spherical particles are
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Figure 3.12: (a) Maximum near-field enhancement |ELCP/E0|max of
the lowest-energy LCP mode calculated as a function of the number of
particles in the chain Np, for different diameters Df (bottom to top ,
Df = 46 nm, 34 nm, 24 nm, 14 nm, 0 nm). (b) Average near-field en-
hancement |ELCP/E0|avr of the lowest-energy LCP mode as a function of the
number of particles in the chain Np, for the same diameters Df as in (a).
The different colours in the plot indicate the structure under study, as given
by the schematics in the central panel of the figure. All the particles are

cylindrically symmetric.

found not to be optimal to maximize the average field enhancement. To that
end, particles with small but non-zero Df are preferred in short chains, and so
are particles with large facets in the case of long chains. We emphasize that,
although the dependence of the results in Fig. 3.12b on the chain length and
on the facet diameter are relatively complex, strong average fields can nicely
be obtained for all types of particle terminations.

3.2.4 Field localization
In any plasmonic structure it is important to understand how the distribution
of field enhancements associated to a plasmonic resonance around the structure
is related with the actual localization of the incident light. To that end, we
analyse the field distribution near the gaps of the different structures studied
in the previous subsections. In Fig. 3.13a-e we plot the field enhancement
|E/E0| in the central gap of a Np = 8 particle chain for the wavelength of
the dipolar LCP and for each facet diameter studied. Particles with flat facets
exhibit less intense near fields but distributed over a larger flat area in contrast
with the stronger localization and more intense fields at the gaps formed by
spherical particles, corroborating the results of Fig. 3.12a. The analysis of the
field localization can be made more quantitative by using the normalized mode
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Figure 3.13: Near-field maps of the LCP mode, calculated near the
central gap of a chain formed by Np = 8 particles with faceted diame-
ter (a) Df = 46 nm, (b) Df = 34 nm, (c) Df = 24 nm, (d) Df = 14 nm and
(e) Df = 0 nm. (f) The solid red line show the calculated LCP normalized
mode area AN as a function of facet diameter Df . The dashed black line
indicate the normalized area D2

f/D
2 for each structure considered. All the

structures considered in this study are cylindrically symmetric.

area AN ,

AN =
1

π(D/2)2

∫
S

|E(r)|2
|Emax|2 dS , (3.2)

where |E(~r)|2 is the square modulus of the induced field at position r in the
central plane of the gap, |Emax|2 is the maximum of |E(r)|2. This quantity is
normalized by the particles geometrical cross-section, π(D/2)2. The integral
extends over the same 25 nm radius region as described in Sec. 3.2.1 (dashed
circle in the central plane in Fig. 3.8b,d). We have verified that integrating
over a circle of 50 nm radius does not significantly affect the results.
AN gives a measure of the confinement of the near-fields in the gap. A

value of AN = 0 would mean that the field is localized at a single point
whereas a value AN = 1 is obtained when the near-field is uniform across the
integration area (particle cross-section) and zero outside. Figure 3.13f shows
that AN monotonously increases as the facet diameter Df gets larger (red
solid line), evolving from AN = 0.024 for spherical gaps to AN = 0.83 for
larger Df . Two limiting situations are helpful to understand these results.
Adopting the quasistatic approximation107, the near-field between two spheri-
cal nanoparticles of diameter D separated by a gap dgap is confined to a circle
of radius ≈

√
(D/2)dgap, giving AN ≈ 2dgap/D (to be compared to the value
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AN = 1.2dgap/D obtained in the calculations). In the case of large facets,
Fig. 3.13a-c indicate that the near-field is approximately homogeneous at the
gap region between the flat facets and much weaker outside. This would corre-
spond to AN = D2

f/D
2, which is represented in Fig. 3.13f by the black dashed

line. As observed, the agreement between the normalized area obtained with
this simple expression and that obtained from the calculation is very good for
intermediate and large facets.

3.2.5 Summary and Discussion
The analysis of the optical response of metallic chains of particles has shown
that the exact facet morphology of the particles plays a key role in deter-
mining the near-field and far-field properties of plasmonic chains of particles
separated by ∼ 1 nm gaps, as those obtained by chemical self-assembly. We
argue that these results might be also extended to more complex branched
aggregates166,205, whose optical response can be dominated by plasmonic modes
supported by chain-like subunits. The description of the optical response of
complex aggregates of spherical nanoparticles as the combination of the re-
sponse of linear chains of plasmonic spheres was validated comparing theoret-
ical and experimental results166. We expect it to be valid also in aggregates
formed by flat-faceted units, at least if the gaps are formed between well-aligned
flat facets. Significantly, although the inherent disorder found in self-assembled
aggregates modifies to some extent the plasmonic modes, the overall proper-
ties of the plasmonic response have been found to be robust with respect to
disorder166,199,206,207. The experimental realization of such 2 or 3-dimensional
aggregates would require particles with more than two flat facets. Multiple
facets often occur naturally when synthesizing spherical particles208, and it is
possible to modify the synthesis process to optimize the level of faceting as re-
quired for a given application. Notably, for instance, cubes have already been
synthesized209.

The key result of this section is the much larger tunability of the Longitudi-
nal Chain Plasmon (LCP) obtained when using flat-capped cylindrical particles
compared to spherical ones. All the geometries studied in this section exhibit
an exponential redshift of the LCP as the chain gets longer, with a decay length
Ldec and a saturation wavelength λsatLCP increasing linearly as the diameter of
the facets become larger. In particular, the resonant energy for the case of flat-
capped cylindrical particles extends from λSP ≈ 525 nm for a single particle
to a saturation wavelength (as defined in Eq. (3.1)) λsatLCP ≈ 1760 nm, which
covers the whole near-infrared biological window200,201 and the corresponding
decay length is Ldec = 11.8 particles. In comparison, λsatLCP ≈ 705 nm and
Ldec = 3.4 particles for spherical particles. Chains of flat-faceted particles are
thus a promising alternative in field-enhanced spectroscopy and sensing, which
could compete with other self-assembled structures such as chains of rods184 to
improve their performance at large wavelengths.
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Last, we found that flat-faceted particles exhibit near-field enhancements of
the same order of magnitude as spheres but distributed over a larger area at the
gaps. This larger region of strong enhancement can be used to accommodate
more molecules and to facilitate a less precise distribution of molecules in the
gaps in field-enhanced spectroscopies. Chains of flat-faceted particles thus seem
suitable for experiments requiring optical tunability over a wide spectral range
without losing the strong near-field enhancements characteristic of chains of
spherical particles.
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Chapter 4

High-harmonic generation in
nanoplasmonics: Single
antenna and nanogaps

In previous chapters we have focused on the linear optical response of plas-
monic systems. On the other hand, the nonlinear response of materials also
plays an important role in numerous applications of nanophotonics devoted
to information transfer44,210–214. Moreover, frequency conversion and gener-
ation of high harmonics can be used for (bio-)imaging215–218, metrology and
sensing43,219–221, and generation of atto-second XUV laser pulses222,223. The
latter allowed spectacular progress in direct time-domain access to electronic
processes in atoms, molecules, and solids223,224.

However, optical nonlinearities are usually weak, and therefore the non-
linear responses associated to them are orders of magnitude smaller than
the linear ones. Plasmonics offers a way to overcome this difficulty since
many experimental and theoretical works have shown relevant plasmon-
enhanced nonlinear effects at metallic surfaces, nanoparticles and in artifi-
cially created nanomaterials44,214,225–237. Recent developments also demon-
strate the role of plasmon excitations in the nonlinear response of graphene
nanostructures238–240. The common understanding provided by these works is
that the plasmonic enhancement of the near fields in the proximity of metallic
surfaces can be utilized to boost nonlinear effects.

Increased interest in nonlinear plasmonics have been driven by the techno-
logical progress that allows nowadays to engineer nanostructures with the de-
sired optical properties227,241. Along with a "passive" tailoring during the fab-
rication process, the ability to actively modify the linear and nonlinear response
of plasmonic nanostructures opens new capabilities of paramount importance
in nanophotonics. In particular, electrical control of the optical response of
metallic building nanoblocks, similar to that available in two-dimensional (2D)
materials242, would allow their integration into optoelectronic devices providing
compact signal processing and information transfer.
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In this context, classical electromagnetic theory is routinely applied to ex-
plain many of the experimental data and to predict the nonlinear properties of
nanostructures using perturbative and model approaches. It has been shown
that an efficient frequency conversion can be obtained by fulfilling appropriate
symmetry constraints, and choosing the frequency of the fundamental incident
wave or its corresponding high harmonic in resonance with a suitable plasmonic
mode of the system232–237,243–256. Beyond classical electromagnetic theory, hy-
drodynamic methods recently demonstrated the impact of nonlocal screening
on the nonlinear response of individual nanoparticles50,255,257,258. On the other
hand, Time-Dependent Density Functional Theory (TDDFT) (see Sec. 1.2),
which allows to elucidate the rich variety of effects in plasmonic systems and the
contribution of the different mechanisms driving the optical frequency conver-
sion is a convenient methodology to theoretically study the nonlinear plasmonic
response within a parameter-free approach. This quantum framework can fa-
cilitate the design of efficient nonlinear devices by increasing our understanding
of the respective role of the field enhancement, plasmon resonances, intrinsic
nonlinearity of metal nanoparticles and, in the case of closely separated dimers
(Sec. 4.5), of the nonlinear electron transport through narrow plasmonic gaps.
As we will see, this approach also allows to study active control of the nonlin-
earity. Therefore TDDFT calculations present a very compelling opportunity
to study how the dynamics of conduction electrons in plasmonic nanoparticles
influence the nonlinear optical response.

In Sec. 4.1 we first introduce some details about the Jellium Model (JM)
implementation that is used to characterize the Al and Na nanoparticles. In
Sec. 4.2 we give a brief explanation of the nonlinear processes investigated in
this chapter, paying special attention to the mechanism that enables the gener-
ation of even harmonics in centrosymmetric structures. In Sec. 4.3 we describe
how we retrieve the frequency-domain nonlinear plasmonic response from the
TDDFT calculation and in Sec. 4.4 and Sec. 4.5 we present the final results.
More in detail, in Sec. 4.4 we study the case of a plasmonic sphere which,
without the action of an external perturbation that breaks its centrosymmetry,
does not generate signal at the even harmonics of the illumination laser. By
applying an external polarizing electric field, we show that it is possible to
produce radiation at the second and fourth harmonic frequencies and to con-
trol the intensity of this radiation via the strength of this external field. In
Sec. 4.5 we explore the harmonic generation process in plasmonic dimers with
sub-nanometer gaps. In these structures each nanoparticle contributes to the
nonlinear response as in Sec. 4.4, but the tunneling currents introduce an ad-
ditional source of nonlinearity. We observe that under appropriate conditions,
the harmonic generation can be enhanced by orders of magnitude thanks to the
existence of nonlinear tunneling currents. The final discussion and conclusions
are described in Sec. 4.6. This work was performed in close collaboration with
A.G. Borisov and D.C. Marinica from the Approches théoriques en dynamique
quantique group at the Institut des Sciences Moléculaires d’Orsay, who led the
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calculations on Na nanoparticles. We use atomic units (a.u.) throughout this
chapter unless otherwise stated.

4.1 Jellium model approach within TDDFT

In this chapter we use TDDFT calculations, which allow us to trace the nonlin-
ear quantum-mechanical dynamics of conduction electrons in metallic nanopar-
ticles, and are well suited to describe the nonlinear response of nanostructures
at a quantum level259. The details on the numerical implementation used
throughout the chapter can be found in Sec. 1.2. Using TDDFT calculations
allows us to qualitatively and quantitatively determine the dynamics of relevant
physical quantities and their dependence on the plasmon modes of the system,
as well as on the applied electric field or on the gap distance separating a dimer
of nanoparticles. Retardation effects are neglected because of the small particle
sizes that we consider in Sec. 4.4 and Sec. 4.5. We study the valence electron dy-
namics in individual Aluminium spherical nanoparticles (Sec. 4.4), dimers of Al
spheres and dimers of Na cylinders (Sec. 4.5). In all the cases, the particles are
placed in vacuum. The effect of the surrounding aluminium oxide shell typically
formed in ambient conditions260 is not considered here. We adopt Aluminium
and Sodium for our study because these are two prototypes of free-electron
metals well described by the Jellium Model (JM)70,261. Aluminium nanoparti-
cles offer several advantages because of their strong nonlinearity229,262, and the
presence of a Mie plasmon resonance in the ultra-violet260,263,264, so that the
nonlinear signal can be resonantly enhanced using a pump laser in the visible
or near infrared range of the spectrum. On the other hand, Sodium is charac-
terized by a lower electron density than Al, so that the Na metal nanoparticles
feature plasmon modes in a frequency range similar to that of gold and sil-
ver nanoparticles and therefore have been often used as a prototype to study
quantum effects in plasmonics15,64,72,265.

Within the JM the lattice ions are represented by a uniform positive back-
ground charge of density n+ =

[
4π
3 r

3
s

]−1, with rs being the Wigner-Seitz radius.
We use the value rs = 2.07 a0 which corresponds to the Al metal (Sec. 4.4 and
Sec. 4.5), and rs = 4 a0 for the Na metal (Sec. 4.5). Here a0 = 0.053 nm is the
Bohr radius.

Similar to the hydrodynamic treatments50,255,257,258, the JM approach does
not describe excitations involving electrons from the localized bands, as e.g.
the d-band in the case of noble metals. However, and despite its simplicity, the
JM correctly captures the collective behaviour of the conduction electrons and
allows to address linear and nonlinear effects in plasmonic structures64,72,87. In
particular, the JM along with the TDDFT approach allow to account for the
electron spill-out, tunneling, nonlocal response, and photo-assisted transport,
effects of paramount importance for electron-photon coupling in narrow gaps.
For all the above, the JM has been often considered to elucidate robust quantum
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effects in the linear and nonlinear plasmon response as confirmed by ab-initio
and experimental results15,21,22,64,72,87,133,265–269.

4.2 Description of the nonlinear response of plas-
monic nanoparticles

The nonlinear response of a nanostructure much smaller than the wavelength
of light can be described by means of its induced dipole p. Let us consider
a nanostructure made of centrosymmetric material, with a geometry charac-
terised by a reflection symmetry plane set as the (x, y)-plane. For a combination
z-polarized incident electromagnetic fields oscillating at different frequencies,
the induced dipole at frequency ω is given by14

p(ω; t) =
∑
i

êi

[
α

(1)
iz (ω)Eω + α

(3)
izzz(ω;ωo, ωk, ωm)EωoEωkEωm + . . .

]
, (4.1)

where the sub-index i indicates the spatial direction i = {x, y, z}, êi is the
unit length vector in the corresponding direction and ωo, ωk, ωm are three
different illumination frequencies. The α(n+1), (n = 0, 2, 4, 6, ...) are the linear
and nonlinear hyperpolarizability tensors of the system, where only the odd
orders are nonzero because of the centrosymmetry, and ω = ωo+ωk+ωm. The
angular frequency of the different fields are indicated by the subindex and the
short-hand notation Eω ≡ Eω(t) has been used. If the system is illuminated
by only one frequency, ωo = ωk = ωm = ω, the combination of the different
terms in Eq. (4.1) shows that only odd-order harmonics can be generated.

We illuminate the system by a z-polarized plane-wave of amplitude E0 such
as:

Eω(t) = E0 cos(ωt)êz , (4.2)

The induced nonlinear dipoles oscillating at 3ω and 5ω can be obtained
from Eq. (4.1) in a scalar form as:

p(3ω; t) = α(3)(3ω)
[
E3
ω(t)

]
3ω

, (4.3a)

p(5ω; t) = α(5)(5ω)
[
E5
ω(t)

]
5ω

, (4.3b)

where we used the simplified notations:

α(3)(3ω) ≡ α(3)(3ω;ω, ω, ω) , (4.4a)

α(5)(5ω) ≡ α(5)(5ω;ω, ω, ω, ω, ω) , (4.4b)

and where [. . .]nω indicates that, when taking the nth power of Eω(t), we only
retain the contribution that oscillates at frequency nω. Only lower order con-
tributions to the nonlinear dipole are considered.
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From the nonlinear dipole:

pnω = F [p(nω; t)] (n = 3, 5, ...) , (4.5)

where F indicates the time-to-frequency Fourier transform, the power radiated
by the nanostructure at the harmonic frequency, Inω, can be obtained as:

Inω =
(nω)4

3c3
|pnω|2, (4.6)

where c is the speed of light in vacuum.
Even-order harmonics can be obtained if, along with the incident electro-

magnetic wave, the nanostructure is subjected to a polarizing static electric
field Ep = êzEp that breaks the centrosymmetry. In this case the total electric
field (optical + static) acting on the nanosystem is given by:

E(t) = Ep + Eω(t) =
(
Ep + E0 cos(ωt)

)
êz . (4.7)

For a centrosymmetric system illuminated by such an electromagnetic field,
the corresponding nonlinear dipoles can be obtained from Eq. (4.1) in a scalar
form as:

p(2ω; t) = α(3)(2ω)
[
E2
ω(t)

]
2ω
Ep , (4.8a)

p(4ω; t) = α(5)(4ω)
[
E4
ω(t)

]
4ω
Ep , (4.8b)

where we used:

α(3)(2ω) ≡ α(3)(2ω;ω, ω, 0) , (4.9a)

α(5)(4ω) ≡ α(5)(4ω;ω, ω, ω, ω, 0) . (4.9b)

Again, only lower order contributions to the nonlinear dipole are considered.
Using Eq. (4.6) and the Fourier transform of the nonlinear dipole in

Eq. (4.8), it follows that the intensities of the even-order harmonics can be
actively controlled by means of the polarizing field Ep:

Inω =
(nω)4

3c3
|α(n+1)(nω)En0 |2E2

p , n = 2, 4, 6, ..., (4.10)

where c
4π |Eω|

2 is the intensity of the excitation source.
The TDDFT calculations performed to obtain the results that will be dis-

cussed in Sec. 4.4 and Sec. 4.5 require the use of a Gaussian pulse as the
illumination. Therefore, instead of the plane-waves of Eq. (4.2) and Eq. (4.7),
we illuminate the plasmonic nanoparticles using a Gaussian of width 2 ∗ τ and
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centred at t0 given by:

Eω(t) = E0 cos(ωt)e−( t−t0τ )
2

êz , (4.11a)

E(t) = Ep + Eω(t) =
(
Ep + E0 cos(ωt)e−( t−t0τ )

2)
êz , (4.11b)

For the quantitative assessment of the hyperpolarisability (α(n)), Eq. (4.3)
and Eq. (4.8) are used. A careful Fourier analysis is used to correctly take into
account that the illumination is a finite pulse (Eq. (4.11a) and Eq. (4.11b)).
The method is described in Appendix C.

In a practical situation, metallic nanoparticles are typically deposited at
the substrate and are not perfectly spherical so that the inversion symmetry is
generally broken. This symmetry breaking leads to a "background" even-order
harmonic signal, observed experimentally270,271, which will add-up to the gen-
eration of the even-order harmonic signal controlled by the applied polarizing
electric field. In this work we address only the latter process (Electric Field-
Induced Even-Harmonic Generation (EFIEHG)) assuming that its contribution
can be distinguished from the former by varying the strength of the applied
polarizing electric field270,271.

Simple model to understand the physical origin of the even
harmonics
In order to develop a better understanding of the origin of the even harmonics in
centrosymmetric systems we present here a simplified model. Starting from the
expression of the third harmonic dipole p3ω(t) in Eq. (4.3), and assuming that
the hyperpolarizability α(3) is a scalar that does not depend on the frequency
of the illumination and scattered fields, we can write

p(t) = α(3)E3
ω(t) . (4.12)

If the optical field E(t) is given by Eq. (4.2) and we use the trigonometric
identity cos3(x) =

(
3 cos(x) + cos(3x)

)
/4, we observe that only odd harmonics

are excited.
However, if we insert the electric field in Eq. (4.7), which has a static and

an oscillatory term, into Eq. (4.12), developing E3(t) gives us a contribution
(p′(t)) to the total dipole proportional to E2

ω(t)Ep:

p′(t) = α(3)E2
ω(t)Ep = E2

0Ep cos2(ωt) , (4.13)

which using the trigonometric identity cos2(x) =
(
1 + cos(2x)

)
/2 provide us

with the harmonic term oscillating at 2ω:

p(2ω; t) =
1

2
α(3)E2

0 cos(2ωt)Ep . (4.14)
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and the rectification term with ω = 0

prect =
1

2
α(3)E2

0Ep . (4.15)

4.3 Retrieval of physical quantities in the fre-
quency domain
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Figure 4.1: Spectrum of the dipolar response of (a) a single Al sphere
polarised by a Ep = 0.843 V/nm static electric field and (b) a dimer of Al
spheres separated by a gap dgap = 2.1 Å and polarised by a Ep = 0.535 V/nm
static electric field. In both cases the spheres are illuminated by a pulse of
frequency ω = 1.5 eV and I = 1011 W/nm2. The black line represents
the spectrum obtained using Eq. (4.16) with τ = ∞ and the red line the
corresponding result after applying the filter with τ equal to the width of the

pulse.

In Sec. 4.4 and Sec. 4.5 we use frequency-resolved quantities such as the z-
component of the induced dipole pω, the z-component of the induced field in the
middle of the junction Egω, the current through the middle of the junction Iω,
the current density jω(r), or the induced charge density nω(r) for the analysis
of the results. As TDDFT is a time-domain method that retrieves the electron
dynamics in the nanoparticles, the physical quantities in the frequency domain
are obtained from the corresponding time-dependent ones using the time-to-
frequency Fourier transform (see Eq. (1.26)). Considering that the relevant
sizes of the dimers under study are much smaller than the optical wavelength,
the nonlinear response of the nanostructure can be adequately described by the
z-component dipole induced at the corresponding frequency pnω (in our case
with n = 2 and n = 3), given by

pnω =

∫ T

0

einωte−( t−t0∆ )
2

p(t)dt , (4.16)
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In what follows we do not use the vector notations for the dipoles because for
symmetry reasons only the dipole along the z-axis can be induced in the systems
considered in this chapter. In Eq. (4.16) T is a large enough (though finite)
propagation time, and p(t) is the time-dependent dipole of the nanostructure

p(t) = −
∫
z n(r, t) d3r , (4.17)

which is obtained from the induced electron density n(r, t) produced by the inci-
dent electromagnetic pulse, calculated with TDDFT. Alternatively, pnω can be
obtained from the TDDFT result of the z-component of the harmonic current
density272 jz,nω(r):

nω pnω = i

∫
jz,nω(r) d3r . (4.18)

where the exp(−inωt) time evolution of pnω is assumed. We have explicitly
checked that Eq. (4.16) and Eq. (4.18) yield the same result.

We use a Gaussian filter of width ∆ ≥ τ in Eq. (4.16) when performing
the Fourier analysis of the time dependent quantities. This approach allows
one to improve the convergence of the single nanoparticle and the dimer, and
it is particularly appropriate for the excitation of the nanoparticles far from
the plasmon resonance where the dipolar polarisation is only induced during
the duration of the optical pulse (in practice we set ∆ = τ , see Eq. (4.11a)
and Eq. (4.11b)). In the cases where the harmonic frequency matches some
plasmon mode of the dimer, the nonlinear dipole is enhanced, and it can be
reliably extracted without using the filter (∆ parameter is then set to infinity in
Eq. (4.16)). Figure 4.1 shows the effect of the filter on the dipolar spectrum of a
single Al nanoparticle (Fig. 4.1a) and a dimer of Al spheres with gap distance
dgap = 2.1 Å (Fig. 4.1b). In both cases the nanoparticles are illuminated at
ω = 1.5 eV and a static polarizing field is applied to produce even harmonics.
The black line is the Fourier transform of the time evolution of the dipole p(t)
while the red line corresponds to the results obtained once the filter is applied.
We can observe that the principal effect of the filtering is to remove the noise,
which allows for an easier analysis of the results.

4.4 Electric Field-Induced Even-Harmonic Gen-
eration in Al spherical nanoparticles

In Sec. 4.2 we have introduced the possibility of active control of even harmon-
ics by means of an externally applied polarizing static field. Indeed, a variety of
strategies of active control of the optical response of plasmonic systems by exter-
nally applied perturbations have been proposed in the linear regime226,273–275,
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and the possibility of electrical tuning of plasmon resonances by means of dif-
ferent physical mechanisms has been recently demonstrated65,276–284. How-
ever, with the exception of optical rectification285–287, active control in the
nonlinear regime remains largely unexplored. It is only recently that exper-
imental evidence of electrically controlled 2nd harmonic generation has been
reported in planar metamaterials and plasmonic nanocavities filled with non-
linear materials270,271.

Here we use the Time-Dependent Density Functional Theory (TDDFT)
methodology (see Sec. 1.2) along with the JM for metal nanoparticles to re-
trieve the generation of even-order and odd-order harmonics in small spherical
Al plasmonic nanoparticles of radius Rcl = 13.86 Å (containing Ne = 2018 elec-
trons). We study harmonic generation and its dependence on the externally
applied electric field and on the plasmon resonances. We find a robust field-
induced 2nd harmonic generation270,271,288–291 in centrosymmetric nanostruc-
tures and demonstrate the possibility of a controllable and efficient generation
of higher harmonics under practical experimental conditions.

4.4.1 Active control of even-harmonic generation in single
nanoparticles

To access the nonlinear response of the system we use a Gaussian incident
electromagnetic pulse that launches the electron density dynamics. The electric
field of the incident pulse has an amplitude E0 and it is polarized along the
direction of the applied static field Ep (Eq. (4.11b)). The pulse duration 2τ
is set large enough (typically 6 laser periods, or 10-20 fs) so that well-resolved
harmonics can be observed in the spectrum of the induced dipole255. We use
optical pulses of intensity P = 1011 W/cm

2 and P = 1012 W/cm
2 so that

E0 = 1.51× 10−3 a.u. and E0 = 4.8× 10−3 a.u.. Here "a.u." stands for atomic
units (1 a.u., = 514 V/nm), respectively. A sketch of the system considered is
presented in Fig. 4.2a.

The effect of the polarising field Ep on the nonlinear response of the spher-
ical Al nanoparticle is shown in Fig. 4.2b. The intensity spectrum |p(ω)|2 of
the dipole induced by the electromagnetic pulse is presented for the cases with
and without polarising field. p(ω) is obtained by the time-to-frequency Fourier
transform of the induced dipole p(t) calculated with TDDFT upon substrac-
tion of the static polarisation produced by Ep. Without the polarising field
only the odd-order harmonics are excited as expected from the symmetry of
the system (blue dots). We clearly distinguish up to the 5th harmonic in the
spectrum where the finite size of the harmonics peaks reflects the gaussian pro-
file of the incident optical pulse255 (see Eq. (4.11b)). When the static field is
applied to the nanoparticle, even-order harmonics at 2ω and 4ω emerge (red
lines). A static polarization is also produced in this case via processes in-
volving α(3)(0;ω,−ω, 0). Calculations performed with different powers of the
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Figure 4.2: (a) Sketch of the spherical aluminium nanoparticle subjected to
an optical pulse of frequency Ω (shown in brown) and emitting at frequency ω.
Unpolarized/Polarized case refers to the situation without/with the presence
of an applied static field Ep. (b) Intensity spectrum of the induced dipole
|pω|2 (in atomic units, a.u.) for a spherical aluminium nanoparticle of radius
Rcl = 13.86 Å excited by an optical pulse of intensity I = 1012 W/cm2,
frequency ω = 2 eV (620 nm), and polarized along Ep. The blue dots and the
red line indicate the results obtained for the "Unpolarized" and "Polarized"

cases, respectively.

electromagnetic pulse confirm that the intensities of harmonics at nω vary as
In.

The analysis of the electrical control of the even-order harmonic generation
using a spherical Al nanoparticle is presented in Fig. 4.3. We show the non-
linear dipole induced at the 2nd (|p2ω|2), and the 4th (|p4ω|2) harmonic of the
incident optical pulse with frequency ω = 2.18 eV (wavelength 568.7 nm). The
optical frequency is set such that the 4th harmonic is at resonance with the
dipolar plasmon mode of the Al nanosphere, 4ω = ΩDP. The energy of the
dipolar plasmon ΩDP = 8.72 eV (142.2 nm) is defined as the position of the
maximum of the optical absorption cross section calculated here with TDDFT
(see red dashed lines in Fig. 4.4). The resonance condition results in a strong
increase of the nonlinear signal as we discuss in more detail in Sec. 4.4.2. In
agreement with Eq. (4.8) and Eq. (4.10) the calculated nonlinearity (symbols)
shows the |pnω|2 ∝ E2

p dependence with the applied static field Ep as follows
from the comparison to the analytical quadratic fit given by the correspond-
ing dashed lines. A 104 increase in the intensities of the emitted harmonics is
obtained within the studied range of Ep. The two orders of magnitude differ-
ence in the 2nd harmonic intensity obtained with incident pulses of intensity
I = 1012 W/cm

2 and I = 1011 W/cm
2 reflects the I ∝ |pnω|2 scaling of the

nonlinear signal (see Eq. (4.10)).
The TDDFT results in Fig. 4.3 span the 0.02 V/nm ≤ Ep ≤ 1 v/nm

(4× 10−5 a.u. ≤ Ep ≤ 2× 10−3 a.u.) range, so that the relative strength of the
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Figure 4.3: TDDFT results of the nonlinear response of a Rcl = 13.86 Å
spherical Al nanoparticle. The intensities of nonlinear dipoles at the
2nd (|p2ω|2) and 4th (|p4ω|2) harmonic frequencies are presented as a func-
tion of the strength of the applied static field Ep. Symbols: TDDFT results;
dashed lines: fits to a quadratic dependence. The incident optical pulse with
frequency ω = 2.18 eV (568.7 nm) is polarized along the direction of Ep.
Results are shown for two intensities of the incident pulse: I = 1012 W/cm2,

and I = 1011 W/cm2. For further details see the legend.

optical and applied static fields is 0.01 ≤ Ep/E0 ≤ 1. While one can a priori use
Eq. (4.8) and extrapolate the data to even smaller Ep, in the TDDFT calcu-
lations of the nanoparticle considered, even-order harmonics are only resolved
for applied static fields above 0.02 V/nm. These values of the polarizing field
require that the nanostructure is placed in metallic nanogaps such as break
junctions or gaps of electrically connected dimer antennas285,287,292,293. In this
case an applied bias of a few volts can create strong enough static fields across
the nanogap. An additional benefit of using an electrically connected dimer an-
tenna is that the incident optical field acting on the Al nanostructure and/or
the emitted second harmonic can be resonantly enhanced thus increasing fre-
quency conversion efficiency.

The analytical fit of the TDDFT results with Eq. (4.8)
allows to extract the hyperpolarisabilities of the nanosphere
|α(3)(2ω;ω, ω, 0)| = 2.62 × 107 a.u. (1.3 × 10−32 esu), and
|α(5)(4ω;ω, ω, ω, ω, 0)| = 2.5 × 1012 a.u. (4.1 × 10−42 esu), as well as
the respective effective susceptibilities (polarisability per unit volume)
|χ(3)(2ω;ω, ω, 0)| = 1.2 × 10−12 esu and |χ(5)(4ω;ω, ω, ω, ω, 0)| = 10−22 esu.
We also obtain that |α(3)(3ω;ω, ω, ω)| driving the third harmonic generation
process is of the same order of magnitude as |α(3)(2ω;ω, ω, 0)|. The values
above are given for ω = 2.18 eV (568.7 nm) such that the 4ω frequency
coincide with the plasmon resonance. The third-order nonlinearity calculated
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here for an Al nanosphere is typically 4 orders of magnitude lower than
the theoretical results reported for graphene nanostructures239, and it is
comparable to the typical values for gold244,245,294 and silver254. Note however
that in this latter case and in contrary to the situation considered here,
|χ(3)(3ω;ω, ω, ω)| = 2 × 10−9 esu was reported for the fundamental frequency
ω = 2.95 eV (420 nm) at resonance with the Ag nanoparticle plasmon253.

4.4.2 Plasmon enhancement of harmonic generation
The possibility of strong enhancement of the nonlinear signal when the sought
harmonic matches the plasmon resonance of the nanostructure represents a
major advantage when using plasmonic nanoparticles. This effect is usually
discussed for the 2nd or 3rd harmonic generation230,235,239,243–245,253–255,295,296.
In this respect Al nanoparticles offer appealing possibilities because of the high
density of conduction electrons which lead to plasmon frequencies in the ultra-
violet in small nanoparticles. Thus, the resonance condition can be reached for
the 4th or higher harmonics of typical lasers.
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Figure 4.4: TDDFT results for the linear and nonlinear responses of a
Rcl = 13.86 Å Al spherical nanoparticle. The data is shown as a function of
(a) the 2nd harmonic frequency 2ω and (b) 4th harmonic frequency 4ω. The
green line with circles in panel (a) traces the intensity I2ω radiated at the
2nd harmonic. The blue line with circles in panel (b) traces the intensity I4ω
radiated at the 4th harmonic. The incident optical pulse at frequency ω has an
intensity I = 1012 W/cm2, and a static field Ep = 0.843 V/nm (0.0016 a.u.)
is applied. The dashed red line represents the optical absorption cross-section
of the individual Al nanoparticle σabs(2ω) (panel a), and σabs(4ω) (panel b).

We can link the linear and nonlinear response of Al nanoparticles with help
of the results shown in Fig. 4.4. In this figure, the red dashed lines represent
the absorption cross section at the harmonic frequency (σabs(2ω) in Fig. 4.4a
and σabs(4ω) in Fig. 4.4b). The solid lines show the radiated power Inω at the
2nd (Fig. 4.4a) or 4th (Fig. 4.4b) harmonic frequency (Eq. (4.10)) produced by
an incident electromagnetic pulse when a static field with Ep = 0.843 V/nm
is applied. Since the static field and the amplitude of the optical field are
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constant, the data in Fig. 4.4 show equivalently the frequency evolution of the
hyperpolarizabilities as follows from Eq. (4.10).

The absorption cross-section features the dipolar plasmon resonance at
ΩDP = 8.72 eV (142.2 nm). Excitation of this mode affects the nonlinear
response of the nanosphere. In both panels of Fig. 4.4 the frequency range is
chosen to demonstrate that the intensity radiated by the plasmonic nanopar-
ticle present a peak when the harmonic frequency overlaps with the dipolar
plasmon resonance ΩDP = 8.72 eV. To quantify the enhancement produced by
the plasmon resonance we compare the intensity radiated when nω = ΩDP with
the intensity radiated when nω = 6 eV, which corresponds to a frequency such
that the absorption cross section σabs(ω = 6 eV) ≈ 0.05σabs(ΩDP). We obtain
1 order of magnitude increase for the 2nd harmonic and 2 orders of magnitude
increase for the 4th harmonic radiated intensity.

4.5 Role of electron tunneling in the nonlinear
response of plasmonic nanodimers

We have considered so far the nonlinear response of single nanoparti-
cles. Plasmonic systems with narrow gaps have also received a much at-
tention as platforms to efficiently support nonlinear optical processes be-
cause of their ability to strongly enhance electromagnetic fields in the gap
region44,148,230–233,243–246,270,295–301. In this context, the quantum regime
of plasmonics where the atomic scale becomes relevant, is an interest-
ing benchmark to explore nonlinear responses. As discussed in previ-
ous chapters, the linear optical response of dimer plasmonic antennas
with nanometer and sub-nanometer gaps is sensitive to quantum effects
such as nonlocal screening and electron tunneling between the constituent
nanoparticles15,17,19,21,22,51,64,72,87,102,133,265–269. This brings the question
about the impact of quantum effects on the nonlinear processes in plasmonic
structures with (sub-)nanometer gaps, and their eventual ability to strengthen
the associated nonlinear optical response.

The coupling of tunneling electrons with photons is known to pro-
vide ultra-compact sources for light and plasmon generation in tunneling
configurations293,302–304. This effect can become a source of frequency con-
version due to the strong sensitivity of the tunneling process to the poten-
tial barrier across the junction and to the variation of the tunneling barrier
with the optical bias. Optical rectification, as studied in narrow plasmonic
gaps formed by STM configurations, or functionalised with molecules, or break
junctions285,286,298,305, is one of the examples of nonlinearity associated to the
tunneling current and, a priori, it is accompanied by second-harmonic genera-
tion.
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The presence of the high harmonics in the tunneling current has
been studied in the context of the theory of Photo-Assisted elec-
tron Transport (PAT)306–310, particularly well developed in the THz
frequency range for semiconductor structures. At optical frequen-
cies, the nonlinearity of the tunneling current was demonstrated using
Time-Dependent Density Functional Theory (TDDFT) calculations for the
case of a plasmonic dimer formed by spherical nanoparticles64,72, and model
studies based on the theory of PAT addressed the effect of tunneling in the
nonlinear response of the gap nanoantenna291,311–313.

The present work aims at clarifying the contributions of the rich variety
of effects sustained in nanogap plasmonic systems to the nonlinear optical re-
sponse. To that end we use TDDFT58,62 calculations to retrieve the 2nd and
3rd harmonic generation from plasmonic dimer nanoantennas with narrow gaps.
By considering a variety of geometries, different materials, and a wide range of
junction sizes, we isolate different regimes of frequency conversion in structures
with narrow plasmonic gaps. We analyse in detail the 2nd and 3rd harmonic
generation in such situation, and show that under certain conditions the non-
linear tunneling current through the potential barrier between nanoparticles
can provide a dominant contribution to the nonlinear response with up to 2
orders of magnitude increase in the frequency conversion efficiency. However,
we also demonstrate that because of the role of the plasmon resonances, the
dimer configuration does not always provide a gain in efficiency of the nonlinear
process as compared to the pair of non-interacting nanoparticles.

4.5.1 Plasmonic systems considered
To reveal the role of tunneling effects, field enhancement, and plasmon modes
in the generation of frequency conversion, we perform TDDFT calculations of
the nonlinear optical response in dimers of metallic nanostructures separated
by a vacuum gap and with different geometries, as sketched in Fig. 4.5a,b. The
width of the gap, dgap, is varied to cover all the interaction regimes, from a
touching geometry to well-separated, weakly-coupled nanoparticles. We con-
sider a spherical nanoparticle dimer (Fig. 4.5a) and a dimer formed by infinitely
long cylindrical nanowires (Fig. 4.5b). The field of the fundamental incident
wave is polarised along the dimer z-axis, as sketched in the figure. The spher-
ical nanoparticle and the cylindrical nanowire dimer geometries allow for a
strong field enhancement in the junction and feature Bonding Plasmon (BP)
and Charge Transfer Plasmon (CTP) modes15,17,42,51,64,72,87,265,314 discussed
in previous chapters.

As in Sec. 4.4 the system is excited by an incident Gaussian electromagnetic
pulse given by Eq. (4.11b) polarized along the dimer axis (z-direction). The
pulse amplitude is E0 and the static polarizing field is denoted by Ep. The pulse
duration, 2τ , is again set large enough (typically 6 laser periods) to resolve the
harmonic peaks. The results presented in this section are obtained with a
field amplitude E0 = 1.5 × 10−3 a.u. which corresponds to an intensity of the
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Figure 4.5: (a) Spherical Al nanoparticle dimer. Each individual
nanosphere has a radius of Rsph = 11 Å and comprises 1012 electrons.
(b) Dimer of Na cylinders, infinite along y-axis. An individual cylinder has
a radius Rcyl = 30.7 Å and comprises 800 electrons per 1 nm length. In
both cases the origin of coordinates is at the middle of the junction and the
dimer z-axis is such that the (x, y, z = 0)-plane is the symmetry plane of the
system. The incident electromagnetic field is a plane wave polarized along
the z-axis and propagating along the x-axis. (c) Spectral analysis of the
z-component of the induced dipole for a dimer of spherical Al nanoparticles
separated by a junction of dgap = 2.1 Å width. Results of the TDDFT cal-
culations are shown as function of the emission frequency ω. The incident
Gaussian electromagnetic pulse has carrier frequency ω = 1.0 eV and the

dimer is subjected to a static polarising field Ep = 1.05× 10−4 a.u.

incident pulse of 1011 W/cm
2. Different values of E0 were also used to confirm

the Inω ∝ E2n
0 scaling of the intensity Inω of the n-th harmonic.

For a dimer formed by identical free-electron metal nanoparticles, the
2nd harmonic generation is a symmetry-forbidden process233,300,301. However,
as shown in Sec. 4.4, this process can be induced using a polarising field,
Ep,270,289,290 which allows to actively control the intensity of the 2nd harmonic
generation. The results shown below for the 2nd harmonic generation of the Al
dimer of spheres are obtained for a polarising field Ep = 1.05 × 10−4 a.u. In
the calculations of the 3rd harmonic no dc polarising field is applied, Ep = 0.

In Fig. 4.5c we show an example of the spectral analysis of the dipolar polar-
isation of a spherical nanoparticle dimer separated by a junction of dgap = 2.1 Å
width. The dimer is polarized by a static electric field of Ep = 1.05× 10−4 a.u.
and the incident Gaussian electromagnetic pulse has a frequency ω = 1.0 eV.
The main peak in Fig. 4.5c corresponds to the induced dipole at the funda-
mental frequency. The 2nd and 3rd harmonics are also clearly distinguishable
in the spectrum.
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4.5.2 Linear response
Understanding the main phenomena underlying the dependence of the nonlin-
ear response on the frequency of the fundamental wave and on the size of the
gap first requires characterisation of the linear optical properties of the system.
The linear optical response of a dimer configuration including the effects of
quantum tunneling and nonlocality15,17,42,51,64,72,87,265,314 has been addressed
in great detail in the introduction and in Ch. 2 of this thesis. Therefore, we
just summarize here the results for the two systems considered here.

The optical absorption cross section σabs calculated with TDDFT for the
Na nanowire dimer and the Al nanosphere dimer in vacuum are shown in
Fig. 4.6a,b as a function of the width of the gap dgap and the frequency ω of
the incident z-polarized plane wave. In Fig. 4.6c we show the dgap dependence
of the field enhancement, and of the ac electron current across the middle of the
junction of the Na cylinder dimer. Results are presented for several relevant
frequencies. The field enhancement is defined as RE = |Egω/Eω|, where Eω and
Egω are given by the Fourier transforms of the incident pulse, and of the field
induced by the nanostructure in the middle of the junction, respectively. The
ac electron current through the middle of the junction is given by

Iω = êz

∫
dx

∫
dy jω(x, y, z = 0) . (4.19)

In Fig. 4.6c the current is normalized to the field of the incident pulse
(|Iω/Eω| quantity is shown).

For large gap widths (capacitive coupling between nanoparticles), the ab-
sorption resonances correspond to the excitation of the bonding plasmon modes
(Bonding Dipolar Plasmon (BDP), Bonding Quadrupolar Plasmon (BQP), etc)
that are formed by the hybridization between the dipolar and higher momen-
tum plasmon modes of the individual nanoparticles314. As the width of the gap
dgap decreases, we observe the redshift experienced by the bonding plasmons
due to the attractive interaction between the charges of opposite sign induced
at facing metal surfaces across the junction. The induced charges also lead to
the enhancement of the electromagnetic field in the gap between nanoparticles.
The field enhancement, RE, increases with decreasing dgap and can reach very
high values at bonding plasmon resonance frequencies15,42. However, the en-
hancement at low frequencies, out of resonance, is also considerable, as observed
in Fig. 4.6c.

When dgap is reduced down to a few Å, the absorption resonances owing
to the bonding plasmon modes progressively disappear, and the field enhance-
ment is first saturated and then quenched. This effect is attributed to the
establishment of the ac tunneling current across the junction, Iω, at optical
frequencies. Because of the electron transfer through the potential barrier sep-
arating the nanoparticles, the lowest (CTP) and higher energy (CTP’) charge
transfer plasmon modes emerge. The nanoparticles thus become conductively
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Figure 4.6: Colour plots of the optical absorption cross section σabs of
(a) a dimer of cylindrical Na wires and (b) a dimer of spherical Al nanopar-
ticles. TDDFT results are presented as a function of the size of the gap
between nanoparticles dgap and frequency of the incident plane wave ω. La-
bels indicate the plasmon modes responsible for the absorption resonances:
Bonding Dipolar Plasmon (BDP), Bonding Quadrupolar Plasmon (BQP),
the lowest-energy (dipole) Charge Transfer Plasmon (CTP), and the higher
energy CTP’. (c) Gap-size dependence of the enhancement of the incident
field RE = |Eg

ω/Eω| (solid lines) and of the amplitude of the normalized ac
current |Iω/Eω| between nanoparticles (dashed lines) for the cylindrical Na
dimer. The TDDFT results are obtained in the middle of the gap for different
frequencies of the linearly polarised incident electromagnetic wave ω = 0.6 eV
(λ = 2066 nm), ω = 0.8 eV (λ = 1550 nm), and ω = 1.2 eV (λ = 1033 nm).
Here, Eω is the incident field, Eg

ω is the induced ac field in the middle of the
gap and Iω is the electron current across the gap at the optical frequency.
(d) Hyper-polarisability α(3)(3ω) of an individual Na nanowire. The values
are given in atomic units (a.u.). The relation 1 esu = 0.1985× 1040 a.u. can
be used for conversion of the third-order hyper-polarisability to electrostatic

units (esu).
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coupled prior to direct geometrical contact between their surfaces. The estab-
lishment of Iω can be identified in Fig. 4.6c for the dimer of Na cylinders. As
dgap decreases, the ac current between nanoparticles Iω grows exponentially
(tunneling regime). However, starting from dgap ' 2 Å the potential barrier
separating the nanoparticles decreases enough so that the electrons close to
the Fermi level can move quasi-freely across the junction. In this situation Iω
is stabilised at a nearly constant value.

Qualitatively, the results obtained for the Al spherical dimer and for the Na
nanowires dimer are very similar, except for the relevant frequency and distance
ranges. Because of the lower electron density, the dipolar plasmon resonance
of an individual Na cylinder is at ω = 4 eV compared to the dipolar plasmon
resonance of an individual Al sphere at ω = 8.7 eV. Regarding the relevant
distances, the effects of electron tunneling require smaller dgap to be apparent
in the Al case. Indeed, the tunneling barrier of the junction is larger in this case
because of its higher work function. Note also that because of the much larger
radii, the plasmon resonances are better defined for the Na nanowires. In the
case of Al, the strong interaction between collective (plasmon) and one-particle
electron-hole pair excitations leads to the broadening of the plasmon modes315.

Among the effects influencing the nonlinear response of metal nanostruc-
tures, the situations where the incident wave, or the frequency-converted signal
(second or third harmonic for example) are in resonance with the plasmon mode
of the system have been identified as particularly effective232–237,243–255. We
already discussed this resonance enhancement in Sec. 4.4.2 for the case of Al
spherical nanoparticles (see Fig. 4.4). This resonant effect is further illustrated
in Fig. 4.6d with the example of an individual Na cylinder in vacuum. The
third-order hyper-polarisability, α(3)(3ω), increases by more than one order of
magnitude when the frequency of the 3rd harmonic matches the dipolar plasmon
resonance of the individual cylinder, 3ω = 4 eV. Similarly, a strong resonant
increase of the nonlinear response is also obtained for the dimer, as discussed
below in Sec. 4.5.4.

4.5.3 Nonlinear response in off-resonant conditions
To facilitate the analysis of the different mechanisms involved in the nonlin-
ear response and reveal the effect of electron tunneling across the gap of the
nanoantenna, we focus first, in Fig. 4.7, on the situation where the illuminat-
ing laser and the studied harmonic are detuned with respect to the plasmonic
resonances. Specifically, we use ω ≤ 0.8 eV for the Na nanowire dimer and
ω ≤ 2.5 eV for Al nanospheres, which places the 2nd or 3rd harmonic frequen-
cies below the energies of the plasmon modes of the system (see Fig. 4.6a,b). It
is also noteworthy that considering low frequencies for the incident wave allows
for a more direct comparison between the results of the TDDFT calculations
and the qualitative analytical trends obtained within the theory of PAT306–308.
After the contribution of tunneling to the nonlinear response is unveiled, we
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Figure 4.7: Nonlinear response of a dimer of (a) cylindrical Na, and
(b) spherical Al nanoparticles. Results of the TDDFT calculations are shown
as a function of the size of the gap between nanoparticles, dgap. Solid
lines represent the enhancement of the intensity of the nonlinear dipole
Rn = |pnω|2 /(4

∣∣pinω

∣∣2) at the 2nd (n = 2) and 3rd (n = 3) harmonic fre-
quency. Dashed lines represent the scaled ac current through the middle
of the junction β |Inω|2 /(4

∣∣pinω

∣∣2) calculated at the 2nd and 3rd harmonic
frequency. Different colours correspond to results obtained with different
frequencies ω of the incident fundamental wave, as detailed in the legends.

For further details, including the definition of β, see the main text.

will extend our analysis to the results obtained at higher frequencies which
show resonance effects.

In Fig. 4.7 we show the enhancement R of the nonlinear response for the
dimer configuration (solid lines). This enhancement is defined as the ratio
between the intensity of the 2nd (n = 2) or 3rd (n = 3) harmonic emitted by
the dimer and the intensity of the corresponding nonlinear signal obtained from
the pair of non-interacting nanoparticles:

Rn = |pnω|2 /(4
∣∣pinω∣∣2), (4.20)

where pnω is the induced nonlinear dipole of the dimer, and pinω is the non-
linear dipole of the corresponding individual nanoparticle. Along with the
enhancement Rn, we also show the scaled ac current through the middle of
the junction, β |Inω|2 /(4

∣∣pinω∣∣2), calculated at the 2nd and 3rd harmonic fre-
quency (dashed lines). β is a scaling parameter that will be defined below in
this section. Calculations have been performed for the dimer of cylindrical Na
nanowires (Fig. 4.7a) and for the Al nanospheres dimer (Fig. 4.7b). The results
of these calculations are shown as a function of the width of the gap for several
frequencies of the incident pulse, as indicated in the insets of the figures.

In this off-resonant situation the same general trends are obtained overall for
both dimer geometries. The nonlinear conversion is much more efficient for a
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dimer configuration than for non-interacting nanoparticles. The intensity of the
nonlinear signal progressively increases from large separation distances, as the
width of the gap dgap decreases. This increase is due to the field enhancement
in the gap of the dimer (see Fig. 4.6c), so that each nanoparticle of the dimer
is subjected to a stronger field leading to its larger nonlinear polarisation. The
TDDFT results obtained here for low ω thus confirm the advantage of using a
dimer nanoantenna configuration as a platform for enhancing nonlinear effects.

All the TDDFT results for the nonlinear response shown in Fig. 4.7 feature
the same trend when the width of the gap is reduced to a few Å range where
the electron transport across the junction strongly affects the linear response
of the system (see Fig. 4.6a,b). Namely, the efficiency of the frequency conver-
sion reaches a maximum at dgap = 2− 3 Å (depending on the metal), distances
which correspond to the strongest electron transport via an ac-tunneling cur-
rent through the potential barrier separating the nanoparticles, and before
establishment of ballistic transport. For even smaller dgap, as the conductive
contact is fully established across the junction, the conversion efficiencyR drops
off by several orders of magnitude. The dimer evolves towards a single, albeit
larger, joint nanoparticle.

At first glance, the main trends in the dependence of the frequency conver-
sion on dgap (Fig. 4.7a and Fig. 4.7b) seem to correspond to the dependence
of the field enhancement with the gap width (see Fig. 4.6c). In particular,
the decrease of the nonlinearity for narrow gaps correlates with the quenching
of the field enhancement due to the establishment of the optically induced ac
current, Iω, across the junction (see Fig. 4.6c). It is then tempting to consider
that the nonlinear response of the dimer can be explained on the basis of the
nonlinear response of the individual nanoparticles subjected to the correspond-
ing enhanced fields. However, a careful inspection of the data obtained for the
gap widths of dgap < 4− 6 Å shows additional features that might point at a
different explanation:

• The smooth variation of the nonlinearity when decreasing dgap at large
separations is replaced by a sharp growth at a separation distance of
dgap ≈ 4− 6 Å, which correlates with the fast increase of the ac electron
tunneling across the gap.

• The change in the behaviour of the nonlinear response at dgap ≈ 4− 6 Å,
and the overall dependence ofR(dgap) in the tunneling region matches the
dependence on dgap of the corresponding n-th harmonic of the (tunneling)
current across the junction, |Inw|2, marked with dashed lines in Fig. 4.7a
and in Fig. 4.7b.

In what follows, on the basis of a detailed analysis of the TDDFT results
we show that while for large dgap the nonlinear response of the dimer is that of
individual nanoparticles subjected to enhanced fields, the electron tunneling,
and more generally electron transport through the junction, plays a key role
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in the formation of the nonlinear response of the dimer structures with narrow
gaps (dgap < 4− 6 Å).

Nonlinear tunneling currents

Electron tunneling through the junction can influence the nonlinear response
due to its effect on the distribution of the fields inside the particles, as well as
due to the nonlinearity of the tunneling process itself64,291,311,312. The latter
can be qualitatively argued using a semi-classical approach as follows: high
harmonics in the tunneling current between nanoparticles, Inω, arise because
of the nonlinearity in the current-voltage characteristic, I(V ), of the junction:
Inω ∝ ∂nI

∂V n (Uopt)
n, where Uopt = dgap E

g
ω is the optical potential (bias) across

the gap285,298, with Egω the corresponding local field in it. Going beyond this
simple approach, the quantum theory of photon-assisted tunneling provides a
closed-form expression for the time-dependent tunneling current in terms of
the complex response function of the junction J306,309:

I(t) = Im

(∑
n,m

Jn(α)Jn+m(α) eimωt J(Vp + nω)

)
, (4.21)

where Im(x) stands for the imaginary part of x, Jk is the Bessel function of

order k , and α =
Uopt
ω . Assuming that α is small, Jk(α) ∝

(
Uopt
ω

)k
. Un-

der these conditions, and in agreement with a simple semi-classical approach,
it follows from Eq. (4.21) that the high harmonics in the tunneling current
between nanoparticles are given by Inw ∝ (dgap E

g
ω/ω)

n. We find, that the rel-
ative weight of high harmonics in the ac tunneling current through the junction
calculated with TDDFT indeed increases as Inω/Iω ∝ (Egωdgap)

(n−1) with in-
creasing separation between nanoparticles. For the Na cylinder dimer at large
dgap, I3ω becomes comparable to the ac tunneling current at the frequency of
the fundamental wave Iω. Obviously, both tunneling currents are exponentially
small in this case.

To further analyse the origin of the nonlinear response, we show in Fig. 4.8c
colour maps of the absolute value of the z-component of the current density at
the 3rd harmonic frequency |jz,3ω(y, z)| for a Na cylindrical dimer nanoantenna
(Fig. 4.8a), calculated in the (y, z)-plane perpendicular to the cylinders axis.
The frequency of the fundamental wave is ω = 0.6 eV. Note that because of the
strong variation of the nonlinearity with dgap the colour scale is set separately
for each panel. Assuming an exp(−iωt) time dependence, the total z-oriented
nonlinear dipole per unit length can be obtained from the relationship272

3ω p3ω = i

∫
dy

∫
dz jz,3ω(y, z). (4.22)
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Figure 4.8: Analysis of the nonlinear response of the Na cylindrical dimer
for the frequency of the fundamental wave ω = 0.6 eV. (a) Sketch of the
geometry of the system and of the polarisation of the fundamental wave.
(b) Time evolution of the nonlinear dipole Re

(
e−i3ωt p3ω

)
(red), charge trans-

ferred between nanoparticles Re
(
e−i3ωt Q3ω

)
(black), and current through

the junction Re
(
e−i3ωt I3ω

)
(cyan) at the 3rd harmonic frequency. Results

are shown for dgap = 3 Å, which corresponds to the maximum enhancement
of the 3rd harmonic intensity. Here, Re(x) stands for the real part of x.
All the quantities are scaled to 1 at the maximum. (c) Colour plots of the
the current density j3ω induced at the 3rd harmonic frequency calculated for
several sizes of the gap dgap. The absolute value of the z-component of j3ω,
|jz,3ω| ≡ |êz j3ω| is shown in the (x, z)-plane. Blue frames indicate a regime
of capacitive coupling between nanoparticles, and red frames indicate a con-
ductive coupling regime. A violet frame is used for an intermediate situation

at dgap = 6 Å.



4.5. Role of electron tunneling in the nonlinear response 119

Thus, the results in Fig. 4.8 allow us to visualize the relative contributions of
the nonlinear currents to p3ω in the different regions of space. In particular, it
is interesting to know how the relative weight of the nonlinear tunneling current
evolves with dgap.

For well-separated cylinders (dgap = 26 Å, and dgap = 10 Å) the nonlinear
current is predominantly excited in the volume of each nanoparticle as well as
at the portion of its surface oriented in the direction along the electric field of
the incident pulse. Thus, we observe the (strong) volume and (weaker) surface
contributions to the nonlinear polarisation255. At these sizes of the gap the
total dipole p3ω is built as a sum of the polarisations of individual cylinders.
Note that the nonlinear surface currents are stronger at the surfaces facing
the gap because of the field enhancement at the junction. A decrease of the
gap width to dgap = 10 Å leads to larger fields in the gap region so that the
contribution of the metal surfaces facing the gap becomes more pronounced.

For dgap ≤ 8 Å the coupling between cylindrical nanowires evolves from ca-
pacitive to conductive. In this situation electron tunneling through the junction
strongly affects the optical absorption cross section σabs as shown in Fig. 4.6a,c.
Along with its effect on the linear response, the electron transport through the
junction contributes to the nonlinear polarisation of the dimer. Indeed, simul-
taneously to the presence of the surface currents, the 3rd harmonic current
through the junction becomes visible for dgap = 6 Å, and the regions with the
strongest nonlinear current density within the nanoparticle volume shift to-
wards the junction. Note that the volume current density also contains the
contribution of the tunneling current. This is because the electrons transferred
through the potential barrier of the junction continue to move towards the in-
ner part of the nanoparticle while suffering inelastic scattering and dephasing
due to the collisions with the valence electrons316,317. Thus, it is impossible
to explicitly separate the tunneling current contribution to the build up of the
total nonlinear polarisation.

A gap width of dgap = 3 Å corresponds to the situation with the strongest
enhancement of the nonlinear conversion in the system (see Fig. 4.7a). In
this case the 3rd harmonic of the tunneling current in the junction region is
essential while the surface nonlinear currents are not distinguishable at the
scale of the figure. By further decreasing the width of the gap, at geometrical
contact between the cylinders (dgap = 0 Å) the junction becomes metallic. The
tunneling barrier for the electrons moving along the dimer axis disappears, the
field is expelled outside the junction neck created by the metallic conductive
path, and the field enhancement in the gap is quenched. Interestingly, the
nonlinear currents in the gap remain strong relative to the other regions. It is
worth stressing however that the total nonlinear polarisation and 3rd harmonic
currents between nanoparticles are orders of magnitude smaller than that in
the tunneling regime at dgap = 3 Å (see Fig. 4.7a). In this case of conductive
contact we ascribe the strong nonlinear current through the gap region to the
evolution of the system towards the limit of a single elongated peanut-shape



120 Chapter 4. High-harmonic generation in nanoplasmonics

dgap = 8.5 Å

a) b)

c) z-component of the current density |jz,3ω |

dgap = 2.1 Å dgap = 0.0 Å
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Figure 4.9: Analysis of the nonlinear response of an Al spherical dimer for
a frequency of the fundamental wave ω = 1 eV. (a) Sketch of the geometry
of the system and of the polarisation of the fundamental wave. (b) Time
evolution of the nonlinear dipole Re

(
e−i3ωt p3ω

)
(red), charge transferred

between nanoparticles Re
(
e−i3ωt Q3ω

)
(black), and current through the junc-

tion Re
(
e−i3ωt I3ω

)
(cyan) at the 3rd harmonic frequency. Results are shown

for dgap = 2.1 Å, which corresponds to the maximum enhancement of the
3rd harmonic intensity All the quantities are scaled to 1 at the maximum.
(c) Colour plots of the current density j3ω induced at the 3rd harmonic fre-
quency calculated for several sizes of the gap dgap. The absolute value of
the z-component of j3ω, |jz,3ω| ≡ |êz j3ω| is shown in the (x, z)-plane. Blue
frames indicate a regime of capacitive coupling between the nanoparticles

and red frames indicate a conductive coupling regime.

nanowire. The formation of the nonlinear dipole involves the charge separation
between left and right parts of this compound nanoparticle which results in
electron currents through the junction. Because of the small cross-section of
the latter relatively high currents might be reached. In the fully overlapping
geometry (dgap = −3 Å) the role of the nonlinear currents at the bulk of the
particles and at the surfaces increases, with the corresponding decrease of the
contribution at the junction itself. This is consistent with a recovery of the
nonlinear response based on the intrinsic bulk and surface nonlinearity of the
full connected system.

In Fig. 4.9 we perform the same analysis as in Fig. 4.8 but for a dimer of
Al spheres as sketched in Fig. 4.9a. Figure 4.9c shows the absolute value
of the z-component of the current density at the 3rd harmonic frequency
|jz,3ω| ≡ |êz j3ω| when the dimer is illuminated at a frequency ω = 1 eV
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and for three different gap distances dgap. The plots show similar trends to
the ones obtained for the dimer of cylinders in Fig. 4.8c. In the capacitive
regime (blue panel) the nonlinear currents concentrate in the volume of the
nanoparticles. When the gap is reduced and the system enters the conduc-
tive regime (red panels), an electron current at the 3rd harmonic frequency is
developed across the gap. The central panel shows the current density map
for a tunneling gap distance (dgap = 2.1 Å) corresponding to the peak of the
induced nonlinear dipole (see Fig. 4.7b). In this case a strong nonlinear current
across the gap is observed in addition to the currents in the volume. When the
particles touch, the nonlinear current flow between the nanoparticles owing to
the direct conductive contact and the nonlinear current at the bulk dominates.

Nonlinear currents through the junction and build up of the nonlin-
ear response of the dimer

The nonlinear current through the middle of the junction,

Inω =

∫∫
jz,nω(x, y, z = 0)dxdy, (4.23)

transfers a charge Qnω = iInω/(nω) between the nanoparticles and polarizes
the system. Here the relationship Inω = dQnω/dt = −inωQnω is used assuming
harmonic signals. The resulting charge-transfer dipole can be expressed as
DQnω = iDInω/(nω), with D the (unknown) effective separation between the
charges ±Qnω induced in the nanoparticles. In Fig. 4.8b we show the dynamics
of the total nonlinear dipole p3ω, the transferred charge Q3ω, and the current
I3ω calculated for the dimer of Na cylinder illuminated by a electromagnetic
wave of fundamental frequency ω = 0.6 eV, and dgap = 3 Å. These conditions
correspond to the maximum enhancement of the 3rd harmonic generation by
the dimer nanoantenna. The width of the gap is such that the system is in
the tunneling regime, i.e., electron transport through the junction corresponds
to the tunneling through the potential barrier between nanoparticles. The
total nonlinear dipole evolves in phase with the transferred charge and its time
evolution is shifted by a quarter of an optical period with respect to that of
the current, i.e. the dynamics of the total nonlinear dipole is equivalent to that
of the charge transfer dipole. This result is consistent with a likely important
role played by the charge transfer dipole and thus by the electron transport
through the junction in the build up of the total nonlinear polarisation.

One might consider that for the Na nanowire dimer the increase of nonlinear
response for tunneling distances is connected with an effect of proximity of the
frequency of the 3rd harmonic to the CTP. For dgap = 1− 2 Å this is indeed the
case at low frequencies of the fundamental wave ω = 0.6 eV and ω = 0.8 eV,
and this could further increase the role of the electron transport across the
gap. However, the same qualitative results in the behaviour of the nonlinear
current and the charge transfer are obtained in the case of an Al spherical
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dimer for the frequency of the fundamental wave ω = 1 eV and dgap = 2.1 Å.
These results are shown in Fig. 4.9b, where we plot again the evolution of
the 3rd harmonic nonlinear dipole (p3ω), transferred charge (Q3ω) and current
trough the middle of the junction (I3ω) as they evolve in time. We observe
again that the dipole and the transferred charge oscillate in phase while the
nonlinear current is dephased a quarter optical period. In this situation the 3rd
harmonic frequency is well below any resonant excitation in the system (see
Fig. 4.6b), which points towards a non-resonant effect, intrinsically associated
with the nonlinear tunneling current and therefore supports the robustness of
the influence of the tunneling current as a key aspect of the nonlinear response.

Intrinsic versus tunneling contributions

As explained above, the tunneling, volume, and surface components of the to-
tal nonlinear current calculated with TDDFT cannot be explicitly separated so
that the respective contributions to the nonlinear response cannot be straight-
forwardly obtained using Eq. (4.18) or Eq. (4.22). Similarly, the effective sep-
aration D between the charges transferred across the junction is a priori un-
known. To quantify the role of the electron transport through the junction in
the nonlinear response we implement the following procedure. Let us write the
nonlinear dipole of the dimer in the form:

pnω = 2pnpnω + pCTnω , (4.24)

where the intrinsic nonlinear polarisation of each nanoparticle excluding the
effects of nonlinear electron transport through the junction is denoted as pnpnω,
and pCTnω ≡ iDInω/(nω) is the nonlinear dipole induced by the nonlinear current
between nanoparticles. If the charge-transfer polarisation pCTnω provides the
main contribution to the total nonlinear dipole, i.e., if pCTnω � pnpnω, then the
quantity D̃ = −inωpnω/Inω should be real valued and nearly independent
on the width of the gap (we assume dgap << D). This is indeed what we
obtain from pnω and Inω calculated with TDDFT at small widths of the gap
for both the Na nanowire (below 6 Å) and for the Al nanosphere dimer (below
4 Å). Thus, D̃ can be used to find an effective separation D = Re

(
D̃
)
between

the charges induced at the nanoparticles at the corresponding nth-harmonic
frequency because of the electron transport across the junction.

We find that for the Al nanosphere dimer the effective separation D is
very close to 2Rsph for both the 2nd and 3rd harmonic cases. The transferred
charge is effectively located close to the centre of the nanoparticles as one would
expect considering the symmetry and the small size of the Al spheres. For the
Na nanowire dimer, because of the relatively large cylinder radii, the nonlocal
screening effects become important. Depending on the frequency, we find an
effective separation distance D within 15− 50 Å, i.e. D < 2Rcyl. For all the
systems, at large widths of the gap, the quantity D̃ diverges. This is because
the tunneling current Inω becomes exponentially small in such a situation, and
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the intrinsic polarisation pnpnω of each particle provides the leading contribution
to the total nonlinear dipole.

We adopt the definition of D above and fix its value to that obtained for the
junction of small width. We can estimate in this way the frequency conversion
enhancement R̃ owing exclusively to the charge-transfer dipole pCTnω , which is
given by: R̃ = β |Inω|2 /4

∣∣pinω∣∣2, where β = (D/nω)
2. The charge transfer

contribution R̃ is shown in Fig. 4.7a and Fig. 4.7b with dashed lines. In the
range of gap widths where the electron transfer across the gap is efficient, the
agreement between the TDDFT result shown in Fig. 4.7 with solid lines and the
prediction obtained by considering only the charge transfer between cylinders
is remarkable. This points at the dominant role of the nonlinear currents in the
gap as responsible for the frequency conversion by the dimer. In particular, as
follows from Fig. 4.6c and Fig. 4.7, the maximum of the frequency conversion
is reached in the tunneling regime, prior to the establishment of the conductive
contact between nanoparticles introducing the possibility of ballistic electron
transport through the junction.

The results in Fig. 4.7 also help to visualise the transition between "tun-
neling" and "intrinsic" regimes of the nonlinearity with increasing dgap. As
the width of the junction increases, and the tunneling effects become exponen-
tially low, the enhancement R dependence on dgap (solid lines) changes to a
substantially smoother variation. At these large widths of the gap the total
nonlinear dipole is built by intrinsic polarisations of the nanoparticles, which
are determined by the field enhancement in the system and decrease relatively
slowly with increasing dgap.

It is noteworthy that an efficient generation of the 2nd and 3rd harmonics
in the tunneling current and thus the build up of the nonlinear dipole due
to the charge transferred between nanoparticles is possible in the spherical
and cylindrical dimer configurations owing to the field enhancement in the
junction. As follows from Eq. (4.21), the harmonics in the tunneling current
between nanoparticles Inω are determined by the enhanced fields in the junc-
tion Inω ∝ (Egω)

n. In this respect, Inω should be more sensitive to the field
enhancement than the intrinsic polarisation representing the integral over the
nanoparticle volume.

4.5.4 Role of resonant plasmonic modes
While a dimer nanoantenna generally enables a more efficient frequency con-
version as compared to the corresponding independent nanoparticles, this "rule
of thumb" is subject to specific conditions determined by the width of the junc-
tion, and by the respective role of the electron transport across the gap and of
the plasmon modes of the nanoantenna. Depending on whether one seeks for
the strongest gain of the nonlinearity as compared to the single nanoparticle
(relative efficiency), or for the largest intensity of the nonlinear signal (absolute
efficiency), the choice of the dimer structure might differ, as revealed by the
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Figure 4.10: 3rd harmonic generation in a Na cylinder dimer and Al sphere
dimer. TDDFT results are presented as a function of the size of the gap
between nanoparticles dgap. (a,c) Enhancement of the intensity of the emit-
ted 3rd harmonic, R, for a dimer of (a) Na cylinders and (c) Al spheres as
compared to the case of the individual non-interacting nanoparticles. For the
exact definition of R see Eq. (4.20). (b,d) Hyperpolarisability, α(3)(3ω), of
the (b) Na cylinder dimer and (d) Al sphere dimer. The values are given in
atomic units (a.u.). The relation 1 esu = 0.1985× 1040 a.u. can be used for
conversion of the third-order hyper-polarisability to electrostatic units (esu).
Different colours correspond to results obtained with different frequencies ω
of the incident fundamental wave, as detailed in the legends between the

panels.
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TDDFT results shown in Fig. 4.10. The 3rd harmonic generation in the Na
cylinder dimer and the Al sphere dimer are analysed in this figure for a wide
range of gap widths and different frequencies ω of the incident fundamental
wave. The main difference between the left and right panels in Fig. 4.10 is
that the former shows the effect of the response of the dimer as a whole rela-
tive to the independent individual nanoparticles, while the latter provides the
information on the absolute value of the nonlinear response.

We focus first on the Na cylinder. The dependence of the enhancement of
the intensity of the emitted 3rd harmonic, R, on the width of the junction is
shown in Fig. 4.10a. The solid lines in red and blue correspond to the same
cases as those analysed in Fig. 4.7a where the fundamental (ω = 0.6 eV and
ω = 0.8 eV) and harmonic frequencies are far from the plasmonic resonances.
As discussed earlier, the enhancement increases as the gap distance dgap is
reduced, reaching a maximum at the point of maximum tunneling current. If
one focuses on the data for a fundamental frequency at ω = 1.2 eV (solid green
line) the situation changes dramatically. For this frequency, the 3rd harmonic
(3ω = 3.6 eV) is in resonance with the red-shifted BDP for well-separated
nanowires, at dgap = 21 Å. Decreasing the width of the gap below this value
red shifts the BDP frequency. The resonance condition is lost in that situation
thereby reducing the nonlinearity despite that larger fields at ω are reached for
this smaller dgap. However, when the width of the gap is further reduced down
to the tunneling regime, the 3rd harmonic intensity increases again.

The largest 3rd harmonic enhancement (nearly four orders of magnitude)
is reached at low frequencies of the fundamental wave in the tunneling regime
(tunneling enhancement (TE), in narrow gaps) because of the nonlinear elec-
tron transport across the gap. As the frequency of the incident fundamental
wave is increased, the gain in the 3rd harmonic intensity because of the dimer
structure as compared to the two individual non-interacting nanoparticles be-
comes smaller. This is because of (i) the overall decrease in the nonlinearity
of the tunneling current (see Eq. (4.21)) and (ii) the enhancement of the 3rd
harmonic intensity from the single nanoparticle since 3ω approaches its dipo-
lar plasmon resonance (see Fig. 4.6). For the frequencies of the fundamental
wave ω above 1.2 eV, no noticeable effect of the tunneling enhancement can be
observed.

Together with the main maximum of the nonlinear enhancement in the
tunneling regime at dgap = 3− 4 Å, the results obtained for larger frequencies
of the fundamental wave, at ω = 0.9 eV, 1.0 eV, 1.1 eV, and 1.2 eV also show
an additional, weaker, feature at larger dgap. This corresponds to a resonant
process (resonant enhancement (RE)). At these frequencies of the fundamental
wave, the corresponding 3rd harmonic frequency is below the dipolar plas-
mon mode of the individual cylinder (see Fig. 4.6d). However, the plasmon
coupling314 in a dimer configuration red-shifts the dipolar plasmon frequency
so that at a given dgap the 3rd harmonic can be at resonance with the BDP
plasmon mode of the dimer. This leads to the RE of the nonlinear polarisation.
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The red shift of the BDP frequency with decreasing dgap translates into the
corresponding shift of the RE maximum which appears at smaller dgap when
decreasing ω.

At frequencies of the fundamental wave ω =1.3 eV, 1.4 eV, and 1.5 eV, the
3rd harmonic spans the high frequency wing of the RE for the individual cylin-
der owing to the dipolar plasmon mode (see Fig. 4.6d). Since the interaction
between the particles for short distances redshifts the BDP out of resonance
and because of the relatively small TE at high frequencies, R decreases by sev-
eral orders of magnitude, reaching values close to unity, i.e. the dimer performs
equally good as the noninteracting cylinders in these circumstances. This is
despite the fact that the field enhancement in the gap between nanoparticles a
priori should increase the nonlinear response, however, the resonance effects
outperform the effects of the field enhancement.

A similar behaviour is found for the 3rd harmonic frequency of the dimer of
Al spheres presented in Fig. 4.10c. The black solid line corresponds to the re-
sult analysed in Sec. 4.5.3 (Fig. 4.7b) for the illumination frequency ω = 1 eV.
For the dimer of spheres we also find that the strongest enhancement (R) is
produced when the fundamental and the harmonic frequencies are below the
plasmon resonance (black solid line). As the frequency of the illumination is
increased, the enhancement R decreases. Furthermore, for large frequencies
the RE produced by the plasmonic modes gains importance again. In partic-
ular, for the fundamental frequency ω = 2.5 eV (green dashed line), the 3rd
harmonic frequency is close to the BDP resonance of the dimer at a distance
dgap ≈ 4.5 Å (see Fig. 4.6b), which leads to a maximum on R. Interestingly,
for the fundamental frequencies ω = 1.5 eV and ω = 2.0 eV we find a peak for
particularly small gaps dgap . 1.5 Å. The shift of the peak to those short sep-
aration distances might be related to the excitation of the emerging low-energy
CTP.

Thus, at low frequency of the fundamental wave the field enhancement and
tunneling effects in the gap between nanoparticles result in the strongest gain
of the frequency conversion obtained with a dimer, as compared to individual
nanoparticles. At the same time, reaching the maximum absolute value of the
nonlinear response might not necessarily require the same conditions, as follows
from Fig. 4.10b,d. In these plots the TDDFT results for the hyperpolarisability,
α(3)(3ω), of the dimer are shown as a function of the width of the junction for
different frequencies of the fundamental wave. In the case of the cylinder dimer
(Fig. 4.10b), the maximum value of α(3)(3ω) is obtained for a narrow junction,
not at the lowest frequencies but at an intermediate frequency range between
ω = 0.9 eV and ω = 1.0 eV, where tunneling and resonance effects overlap.
Comparable high nonlinear hyperpolarisability is obtained at ω = 1.2 eV for a
wide gap of dgap = 21 Å, where the 3rd harmonic frequency is at resonance with
the BDP plasmon mode of the dimer. At even higher frequencies, the hyper-
polarisability α(3)(3ω) shows only mild variations with dgap and its frequency
dependence is mainly determined by the plasmon resonance of the individual
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cylinders.
In the case of the sphere dimer (Fig. 4.10d) we observe that the difference

between values of the hyperpolarisability at relatively large ω = 2.0 eV and
dgap ≈ 1.5 Å becomes of the same order of magnitude than for short ω = 1.0 eV
and dgap ≈ 2.0 Å (notice that (c) is in logarithmic scale and (d) in linear scale).
This is also the case for ω = 1.5 eV and dgap ≈ 1.0 Å, which showed two orders
of magnitude smaller enhancement R than the ω = 1.0 eV maximum, while
both cases show similar absolute hyperpolarisability. However in contrast to the
results of the sodium cylinder dimer, the RE of the BDP mode does not increase
substantially the absolute hyperpolarizability for ω = 2.5 eV and dgap ≈ 4.0 Å.
Notice, however, that the maximum for ω = 1.5 eV and dgap ≈ 1.0 Å may be
caused by the RE due to the lowest-energy CTP.

One remark is in order before closing this section. We intentionally did
not perform calculations with higher frequencies of the fundamental wave in
resonance with the plasmon modes of the system. While this situation is known
to provide strong enhancement of the nonlinearity44,233,243,247,255,256,295,296, the
nonlinear tunneling effects would be small at these relatively high frequencies,
and thus difficult to reveal. Moreover, since the incident pulse needed to observe
nonlinear effects is intense, a frequency match with the plasmon resonance in
the absorption cross section would result in strong electron emission. Precisely,
this efficient conversion of the optical energy into electron-hole pairs via an
intermediate plasmon excitation has made plasmonics a very attractive tool
for solar energy harvesting or for photochemical applications318–324. However,
in the present case, hot electron emission would result in a spread of the electron
density over the entire computational grid, leading to the loss of precision.

4.6 Summary and Discussion

In this chapter first-principles calculations have been used to study the nonlin-
ear response of plasmonic single nanoparticles and nanoparticle dimers. This
quantum approach goes beyond the classical and hydrodynamic descriptions
of high harmonic generation and allows for qualitative and quantitative assess-
ment of the role of an externally applied field, spectral matching of the harmonic
frequency with plasmon resonances and the nonlinear tunneling across narrow
gaps.

In Sec. 4.4 we have focused on single Al nanoparticles to show the promise of
plasmonic systems for the realisation of controllable even-order high-harmonic
generation via an applied dc electric field. The necessary conditions for fre-
quency conversion can be reached, for instance, by placing an Al nanosys-
tem in a break junction or in a gap of an electrically driven plasmonic gold
nanoantenna293. The latter should be particularly efficient as might enable to
reach a double resonance condition, where the fundamental frequency is reso-
nant with the gold nanoantenna and the high-order harmonic is at resonance
with the plasmon mode of the Al nanostructure. Indeed, for the particle sizes
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considered here we have shown that for the fundamental frequency in the vis-
ible, the 4th or higher harmonics can be set into resonance with the plasmon
mode of the Al nanostructure, resulting is a strong enhancement of the non-
linear response. Thus, small Al nanoparticles are a promising system for the
generation of actively-controlled radiation in the ultraviolet.

In Sec. 4.5 we study dimer plasmonic systems separated by ultranarrow
gaps. Both dimers of Na cylinders and dimers of spherical Al nanoparticles
were analysed to test the robustness of the results. We found that depending
on the main contributions to the nonlinear response, three interaction regimes
can be identified in a dimer nanoantenna with small gap distance separation
dgap:

(i) At large widths of the gap between nanoparticles, dgap > 6− 8 Å (sep-
arated nanoparticles), the total nonlinear polarisation of the dimer is given by
the sum of the nonlinear polarizations of the individual nanoparticles. The
coupling between the nanoparticles in the dimer, and, in particular, the field
enhancement in the gap increases the overall nonlinear response.

(ii) In the tunneling distance range of 2 Å< dgap < 6− 8 Å, the harmonic
components of the ac electron tunneling current through the gap between
nanoparticles build the nonlinear charge-transfer dipole. Along with the re-
sponse of the individual nanoparticles, this charge-transfer dipole contributes
to the total nonlinear polarisation of the dimer. At low frequencies (0.6-1.5 eV
depending on the metal) of the fundamental incident wave, the nonlinear tun-
neling current across the junction determines and governs the nonlinear re-
sponse of the dimer. This nonlinear current might lead to orders of magnitude
increase of the frequency conversion.

(iii) Finally, for a situation of geometrical overlap between nanoparticle
surfaces, a conductive contact is established. The nonlinear response of the
dimer evolves to that of a single nanoparticle, albeit of the larger size. The
strong gap-induced enhancement of the nonlinear signal is quenched in this
situation, consistent with experimental observations148,266.

The three ranges of gap widths pointed out above are defined with respect to
the transport properties of the junction. In that respect, they are very similar
to the definition proposed on previous work, based on the quantum effects in
the linear response54.

It is worth to stress that the incident field enhancement in the gap of the
dimer structure is at the origin of the strong nonlinear effects due to both the
nonlinear polarizations of individual nanoparticles and the nonlinear electron
tunneling mechanisms. In the former case it leads to an overall increase of the
fundamental field seen by each nanoparticle, while in the latter case it results in
the high optical bias across the junction producing the strong nonlinear current
between nanoparticles.

It is thus possible to conclude that if one seeks for the best performance
of the dimer compared to the non-interacting nanoparticles, the low frequency
range and the tunneling regime might provide an appropriate solution. At the
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same time, if the largest absolute value of the emitted harmonic is sought,
either using the tunneling regime at small gap width, or setting the emission
frequency in resonance with the bonding plasmon mode at large gap width,
can be similarly efficient. It is noteworthy that, as shown in previous works,
setting the main signal in resonance with the plasmon mode of the system
also allows to reach the manifold enhancement on the frequency conversion.
However, because of numerical constrains this regime could not be addressed
in the present study.

The present quantum treatment enabled the theoretical study of the mech-
anisms involved in the generation of the harmonics of the fundamental fre-
quency in single nanoparticles and dimer nanoantennas with subnanometer
gaps. While this work addresses small-size plasmonic nanoparticles, the demon-
stration of active control by an externally applied static field of the enhance-
ment of nonlinear emission due to plasmon resonances and of the impor-
tance of the nonlinear tunneling currents in small gaps is of relevance for
larger systems. Considering the current experimental capabilities to build
plasmonic nanoparticles and dimers with junctions that reach subnanometre
scale21,22,133,148,244,266–269,285,286,298,305, the understanding of the mechanisms
of the nonlinear response of plasmonic systems with and without narrow gaps is
of paramount importance. The qualitative and quantitative study in this chap-
ter not only offers the appropriate quantum theoretical treatment of nonlinear
processes in plasmonic systems, but it also establishes an effective platform to
design and exploit electrically controllable nonlinear devices for optoelectronics
and extreme ultraviolet generation.
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Conclusions

In this thesis we have studied the optical response of plasmonic systems with
ultranarrow gaps. The use of classical, semi-classical and quantum mechani-
cal calculations has allowed to rigorously address the diverse phenomena that
arise in the capacitive and in the conductive coupling regimes of plasmonic
nanometre and subnanometre gaps.

Varying the gap morphology allowed us to address the strong influence that
particle faceting has in the mode structure of nanoantennas with nanometre
gaps. While gap antennas with spherical gap terminations show qualitatively
the same optical response as the widely studied dimers of spherical particles, the
presence of flat facets at the gap surfaces strongly changes the optical response.
Large flat gaps allow for the formation of two sets of mostly independent modes,
namely Longitudinal Antenna Plasmons (LAPs) and Transverse Cavity Plas-
mons (TCPs). A main characteristic that distinguishes the LAPs in flat-gap
antennas from typical Bonding Plasmons (BPs) in dimers with spherical ter-
minations, is the saturation of the redshift of the resonance energy of the mode
as the gap is closed, so that the response of a single longer rod is recovered.
This saturation can be understood by modelling the gap as a capacitance that
short-circuits for very small gaps. In contrast, the energy of the TCPs strongly
redshifts as the gap is closed. These modes can show a very intricate near-field
patterns in the gap. Generally, the LAPs control the far-field properties of the
plasmonic response while the TCPs control the near-field distribution in the
gap region. Both types of modes can be independently tuned, which allows to
separately engineer the far-field and near-field properties of such a gap antenna.

When the gap is reduced, reaching subnanometre scale, we also observe that
the faceting determines how electron tunneling affects the optical response.
Spherical gaps again follow the expected optical behaviour of spherical dimers
for closing gaps: quenching of the near field in the gap and a far field char-
acterized by a progressive fading of the BP resonances and the emergence of
blueshifting Charge Transfer Plasmons (CTPs) before physical contact. As
one evolves from the spherical gap-termination to a completely flat one, the
lowest-energy CTP initially appears at a blueshifted energy. In the limiting
case when the gap termination is practically flat, we observe that electron tun-
neling does not affect the far-field response as we close the gap because the
addition of the tunneling conductivity to a short-circuited gap does not impact
the response. Therefore, there is no distinction between the LAPs and CTPs
in the far field. We finally observe that all the different gap morphologies show
a strong quenching of the near field in the gap. Our results show that some



132 Chapter 4. Conclusions

features associated with he tunneling regime are common for all types of gaps
(near-field quenching), but others can be strongly affected by the presence of
faceted gaps. Therefore, experiments seeking to demonstrate or exploit the
properties of tunneling gaps in plasmonics require a very precise control not
only of the separation between the particles but also of the gap morphology.
Importantly, a badly fabricated gap presenting large facets can completely hin-
der the far-field signature of electron tunneling even for set-ups with a perfect
control of the gap distance.

Electron tunneling affects the optical response of BP resonances because it
allows the transport of the charges accumulated at facing surfaces across the
gap. Using a trimer plasmonic metamolecule configuration, and together with
the experimental group of Jennifer Dionne at Stanford, we demonstrate that
electron tunneling affects in a similar manner different types of plasmon reso-
nances, as long as they present charges of opposite sign at facing surfaces across
the gap. Using an adequately placed electron beam as a probe, it is possible
to induce a merging process in the trimer geometry while, at the same time,
the evolution of the plasmon resonances is characterized. We experimentally
observe and theoretically confirm that magnetic plasmon resonances, which
present a charge distribution that results in a displacement current circulating
around the metamolecule, are strongly affected by tunneling currents. Mag-
netic resonances display a charge distribution with charges of opposite sign at
facing surfaces of each of the gaps in the trimer and thus, electron tunneling
produces a similar effect in these types of modes as that in electric BP reso-
nances. In contrast to magnetic and electric plasmon modes, dark modes that
display a zero total dipole moment and that can be excited placing the electron
beam in the centre of the trimer metamolecule, are not affected by tunneling.
The reason is that the dark mode is characterized by a dipole moment at each
nanoparticle that points to the centre of the trimer and therefore the surfaces
across the gaps display charges of the same sign.

As already discussed, the gap morphology can modify the modal structure of
plasmonic resonances. With this idea in mind we have explored the advantages
that flat facets might have to build plasmonic devices. Chains of plasmonic
nanoparticles present a large amount of gaps and therefore they might be a
good platform for field-enhanced spectroscopies or sensing applications. Fur-
thermore, the optical response of chains can be representative of more complex
self-assembled aggregates. We explored the far-field and near-field properties
of chains of cylindrical particles separated by a gap of 1 nm and with flat facets
of different sizes in the gap region, and compare the results with those obtained
for an equivalent chain of spheres. All chains show a dominant Longitudinal
Chain Plasmon (LCP) whose resonance energy redshifts and saturates as the
number of particles in the chain increases. We find that the maximum redshift
obtained for a chain of flat-faceted particles is ∼ 4 times larger that for a chain
of spherical particles. Regarding the near-field intensity achievable in the gap
region we observe that, as expected, the chain of spheres produces the largest
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fields. However, chains of flat-faceted particles generate only slightly weaker
fields and they are distributed over a much larger region. The combination of
the large tunnability of the LCP resonance and intense near field in the gaps
distributed over large volumes indicates that flat-faceted particles might be
a very good platform for spectroscopy/sensing applications, particularly is the
case where molecular layers are employed or when the position of the molecules
to be analysed is not well controlled.

All the results discussed so far deal with the linear optical response of plas-
monic systems with (sub)nanometre gaps and how electron tunneling affects
them. In this context, the quenching of the near field in the gap due to electron
tunneling is usually seen as a limiting feature for plasmonic devices, as many
applications try to maximize the electric field in the gap. However, electron
tunneling is a highly nonlinear process and thus, it might be relevant in the
nonlinear optical response of plasmonic systems. In collaboration with A.G.
Borisov and D.C. Marinica from the Approches théoriques en dynamique quan-
tique group at the Institut des Sciences Moléculaires d’Orsay, we investigated
the nonlinear response of small nanoparticles and dimers subjected to intense
electromagnetic illumination from first principles simulations. We started ex-
ploring the response of a single aluminium sphere that is polarized by an ex-
ternal static electric field and illuminated by a short light pulse. As a metallic
sphere is a centrosymmetric structure, only odd harmonics are generated when
no polarizing field is applied. Increasing the polarizing electric field breaks the
symmetry and allows to actively control the emission of light at even-harmonic
frequencies due to a nonlinear process of 3rd order, which offers the opportunity
of creating a compact and controllable source of harmonic light. We show that
illuminating the nanoparticle with a driving frequency such that the harmonic
one is on resonance with the plasmon mode results in one order of magnitude
increase in the nonlinear light emission. Using Aluminium as the material of
the particles has the additional advantage that they display the Dipolar Plas-
mon (DP) resonance in the ultraviolet. Therefore, setting the 4th harmonic to
be in resonance with the plasmonic mode results in a source of ultraviolet light
that can be actively controlled by an applied electric field.

To study the effect of tunneling in the nonlinear response of plasmonic gaps
we also used a dimer of Aluminium spheres and a dimer of Sodium cylinders.
We tracked the 2nd and 3rd harmonic generation while the gap is progressively
closed. If one illuminates the system so that the driving frequency and the
harmonic one are off resonance, we observed that the harmonic generation pro-
gressively increases due to the enhanced-electric field acting on each particle
and a peak is found at gap distances where the tunneling current is maximum.
By analysing the nonlinear currents at the harmonic frequency, we were able to
link the strong enhancement of the harmonic-generation process to the nonlin-
ear tunneling current. If the illumination is such that the harmonic frequency
is resonant with a BP mode of the dimer at a given separation distance dgap,
it can be more efficient to have a well separated dimer (where the resonance
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condition is fulfilled) rather than to reduce the gap to tunneling distances (los-
ing the resonance condition) where the nonlinear tunneling currents dominate
the harmonic emission. All these results show that the effect of tunneling in
the nonlinear optical properties of plasmonic gaps is very complex. Depending
on the available driving laser frequency and on the mode structure of the plas-
monic system, the optimal harmonic generation can be found at large dgap or
at distances where the tunneling current is maximum.

The results presented in this thesis show the rich optical response of plas-
monic subnanometre gaps. We investigated in detail the effect that the shape
of the surfaces facing the gap and the electron tunneling have in the lin-
ear and nonlinear optical response of plasmonic particles with extremely nar-
row gaps. However many interesting questions are still open in the field of
(sub)nanometre-gap plasmonics. Additionally to the quantum dynamics of
conduction electrons, atomic-scale features can be crucial to understand sub-
tle effects in the plasmonic response of subnanometre gaps151–153 and thus,
advances in the atomistic description of large-scale metallic nanoparticles are
crucial to continue exploring the subnanometre gap regime. On the other hand,
the Quantum Corrected Model (QCM) is a powerful alternative to extend the
computationally intensive quantum calculations to large plasmonic systems,
but the approximations made within it do not completely capture the com-
plexity of the quantum tunneling process26. Therefore it would be desirable
to further develop the QCM to better capture the full complex value the tun-
neling conductivity as well as to extend its validity to the nonlinear regime.
Finally, experimentally reaching tunneling distances and controlling them with
high accuracy is a very challenging task. Other alternative mechanisms can be
explored to produce charge transfer between the nanoparticles. Molecular link-
ers for example can be used to stabilize the gap distance and at the same time,
to exploit the properties of a molecule to control the charge transfer between
nanoparticles69. Another option is to open the gap to distances large enough
so that current fabrication techniques can reliably control these distances and
thus induce charge transfer from photo-emitted electrons147,325.
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A Relationship between permittivity and con-
ductivity of a material

For a general material that responds linearly to a external electric field and
that is nonlocal in time and space, the dielectric displacement, D(r, t), and the
induced current in the material, J(r, t), can be related to the external electric
field driving the system, E(r, t), as

D(r, t) = ε0

∫∫
ε(r− r′, t− t′)E(r′, t′)dt′dr′ , (A.1a)

J(r, t) =

∫∫
σ(r− r′, t− t′)E(r′, t′)dt′dr′ , (A.1b)

where ε is defined as the relative dielectric permittivity of the material and σ
is defined as the conductivity of the material.

The linear macroscopic interaction of a metal with electromagnetic fields
can be studied using the dielectric permittivity ε or the conductivity σ. Both
options are equivalent and thus there should be a relationship between them. It
is common in optics to use the permittivity to model the optical response of the
materials of a given system. On the other hand, the objective of the Quantum
Corrected Model (QCM) introduced in Sec. 1.1 is to build an effective material
to mimic the conductive properties of a narrow gap where electron tunneling
is possible. The conductivity thus appears naturally within the QCM. In this
appendix we briefly review the connection between the ε and σ27.

Figure 4.11: Schematic representation of the system under consideration.
Charge ρ(r, t) and current J(r, t) densities are excited in a particle (dark

blue) by an electric field E(r, t).

Figure 4.11 represents the system that will be discussed. In dark blue a
particle is embedded in an isotropic and homogeneous medium. The electro-
magnetic field E(r, t) exciting the system induces a charge density ρ(r, t) and
current density J(r, t) in the particle.
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We aim at obtaining a relationship ε = f(σ). To that end, we start from one
of the Maxwell’s equations which involves the dielectric displacement D(r, t):

∇ ·D(r, t) = ρext(r, t) = 0 , (A.2)

where ρext(r, t) is the external charge density of the particle that we consider
to be 0.

The dielectric displacement D(r, t) is linked to the electric field E(r, t) via
the polarization of the material P(r, t):

D(r, t) = ε0E(r, t) + P(r, t) . (A.3)

We next use the Gauss theorem in differential form272:

∇ ·E(r, t) =
ρ(r, t)

ε0
. (A.4)

Using Eq. (A.2), Eq. (A.3) and Eq. (A.4) we obtain

∇ ·P(r, t) = −ρ(r, t) . (A.5)

Next, requiring charge conservation in the system272, we get to:

∂ρ(r, t)

∂t
+∇ · J(r, t) = 0 , (A.6)

and inserting Eq. (A.5) into Eq. (A.6) we get

∇ ·
(
J(r, t)− ∂P(r, t)

∂t

)
= 0 . (A.7)

If we now come back to the general expressions where we defined the dielec-
tric permittivity (Eq. (A.1a)) and the conductivity (Eq. (A.1b)) we find that
working with these expressions in the direct space {r, t} is in general compli-
cated. However, if we decompose the fields into their plane-wave components
of frequency ω and wave-vector k by doing a Fourier transform , Eqs. (A.1)
transform into:

D(k, ω) = ε0ε(k, ω)E(k, ω) , (A.8a)
J(k, ω) = σ(k, ω)E(k, ω) . (A.8b)

Furthermore, all the previous equations (Eq. (A.2)-Eq. (A.7)) are easily
transformed to the frequency domain by taking into account that the derivatives
in direct space get transformed as ∂/∂t→ −iω and ∇ → ik, in Fourier space.

From Eq. (A.7) and Eq. (A.8b) we obtain

P(k, ω) =
iσ(k, ω)

ω
E(k, ω) , (A.9)
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and finally from Eq. (A.3), Eq. (A.8a) and Eq. (A.9) the relationship between
the permittivity of a material and its conductivity is obtained

ε(k, ω) = 1 + i
σ(k, ω)

ε0ω
(A.10)

If the medium is not spatially dispersive, Eq. (A.10) is transformed to the
local version:

ε(ω) = 1 + i
σ(ω)

ε0ω
(A.11)

which corresponds to the expression adopted in the Quantum Corrected Model.
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B Density Functional Theory: Ground state cal-
culation

The Time-Dependent Density Functional Theory (TDDFT) calculations dis-
cussed in Sec. 1.2 require as an input the ground state Kohn-Sham (KS) orbitals
and density of the system. Here we briefly describe how Density Functional
Theory (DFT) is used to calculate the ground state of a spherical Al nanopar-
ticle. The method described here relays on the same principles as the WPP
method (Sec. 1.2). We use atomic units throughout this appendix. Similarly
to the TDDFT calculations, we focus on the stabilized Jellium Model (JM)
approach70,71 (Sec. 4.1) with closed-shell electronic structure. The sphere is
characterized by the uniform positive background with charge density n+ given
by

n+ =

(
4π

3
r3
s

)−1

, (B.1)

where the Wigner-Seitz radius rs of Al is set to the value rs = 2.07 a0 where a0

is the Bohr radius (rs = 1.1 Å). A sphere containing Ne electrons (or atoms)
has then a radius

Rcl = rsN
1/3
e , (B.2)

as each Al atom contributes with one conduction electron to the system.
Because of the central symmetry of the problem we work in spherical co-

ordinates r = {r, θ, φ}. The Kohn-Sham (KS) orbitals are sought in the form
Ψ0
k,`,m(r) = 1

rψ
0
k,`(r)Y`m(θ, φ), where Y`m(θ, φ) are the spherical harmonics,

and k, `, m are radial, angular, and magnetic quantum numbers, respectively.
Superscript s stands for "stationary". The electronic density is then given by:

ngrnd(r) = 2
∑

(k,`)∈occ.

2`+ 1

r2

∣∣ψ0
k,`(r)

∣∣2 , (B.3)

where spin and m degeneracy is taken into account. The sum in Eq. (B.3) runs
over the occupied orbitals: Ek,` ≤ EF, where EF is the energy of the Fermi
level.

The orbitals ψ0
k,`(r) satisfy the KS equation:

Hψ0
k,`(r) =

[
−1

2

∂2

∂r2
+
`(`+ 1)

2r2
+ V [n](r)

]
ψ0
k,`(r) = Ek,` ψ

0
k,`(r) , (B.4)

where the potential V [n](r) is the sum of Hartree, exchange-correlation, and
stabilization potentials

V (r) = VH[n](r) + V [n]xc(r) + Vst(r) . (B.5)

The exchange-correlation potential Vxc(r) is treated in the Local Density
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Approximation with the exchange-correlation functional of Gunnarson and
Lundqvist73 defined in Eq. (1.18) of Sec. 1.2. The Hartree potential VH is
found solving the Poisson equation in radial form:

∂2

∂r2
(r VH(r)) = 4π [n+(r)− ngrnd(r)] (B.6)

with zero boundary conditions. Last, the attractive stabilization potential
Vst(r) = −3.1 eV is added inside the nanosphere to obtain the work function
value close to the Φ = 4.4 eV as reported for Al(100) surface326.

An iterative procedure is employed to find the ground state KS orbitals.
Equation. (B.4) is solved with zero boundary conditions on the radial mesh of
equidistant points

ψ0
k,`(0) = 0 , (B.7)

ψ0
k,`(Rmax) = 0 , (B.8)

via diagonalization of the Fourier-Grid Hamiltonian (FGH)74,76,81,327. We use a
FGH generated by the sin(πkr/Rmax) basis functions, where k is an integer327.
In each iteration the obtained KS orbitals are used to build the electronic
density via Eq. (B.3). The new electronic density is employed to obtain a
better estimation of the KS potential in Eq. (B.5), which allows construct
a more accurate Hamiltonian matrix in Eq. (B.4), and thus to find a more
converged solution of the KS orbitals ψ0

k,`(r). Typically, the size of the radial
mesh comprising 256 equidistant points has been set as Rmax = Rcl + 25 a0.
To solve Eq. (B.6) the FGH of the differential operator is constructed on the
same mesh and the potential VH(r) is obtained via direct inversion.
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C Quantitative estimation of the nonlinear hy-
perpolarisabilities α(n)

The quantitative estimation of the nonlinear hyperpolarisabilities given in Ch. 4
follows the method described in this appendix. If the illumination were a plane-
wave, Eqs. (4.3) or Eqs. (4.8) could be used to obtain the hyperpolarisabilities
α(n) in a straightforward manner: α(3)(2ω) and α(3)(3ω) would be calculated
as

α(3)(2ω) = p2ω/(E
2
0Ep) , (C.1a)

α(3)(3ω) = p3ω/E
3
0 , (C.1b)

where pnω is the Fourier transform of the total induced dipole evaluated
at nω. We use the short-hand notation α(3)(2ω) ≡ α(3)(2ω;ω, ω, 0) and
α(3)(3ω) ≡ α(3)(3ω;ω, ω, ω).

However, as mentioned in Sec. 4.2, to perform the calculations of the non-
linear response, the plasmonic systems are subjected to a polarizing static field
and illuminated by a Gaussian pulse of frequency ω:

E(t) = Ep + Eω(t) =
(
Ep + E0 cos(ωt)e−( t−t0τ )

2)
. (C.2)

The Gaussian envelope is characterized by a half-width τ = 32π
ω and it is

centred at t0. The pulse and the static field are linearly polarized along
the z-direction. The finite time profile of the illumination in the calculation
(Eq. (C.2)) requires a more involved analysis to calculate the hyperpolarisabil-
ities. In the following, the case of α(3)(2ω) is discussed. A similar procedure
can be applied to obtain any of the other hyperpolarisabilities.

Illuminating the system with the electric field given by Eq. (C.2), the in-
duced dipole oscillating at 2ω can be expressed as (see Eq. (4.8a)):

p(2ω; t) = α(3)(2ω)
[
E2
ω(t)

]
2ω
Ep e

−( t−t0τ )
2

. (C.3)

The [ ]2ω notation indicates that only the term oscillating at frequency 2ω is
retained when evaluating the square of Eω(t). The last exponential factor in
Eq. (C.3) is the Gaussian filter (with the same parameters as the illumination)
that we apply as explained in Sec. 4.3. Inserting the expression for Eω(t) (see
Eq. (C.2)) into Eq. (C.3):

p(2ω; t) = α(3)(2ω)E2
0Epe

−3( t−t0τ )
2 [

cos2(ωt)
]
2ω

=
1

2
α(3)(2ω)E2

0Epe
−3( t−t0τ )

2

cos(2ωt) .
(C.4)
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Defining:

ψ(t) = e−3( t−t0τ )
2

, (C.5a)
φ(t) = cos(2ωt) , (C.5b)

the spectrum profile of the induced dipole oscillating at 2ω:

p2ω(Ω) = F
[
p(2ω; t)

]
=

1

2
α(3)(2ω)E2

0EpF [ψ(t)φ(t)]

=
1

2
α(3)(2ω)E2

0EpF [ψ(t)] ∗ F [φ(t)] ,

(C.6)

where F [ ] stands for the Fourier transform and ∗ denotes the convolution
operation defined as:

[f ∗ g] (x) =

∞∫
−∞

f(X)g(x−X)dX . (C.7)

Let us calculate now the two Fourier transforms in Eq. (C.6). If we write

e−3( t−t0τ )
2

= e−ax
2

, (C.8)

with a = 3/τ2 and x = t− t0,

ψ(Ω) = F [ψ(t)] = F
[
e−ax

2
]

=

√
π

a
e−Ω2/4a , (C.9)

and

φ(Ω) = F [φ(t)] = F [cos(2ωt)] =
1

2

(
δ(Ω− 2ω) + δ(Ω + 2ω)

)
, (C.10)

where δ(x) is de Delta function.
The convolution of Eq. (C.9) and Eq. (C.10) is:

ψ(Ω) ∗ φ(Ω) =

∞∫
−∞

√
π

a
e−Ω′2/4a 1

2

(
δ(Ω− 2ω − Ω′) + δ(Ω + 2ω − Ω′)

)
dΩ′

=
1

2

√
π

a

(
e−(Ω−2ω)2/4a + e−(Ω+2ω)2/4a

)
. (C.11)

Inserting Eq. (C.11) in Eq. (C.6) we obtain:

p2ω(Ω) =
1

4
α(3)(2ω)E2

0Ep

√
π

3
τ

(
e−(Ω−2ω)2τ2/12 + e−(Ω+2ω)2τ2/12

)
. (C.12)
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We used a = 3/τ2.
Following a similar procedure we can obtain the spectral profile of the Gaus-

sian pulse illuminating the system (oscillating term in Eq. (C.2)) as:

Eω(Ω) =
1

2
E0

√
πτ

(
e−(Ω−ω)2τ2/4 + e−(Ω+ω)2τ2/4

)
. (C.13)

If we now evaluate Eq. (C.12) at Ω = 2ω and Eq. (C.13) at Ω = ω, in both
cases the first term in the parenthesis is equal to 1 and the second term is ≈ 0.
Dividing one by the other we obtain:

p2ω(2ω)

Eω(ω)
=

1

2
√

3
α(3)(2ω)E0Ep . (C.14)

Equation. (C.14) allows to finally obtain the hyperpolarisability α(3)(2ω).
The right-hand side of the equation is obtained directly from the calculation
by doing the Fourier transform of the time-dependent total induced dipole and
of the illumination field. The right-hand side parameters (E0 and Ep) are set
for each calculation.

Applying the same procedure described here to the 3rd harmonic leads to
the expression for α(3)(2ω).

p3ω(3ω)

E(ω)
=

1

2
α(3)(3ω)E2

0 . (C.15)
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