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Abstract

RESTORE is a project aimed to improve the quality of commu-
nication for people with difficulties producing speech, provid-
ing them with tools and alternative communication services. At
the same time, progress will be made at the research of tech-
niques for restoration and rehabilitation of disordered speech.
The ultimate goal of the project is to offer new possibilities in
the rehabilitation and reintegration into society of patients with
speech pathologies, especially those laryngectomised, by de-
signing new intervention strategies aimed to favour their com-
munication with the environment and ultimately increase their
quality of life.

Index Terms: alaryngeal voice, oesophageal speech, speaking
aids, voice rehabilitation, statistical parametric speech synthe-
sis, voice bank

1. Introduction

According to the Spanish Statistical Institute (Instituto Nacional
de Estadistica) (data from 2012), there are more than 410 000
people with ’disability to produce spoken messages’ in Spain.
This kind of disability, if severe, produces social isolation since
the communication with the environment is seriously affected
so as to hamper personal relationships and generate problems of
integration at the workplace. The origin and displaying forms
of the oral disabilities is varied. They might be caused by trau-
matic events such as stroke or surgery like Total Laryngectomy
(TL) or also by degenerative diseases (such as ELA or Parkin-
son) which deteriorate the functioning of the motor speech sys-
tem. This project is concerned with two specific groups of af-
fected persons: on the one hand, people with a laryngectomy
and on the other hand, people with dysarthria suffering from
poor articulation of phonemes due to neurological injury of the
motor speech system.

In the Rehabilitation Service of the Cruces University Hos-
pital (the main public Hospital of the area of Bilbao), almost
6000 speech therapy sessions are performed annually. Among
them, around 50 patients are treated after a total laryngec-
tomy. Even though nowadays laryngeal cancer is treated with
chemotherapy and radiotherapy to preserve the laryngeal func-
tion, in some cases total laryngectomy must be performed [1].
In 2014 laryngeal cancer had an incidence in Spain of 3182 per
100 000 inhabitants with a mortality of 1.3% and a 5-year preva-
lence of 112 per 1000 inhabitants [2]. After total laryngectomy
patients must attend a number of speech therapy sessions to ac-
quire a new voice, generally called alaryngeal voice. In the
Cruces University Hospital all patients start the rehabilitation
treatment 2 or 3 weeks after hospital discharge.

People affected by ELA are frequent users of Text to Speech
Conversion systems, usually integrated in AAC systems (Alter-
native and Augmentative Communication). These AAC sys-
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tems are designed to help the user to quickly build messages
to be spoken out loud (with a keyboard or more sophisticated
input devices). Commercial AAC systems have usually a lim-
ited choice of the synthetic voice: they are usually high quality
voices sounding like a very healthy young person. Neverthe-
less, statistics show a reality in which a great majority of the
people affected are elderly people, whose real voice would not
match with the prosthetic one. Similarly, there is a lack of chil-
dren’s voices, and according to the data in Spain there are 32
700 children between 6 and 15 years affected by this disability.
RESTORE is a project aimed to improve the quality of
communication for people with difficulties producing speech,
providing them with tools and alternative communication ser-
vices. At the same time, progress will be made at the research
of techniques for restoration and rehabilitation of disordered
speech. The following goals were proposed for the project:

1. Implementation of a donors voice bank and creation of
the service of personalised synthetic speech for people
with oral disabilities in general and people who have
been laryngectomised, in particular at Cruces University
Hospital.

2. Design and development of a Serious Game as a multi-
media tool to support the speech rehabilitation process
for people with voice disorders.

3. Improvement of the intelligibility of alaryngeal voices
(voices from people who have been laryngectomised)
and dysartric voices.

The Project coordinates the research work of two groups,
one from the field of Signal Processing and Engineering and the
other from the fields of Otorhinolaryngology and Speech Ther-
apy. The Voice Banking service proposed is a groundbreak-
ing service for the country, since there are only a few experi-
ences with the same aim in USA (VocalID', ModelTalker?) and
Europe (SpeakUnique®) [3]. This kind of service offers per-
sonalised synthetic speech that can be used in existing AAC
devices. In our proposal the communication is achieved with
a personalised voice that might be similar to the patients own
voice in cases of progressive diseases or laryngectomies. Be-
sides, the design and development of a voice training tool is
pursued in order to incentive and facilitate the speech rehabili-
tation process, a real hard and complex task depending on the
specific pathology.

In this paper we describe the main tasks of the project and
briefly sketch the main results up to date.

Iwww.vocalid.co

2www.modeltalker.com
3www.speakunique.org
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2. Tools to support the speech therapist

Total Laryngectomy surgery completely removes the larynx of
the patient while separating the airway from the mouth, nose
and oesophagus. Consequently, patients who undergo a TL can
not produce speech sounds in a conventional manner because
their vocal cords have been removed. The rehabilitation process
of a patient starts immediately upon confirmation of the surgery.
Through a pre-surgical interview an orientation framework is
offered both to the patient and his or her family where they will
receive information about:

e The anatomical and physiological changes that result
from surgery

¢ The way to communicate during the period immediately
following surgery

» The speech therapy sessions that will follow surgery

The main objective of the rehabilitation after TL is to return
to the patients the possibility of oral communication for reinte-
gration into their social, work and personal life. After surgical
intervention, additionally to medical treatment and the impor-
tance of tracheostomy protection and care of the tracheal can-
nula the patient will be informed about the therapy process to
acquire alaryngeal voice. There are three possibilities for voice
rehabilitation:

* Oesophageal speech
» Tracheoesophageal speech

¢ Use of an electrolarynx

Oesophageal speech (ES) is preferred by medical doctors be-
cause it does not require a voice prosthesis, but it is also most
effortful and difficult to acquire. Tracheoesophageal speech is
the most successful method and also produces the most under-
standable speech, but requires a voice prosthesis placed during
total laryngectomy or later in a secondary puncture. Finally, the
electrolarynx is an external vibrating handheld device which is
placed to the neck or the face. The vibrating sound is modulated
by the movements of the articulators to produce understandable
speech. It produces a robotic voice and it is sometimes used
also as a backup secondary method.

In Cruces University Hospital laryngectomised patients
start rehabilitation after 2 or 3 weeks after hospital discharge
with the aim of learning to produce oesophageal speech. The
patient attends around 50 rehabilitation sessions during a period
of 4 months. If the final speaking method is tracheoesophageal,
the average learning period is only 5 days.

In RESTORE we have developed an interactive video
aimed at helping the patient during and after this rehabilitation
period. This video considers the main difficulties faced by the
laryngectomised patient and proposes exercises and advices to
overcome them. Using a comic style representation of a food
market, the main character represents the patient itself, going
through the different market stalls, in each of which he or she
will practice a new rehabilitation exercise. Video recordings of
real sessions with a speech therapist are also included, as well
as short interviews with laryngectomised persons that have suc-
ceed in the rehabilitation process and share their own feelings
and experiences.

Clinical evaluation of the developed tool is currently taking
place with laryngectomised patients.
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3. Personalisation of the synthetic voice

One of the goals of RESTORE project is to improve the al-
ready existing ZureTTS voice bank web portal* making it more
flexible and allowing to provide a personalised TTS service to
people with oral disabilities.

3.1. Voice bank and web portal

In the previous version of the voice bank web portal, each voice
donor had to record 100 sentences to get his or her personalised
voice. This is not a problem for healthy people, but many pa-
tients are not able to record such a long corpus. Therefore the
original 100 sentences corpus has been divided into three cor-
pora of 33, 33 and 34 sentences. Each donor can choose how
many corpora to record and the personalised voice will be pro-
duced with the available speech material. Besides, two new
languages have been incorporated to the portal: Gaelic and the
Navarro-Lapurdian dialect of Basque.

3.2. Recording protocol for pre-laryngectomised people

To be able to generate a personalised voice for laryngectomees,
the ideal situation is to have recordings of the patient made prior
to the surgery. If this is not the case, recordings made by close
family members can be used to produce a personalised synthetic
voice for the patient, as voices are usually similar among family
members of the same gender [4] [5].

The first step to get these recordings is to introduce the
recording procedure in the hospital protocol. This protocol has
established the following criteria to select patients that can take
part in the project:

1. Patients older than 18 years old with a TL programmed.
2. Close family members with voices similar to the patient.

3. Any patient older than 18 years old without any speech
pathology who comes to the otorhinolaryngology service
of the Cruces University Hospital for any reason.

Once these criteria have been fixed, the protocol has been sent
to the Basque Ethics Committee for approval.

3.3. Personalisation for dysarthric voices

One person with ELA make use of the ZureTTS portal to obtain
a synthetic voice. However, the voice was already affected by
the disease and resulting synthetic voice also showed the same
problems of the original voice. The main issue was the rhythm,
which was very slow, with very long vowels and very frequent
long pauses, thus confirming other studies [6][7]. Also, some
consonants were poorly realised. The slow prosody provoked
the malfunctioning of the automatic alignment algorithm thus
contributing to the low quality of the synthetic voice. Never-
theless, even when a new specific alignment method adapted to
the multiple pauses was applied, the synthetic voice was not of
the desired quality, mainly because of the long phones. To over-
come it, prosody transplantation from a healthy voice was per-
formed with good results. This voice was offered to the user, in-
stead of the one automatically provided by the system. We also
tried to palliate the pronunciation problems applying the adap-
tation techniques using only vowels described in [8][9], but the
new synthetic voice, although with an improved pronunciation
lost the personality of the speaker. We are also experimenting
with model surgery on some phones [10], but the improvements
are subtle.

“4aholab.ehu.cus/zure TTS
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Figure 1: Catalogue of voices in ZureTTS voice bank portal.

3.4. Synthetic voices catalogue

If the person with oral disabilities is not able to record the cor-
pus and there is no family member with a similar voice, he or
she is still able to get a customised synthetic voice, by selecting
the one of his or her preference among all the donated voices.

To make the selection of a personalised voice easier, a cat-
alogue with the available voices has been included in the WEB
portal. A subjective evaluation where listeners qualified all
the synthetic voices according to several attributes was devel-
oped. These attributes were: white - hoarse voice, sweet - dom-
inant voice, warm - high-pitched voice, clean - nasal voice and
monotonous - expressive voice. A bidimensional representa-
tion of the voices using the two most discriminative dimensions
(sweet-dominant and white-hoarse) has been integrated in the
portal, as shown in Figure 1.

The voices can be easily modified in tone, rhythm, inten-
sity and vocal tract length to get a synthetic voice that pleases
the user. The customised voices can be obtained from the web
portal in standard format for Android OS, iOS and Windows,
so they can be directly used by Augmentative and Alternative
Communication Devices.

4. Voice conversion

In the production of oesophageal speech the pharyngo-
oesophageal segment is used as a substitutive vibrating element
for the vocal folds. Due to the nature of the intervention, the
air used to create the vibration of the oesophagus can not come
from the lungs and the trachea as happens during normal speech
production. Instead, the air is swallowed from the mouth and in-
troduced in the oesophagus, being then expelled in a controlled
way while producing the vibration. These huge differences in
the production mechanisms lead to a diminution of naturalness
and intelligibility [11][12][13]. As a consequence, the com-
munication with others is hindered. Moreover, these less intel-
ligible voices are an added problem for the automatic speech
recognition algorithms that are becoming ubiquitous in the hu-
man computer interaction technologies. One of the goals of this
project is the development of techniques and algorithms aimed
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at modifying oesophageal speech in such a way as to improve
the performance of a state of the art ASR system with these
modified signals as input. To achieve this goal we decided to
experiment with voice conversion (VC) algorithms. In this sec-
tion we summarize the efforts done within the project in this
direction.

4.1. ASLABI Database

To our knowledge, there are not publicly available databases
for oesophageal Spanish speech. There are studies pub-
lished concerning the quality and characteristics of ES, some
or them for Spanish, but they use their own recording data,
mostly developed for the purpose of the specific research
[14][15][16][17]. Additionally, most VC algorithms make use
of parallel databases. The availability of recorded voices for the
100 phonetically balanced sentences of ZureTTS for healthy
speech made us decide the recording of the same set of sen-
tences for oesophageal speakers. To make the recordings, we
contacted the local Association ASociacion de LAringectomiza-
dos de Blzkaia who showed an enormous interest in the project
and collaborated with enthusiasm. A total of 32 persons went
to make the recordings to the acoustically isolated room in our
Faculty. The database also includes one Basque session.

4.2. Improving the intelligibility of the oesophageal voice

We have tried several strategies to improve the intelligibility of
the oesophageal speech. First, we tried a classical GMM based
voice conversion, using parallel data. This was followed by
DNN based approaches, using LSTM and more recently also
including a WaveNet vocoder.

There are several specific problems that must be faced when
processing and converting oesophageal signals:

¢ Oesophageal signals lack the regular periodicity (intona-
tion) typical of laryngeal signals. Although they have a
certain periodicity at certain segments, the fundamental
frequency is very low (around 80Hz) and very irregu-
lar. Usual FO calculation algorithms generate many er-
rors and do not result in a realistic measure of the local
periodic segments. Thus a specific FO detection algo-
rithm has been used.

e The rhythm in general, the duration of syllables and
the duration of the phones inside them, vary signifi-
cantly in relation to healthy speech. Additionally, noises
and pauses are inserted in between words and syllables
even inside the syllable. Therefore, the alignment of
healthy and oesophageal parallel sentences becomes a
tricky task.

* Many phones (mainly corresponding to consonants) in
the sounds stream are not present in the signal or they
are realised in a completely different way. This fact
also complicates the parallel alignment task and gener-
ates many recognition errors.

* In general, a fundamental frequency curve must be esti-
mated for the converted spectrum (except for the case of
using WaveNet). Simple conversion of the source FO val-
ues as usually done in the VC field is not feasible, which
opens a wide range of research possibilities.

To evaluate the intelligibility of the resulting converted sig-
nals we have used a Kaldi-based ASR system [18] trained with
material described in [19]. This approach was selected because
it allows us to control the exact processing operations followed



during the recognition (such us the use of transformations like
fMLLR) as well as basic aspects of the recognition process such
as the lexicon and the language model. This turned out to be
very important with our reduced set of 100 phonetically rich
sentences, containing many very unlikely words, proper names
etc. The procedure and results of the different ASR tests are
described in [20][21].

5. Discussion and future work

This project represents an effort to promote modern technolog-
ical advances in the area of speech processing among the group
of people with oral disabilities. In particular we have put spe-
cial emphasis to introduce the benefits of the advances in speech
synthesis in the rehabilitation process of the laryngectomised
people.

In relation to the intelligibility of oesophageal speech, we
plan to improve the techniques to evaluate not only human intel-
ligibility but also the effort employed by the listener (’listening
effort’).

At the time of writing this paper, only two laryngectomised
persons have been recorded for the voice bank previous to TL.
It must be taken into account that the elapsed time between
the communication of the need to do the TL surgery and the
surgery itself is very short (usually of a few days). So there is
not the necessary time for the medical team to explain the pa-
tient the future benefits of making the recordings. Additionally,
these patients have their voice already very harsh and speak with
difficulties (it is usually the reason why they have contacted
the unit). This is why we consider the catalogue of synthetic
voices, possibly including voices of the patient’s relatives as a
very good alternative. We hope that this voice bank pilot exper-
iment will continue growing and expanding the service to other
hospitals after the end of the present project.
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