
Measurements of partial branching fractions of inclusive B → Xul+ νl
decays with hadronic tagging

L. Cao ,1,* W. Sutcliffe,1 R. Van Tonder,1 F. U. Bernlochner ,1,† I. Adachi,18,14 H. Aihara,88 S. Al Said,81,36 D. M. Asner,3

H. Atmacan,7 T. Aushev,20 R. Ayad,81 V. Babu,8 M. Bauer,34 P. Behera,25 K. Belous,29 J. Bennett,51 M. Bessner,17

V. Bhardwaj,23 T. Bilka,5 J. Biswal,33 G. Bonvicini,92 A. Bozek,61 M. Bračko,48,33 T. E. Browder,17 M. Campajola,30,56

D. Červenkov,5 M.-C. Chang,10 P. Chang,60 V. Chekelian,49 A. Chen,58 B. G. Cheon,16 K. Chilikin,43 H. E. Cho,16 K. Cho,38

S.-J. Cho,94 S.-K. Choi,15 Y. Choi,79 S. Choudhury,24 D. Cinabro,92 S. Cunliffe,8 S. Das,47 N. Dash,25 G. De Nardo,30,56

F. Di Capua,30,56 J. Dingfelder,1 Z. Doležal,5 T. V. Dong,11 S. Dubey,17 S. Eidelman,4,65,43 D. Epifanov,4,65 T. Ferber,8

D. Ferlewicz,50 A. Frey,13 B. G. Fulsom,67 R. Garg,68 V. Gaur,91 A. Garmash,4,65 A. Giri,24 P. Goldenzweig,34 Y. Guan,7

C. Hadjivasiliou,67 T. Hara,18,14 O. Hartbrich,17 K. Hayasaka,63 H. Hayashii,57 M. T. Hedges,17 M. Hernandez Villanueva,51

W.-S. Hou,60 C.-L. Hsu,80 T. Iijima,55,54 K. Inami,54 A. Ishikawa,18,14 R. Itoh,18,14 M. Iwasaki,66 Y. Iwasaki,18

W.W. Jacobs,26 E.-J. Jang,15 H. B. Jeon,41 S. Jia,11 Y. Jin,88 C.W. Joo,35 K. K. Joo,6 K. H. Kang,41 G. Karyan,8

T. Kawasaki,37 H. Kichimi,18 C. Kiesling,49 B. H. Kim,75 C. H. Kim,16 D. Y. Kim,78 H. J. Kim,41 K.-H. Kim,94 S. H. Kim,75

Y.-K. Kim,94 K. Kinoshita,7 P. Kodyš,5 T. Konno,37 A. Korobov,4,65 S. Korpar,48,33 D. Kotchetkov,17 E. Kovalenko,4,65

P. Križan,45,33 R. Kroeger,51 P. Krokovny,4,65 T. Kuhr,46 M. Kumar,47 R. Kumar,71 K. Kumara,92 A. Kuzmin,4,65

Y.-J. Kwon,94 K. Lalwani,47 J. S. Lange,12 I. S. Lee,16 S. C. Lee,41 P. Lewis,1 C. H. Li,44 J. Li,41 L. K. Li,7 Y. B. Li,69

L. Li Gioi,49 J. Libby,25 K. Lieret,46 Z. Liptak,17,‡ D. Liventsev,92,18 J. MacNaughton,52 C. MacQueen,50 M. Masuda,87,72

T. Matsuda,52 D. Matvienko,4,65,43 M. Merola,30,56 F. Metzner,34 K. Miyabayashi,57 R. Mizuk,43,20 G. B. Mohanty,82

T. J. Moon,75 T. Mori,54 M. Mrvar,28 R. Mussa,31 M. Nakao,18,14 Z. Natkaniec,61 A. Natochii,17 L. Nayak,24 M. Nayak,84

M. Niiyama,40 N. K. Nisar,3 S. Nishida,18,14 K. Nishimura,17 S. Ogawa,85 H. Ono,62,63 Y. Onuki,88 P. Oskin,43

P. Pakhlov,43,53 G. Pakhlova,20,43 T. Pang,70 S. Pardi,30 C.W. Park,79 H. Park,41 S.-H. Park,94 S. Patra,23 S. Paul,83,49

T. K. Pedlar,95 R. Pestotnik,33 L. E. Piilonen,91 T. Podobnik,45,33 V. Popov,20 E. Prencipe,21 M. T. Prim,1 M. Ritter,46

M. Röhrken,8 A. Rostomyan,8 N. Rout,25 M. Rozanska,61 G. Russo,56 D. Sahoo,82 Y. Sakai,18,14 S. Sandilya,24 A. Sangal,7

L. Santelj,45,33 T. Sanuki,86 V. Savinov,70 G. Schnell,2,22 J. Schueler,17 C. Schwanda,28 A. J. Schwartz,7 Y. Seino,63

K. Senyo,93 M. E. Sevior,50 M. Shapkin,29 C. Sharma,47 C. P. Shen,11 J.-G. Shiu,60 F. Simon,49 A. Sokolov,29 E. Solovieva,43

S. Stanič,64 M. Starič,33 Z. S. Stottler,91 J. F. Strube,67 T. Sumiyoshi,90 M. Takizawa,76,19,73 U. Tamponi,31 K. Tanida,32

F. Tenchini,8 K. Trabelsi,42 M. Uchida,89 T. Uglov,43,20 Y. Unno,16 S. Uno,18,14 P. Urquijo,50 Y. Usov,4,65 S. E. Vahsen,17

G. Varner,17 K. E. Varvell,80 A. Vinokurova,4,65 V. Vorobyev,4,65,43 A. Vossen,9 E. Waheed,18 C. H. Wang,59 E. Wang,70

M.-Z. Wang,60 P. Wang,27 M. Watanabe,63 S. Watanuki,42 S. Wehle,8 J. Wiechczynski,61 E. Won,39 X. Xu,77

B. D. Yabsley,80 W. Yan,74 S. B. Yang,39 H. Ye,8 J. H. Yin,39 C. Z. Yuan,27 Y. Yusa,63 Z. P. Zhang,74 V. Zhilich,4,65

V. Zhukova,43 and V. Zhulanov4,65

(Belle Collaboration)

1University of Bonn, 53115 Bonn
2Department of Physics, University of the Basque Country UPV/EHU, 48080 Bilbao

3Brookhaven National Laboratory, Upton, New York 11973
4Budker Institute of Nuclear Physics SB RAS, Novosibirsk 630090

5Faculty of Mathematics and Physics, Charles University, 121 16 Prague
6Chonnam National University, Gwangju 61186

7University of Cincinnati, Cincinnati, Ohio 45221
8Deutsches Elektronen–Synchrotron, 22607 Hamburg
9Duke University, Durham, North Carolina 27708

10Department of Physics, Fu Jen Catholic University, Taipei 24205
11Key Laboratory of Nuclear Physics and Ion-beam Application (MOE) and Institute of Modern Physics,

Fudan University, Shanghai 200443
12Justus-Liebig-Universität Gießen, 35392 Gießen

13II. Physikalisches Institut, Georg-August-Universität Göttingen, 37073 Göttingen
14SOKENDAI (The Graduate University for Advanced Studies), Hayama 240-0193

15Gyeongsang National University, Jinju 52828
16Department of Physics and Institute of Natural Sciences, Hanyang University, Seoul 04763

17University of Hawaii, Honolulu, Hawaii 96822
18High Energy Accelerator Research Organization (KEK), Tsukuba 305-0801

PHYSICAL REVIEW D 104, 012008 (2021)

2470-0010=2021=104(1)=012008(32) 012008-1 Published by the American Physical Society

https://orcid.org/0000-0001-8332-5668
https://orcid.org/0000-0001-8153-2719


19J-PARC Branch, KEK Theory Center, High Energy Accelerator Research Organization (KEK),
Tsukuba 305-0801

20Higher School of Economics (HSE), Moscow 101000
21Forschungszentrum Jülich, 52425 Jülich

22IKERBASQUE, Basque Foundation for Science, 48013 Bilbao
23Indian Institute of Science Education and Research Mohali, SAS Nagar, 140306

24Indian Institute of Technology Hyderabad, Telangana 502285
25Indian Institute of Technology Madras, Chennai 600036

26Indiana University, Bloomington, Indiana 47408
27Institute of High Energy Physics, Chinese Academy of Sciences, Beijing 100049

28Institute of High Energy Physics, Vienna 1050
29Institute for High Energy Physics, Protvino 142281

30INFN—Sezione di Napoli, 80126 Napoli
31INFN—Sezione di Torino, 10125 Torino

32Advanced Science Research Center, Japan Atomic Energy Agency, Naka 319-1195
33J. Stefan Institute, 1000 Ljubljana

34Institut für Experimentelle Teilchenphysik, Karlsruher Institut für Technologie, 76131 Karlsruhe
35Kavli Institute for the Physics and Mathematics of the Universe (WPI), University of Tokyo,

Kashiwa 277-8583
36Department of Physics, Faculty of Science, King Abdulaziz University, Jeddah 21589

37Kitasato University, Sagamihara 252-0373
38Korea Institute of Science and Technology Information, Daejeon 34141

39Korea University, Seoul 02841
40Kyoto Sangyo University, Kyoto 603-8555

41Kyungpook National University, Daegu 41566
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We present measurements of partial branching fractions of inclusive semileptonic B → Xulþνl decays
using the full Belle dataset of 711 fb−1 of integrated luminosity at the ϒð4SÞ resonance and for l ¼ e, μ.
Inclusive semileptonic B → Xulþνl decays are Cabibbo-Kobayashi-Maskawa (CKM) suppressed and
measurements are complicated by the large background from CKM favored B → Xclþνl transitions,
which have a similar signature. Using machine learning techniques, we reduce this and other backgrounds
effectively, while retaining access to a large fraction of the B → Xulþνl phase space and high signal
efficiency. We measure partial branching fractions in three phase-space regions covering about 31% to 86%
of the accessible B → Xulþνl phase space. The most inclusive measurement corresponds to the phase
space with lepton energies of EB

l > 1 GeV, and we obtain ΔBðB → XulþνlÞ ¼ ð1.59� 0.07� 0.16Þ ×
10−3 from a two-dimensional fit of the hadronic mass spectrum and the four-momentum-transfer squared
distribution, with the uncertainties denoting the statistical and systematic error. We find jVubj ¼ ð4.10�
0.09� 0.22� 0.15Þ × 10−3 from an average of four calculations for the partial decay rate with the third
uncertainty denoting the average theory error. This value is higher but compatible with the determination
from exclusive semileptonic decays within 1.3 standard deviations. In addition, we report charmless
inclusive partial branching fractions separately for Bþ and B0 mesons as well as for electron and muon final
states. No isospin breaking or lepton flavor universality violating effects are observed.

DOI: 10.1103/PhysRevD.104.012008

I. INTRODUCTION

Precision measurements of the absolute value of the
Cabibbo-Kobayashi-Maskawa (CKM) matrix element Vub

are important to challenge the Standard Model of particle
physics (SM) [1,2]. In the SM, the CKM matrix is a 3 × 3
unitary matrix and responsible for the known charge-parity
(CP)-violating effects in the quark sector [3]. There are
indications of CP violation (CPV) in the neutrino sector
[4], but it remains unclear if both sources of CP violation
are sufficient to explain the matter dominance of today’s
Universe. This motivates the search for new sources of CP-
violating phenomena. If such exist in the form of heavy
exotic particles that couple to quarks in some form, their
presence might alter the properties of measurements
constraining the unitarity of the CKM matrix [5]. Precise
measurements of jVubj and the CKM angle γ ¼ ϕ3 are
imperative to isolate such effects, as their measurements
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involve tree-level processes, which are expected to remain
unaffected by new physics and thus provide an unbiased
measure for the amount of CPV due to the Kobayashi-
Maskawa (KM) mechanism [2] alone.
Charmless semileptonic decays of B mesons provide a

clean avenue to measure jVubj, as their decay rate is
theoretically better understood than purely hadronic tran-
sitions and their decay signature is more accessible than
leptonic Bmeson decays. The existing measurements either
focus on exclusive final states, with B → πlþνl [6] and the
ratio of Λb → pμþνμ and Λb → Λcμ

þνμ [7] providing the
most precise measurements to date, and measurements
reconstructing the B → Xulþνl decay fully inclusively.1

Central for both approaches are reliable predictions of the
(partial) decay rates ΔΓðB → XulþνlÞ (omitting the CKM
factor) from theory to convert measured (partial or full)
branching fractions, ΔBðB → XulþνlÞ, into measure-
ments of jVubj via

jVubj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ΔBðB → XulþνlÞ
τBΔΓðB → XulþνlÞ

s
;

with τB denoting the B meson lifetime. For exclusive
measurements, the nonperturbative parts of the decay rates
can be reliably predicted by lattice QCD [8] or light-cone
sum rules [9] and constrained by the measurements of the
decay dynamics. The determination of jVubj using inclusive
decays is very challenging due to the large background from
the CKM favored B → Xclþνl process. Both processes
have a very similar decay signature in the form of a high-
momentum lepton, a hadronic system, and missing energy
from the neutrino that escapes detection. Figure 1 shows an
illustration of both processes for a B0 meson decay. A clear
separation of the processes is only possible in kinematic
regions where B → Xclþνl is kinematically forbidden. In
these regions, however, nonperturbative shape functions
enter the description of the decay dynamics, making
predictions for the decay rates dependent on the precise
modeling. These functions parametrize at leading order the
Fermi motion of the b quark inside the Bmeson. Properties
of the leading-order ΛQCD=mb shape function can be
determined using the photon energy spectrum of B →
Xsγ decays and moments of the lepton energy or hadronic
invariant mass in semileptonic B decays [10–12], but the
modeling of both the leading and subleading shape functions
introduces large theory uncertainties on the decay rate. In the
future, more model-independent approaches aim to directly
measure the leading-order shape function [13,14].
As such methods are not yet realized, it is beneficial to

extend the measurement region as much as possible into the

B → Xclþνl dominated phase space. This was done, e.g.,
by Refs. [15,16]. This reduces the theory uncertainties on
the predicted partial rates [17–22], although making the
measurement more prone to systematic uncertainties. This
strategy is also adopted in the measurement described in
this paper.
The corresponding world averages of jVubj from both

exclusive and inclusive determinations are [6]

jVexcl
ub j ¼ ð3.67� 0.09� 0.12Þ × 10−3; ð1Þ

jV incl
ub j ¼ ð4.32� 0.12þ0.12

−0.13Þ × 10−3: ð2Þ

Here the uncertainties are experimental and from theory.
Both world averages exhibit a disagreement of about 3
standard deviations between them. This disagreement is
limiting the reach of present-day precision tests of the KM
mechanism and searches for loop-level new physics, see,
e.g., Ref. [23] for a recent analysis. For a more complete
review the interested reader is referred to Refs. [24,25].
One important experimental method to extend the

probed B → Xulþνl phase space into regions dominated
by B → Xclþνl transitions is the full reconstruction of the
second Bmeson of the eþe− → ϒð4SÞ → BB̄ process. This
process is referred to as “tagging” and allows for the
reconstruction of the hadronic X system of the semileptonic
process. In addition, the neutrino four-momentum can be
reconstructed. Properties of both are instrumental to dis-
tinguish B → Xulþνl and B → Xclþνl processes. In this
manuscript the reconstruction of the second B meson and
the separation of B → Xulþνl from B → Xclþνl proc-
esses were carried out using machine learning approaches.
Several neural networks were trained to identify correctly
reconstructed tag-side B mesons. The distinguishing var-
iables of the classification algorithm were carefully selected
in order not to introduce a bias in the measured partial
branching fractions. In addition, the modeling of back-
grounds was validated in B → Xclþνl -enriched selec-
tions. We report the measurement of three partial branching
fractions, covering 31%–86% of the accessible B →
Xulþνl phase space. The measurement of fully differential
distributions, which allow one to determine the leading and
subleading shape functions, is left for future work.
The main improvement over the previous Belle result of

Ref. [16] lies in the adoption of a more efficient tagging

FIG. 1. The CKM suppressed and favored inclusive semi-
leptonic processes B → Xulþνl (left) and B → Xclþνl (right)
for a B0 meson decay.

1Charge conjugation is implied throughout this paper. In
addition, B → Xulþνl is defined as the average branching
fraction of charged and neutral B meson decays and l ¼ e or μ.
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algorithm for the reconstruction of the second Bmeson and
the improvements of the B → Xulþνl signal and B →
Xclþνl background descriptions. In addition, the full Belle
dataset of 711 fb−1 is analyzed and we avoid the direct use
of kinematic properties of the candidate semileptonic decay
in the background suppression. After the final selection we
retain a factor of approximatively 1.8 times more signal
events than the previous analysis with a ca. 20% improved
purity.
The remainder of this manuscript is organized as

follows: Section II provides an overview of the dataset
and the simulated signal and background samples that were
used in the analysis. Section III details the analysis strategy
and reconstruction of the hadronic X system of the semi-
leptonic decay. Section IV introduces the fit procedure used
to separate B → Xulþνl signal from background contri-
butions. Section V lists the systematic uncertainties affect-
ing the measurements and Sec. VI summarizes sideband
studies central to validate the modeling of the crucial B →
Xclþνl background processes. Finally, Sec. VII shows the
selected signal events and compares them with the expect-
ation from simulation. In Sec. VIII the measured partial
branching fractions and subsequent values of jVubj are
discussed. Section IX presents our conclusions.

II. DATASET AND SIMULATED SAMPLES

The analysis utilizes the full Belle dataset of ð772�
10Þ × 106 B meson pairs, which were produced at the
KEKB accelerator complex [26] with a center-of-mass
energy of

ffiffiffi
s

p ¼ 10.58 GeV corresponding to the ϒð4SÞ
resonance. In addition, 79 fb−1 of collision events recorded
60MeV below theϒð4SÞ resonance peak are used to derive
corrections and for cross-checks.
The Belle detector is a large-solid-angle magnetic spec-

trometer that consists of a silicon vertex detector, a 50-layer
central drift chamber (CDC), an array of aerogel threshold
Cherenkov counters (ACCs), a barrellike arrangement of
time-of-flight scintillation counters (TOF), and an electro-
magnetic calorimeter composed of CsI(Tl) crystals (ECL)
located inside a superconducting solenoid coil that provides
a 1.5 Tmagnetic field. An iron flux return located outside of
the coil is instrumented to detect K0

L mesons (KLM) and to
identify muons. A more detailed description of the detector
and its layout and performance can be found in Ref. [27] and
in references therein.
Charged tracks are identified as electron or muon candi-

dates by combining the information ofmultiple subdetectors
into a lepton identification likelihood ratio, LLID. For
electrons, the most important identifying features are the
ratio of the energy deposition in the ECL with respect to the
reconstructed track momentum, the energy loss in the CDC,
the shower shape in the ECL, the quality of the geometrical
matching of the track to the shower position in the ECL, and
the photon yield in the ACC [28]. Muon candidates can be

identified from charged track trajectories extrapolated to the
outer detector. The most important identifying features are
the difference between expected and measured penetration
depth as well as the transverse deviation of KLM hits from
the extrapolated trajectory [29]. Charged tracks are identi-
fied as pions or kaons using a likelihood ratio
LK=πID ¼ LKID=ðLKID þ LπIDÞ. The most important iden-
tifying features of the kaon (LKID) and pion (LπID) like-
lihoods for low-momentum particles with transverse
momentum below 1 GeV in the laboratory frame are the
recorded energy loss by ionization, dE=dx, in the CDC, and
the time of flight information from the TOF. Higher-
momentum kaon and pion classification relies on the
Cherenkov light recorded in the ACC. In order to avoid
the difficulties in understanding the efficiencies of recon-
structingK0

L mesons, they are not explicitly reconstructed or
used in this analysis.
Photons are identified as energy depositions in the ECL,

vetoing clusters to which an associated track can be
assigned. Only photons with an energy deposition of
Eγ > 100, 150, and 50 MeV in the forward end cap,
backward end cap, and barrel part of the calorimeter,
respectively, are considered. We reconstruct π0 candidates
from photon candidates. The invariant mass is required to
fall inside a window2 of mγγ ∈ ½0.12; 0.15� GeV, which
corresponds to about 2.5 times the π0 mass resolution.
Monte Carlo (MC) samples of B meson decays and

continuum processes (eþe− → qq̄ with q ¼ u, d, s, c) are
simulated using the EvtGen generator [30]. These samples
are used to evaluate reconstruction efficiencies and accep-
tance, and to estimate background contaminations. The
sample sizes used correspond to approximately ten and five
times, respectively, the Belle collision data for Bmeson and
continuum decays. The interactions of particles traversing
the detector are simulated using GEANT3 [31].
Electromagnetic final-state radiation is simulated using
the PHOTOS [32] package for all charged final-state par-
ticles. The efficiencies in the MC are corrected using
data-driven methods to account for, e.g., differences in
identification and reconstruction efficiencies.
The most important background processes are semi-

leptonic B → Xclþνl decays and continuum processes,
which both can produce high-momentum leptons in a
momentum range similar to the B → Xulþνl process.
The semileptonic background from B → Xclþνl decays
is dominated by B → Dlþνl and B → D�lþνl decays.
The B → Dlþνl decays are modeled using the Boyd-
Grinstein-Lebed (BGL) parametrization [33] with form
factor central values and uncertainties taken from the fit
in Ref. [34]. For B → D�lþνl we use the BGL imple-
mentation proposed by Refs. [35,36] with form factor
central values and uncertainties from the fit to the

2We use natural units: ℏ ¼ c ¼ 1.
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measurement of Ref. [37]. Both backgrounds are normal-
ized to the average branching fraction of Ref. [6] assuming
isospin symmetry. Semileptonic B → D��lþνl decays with
D�� ¼ fD�

0; D
�
1; D1; D�

2g denoting the four orbitally excited
charmed mesons are modeled using the heavy-quark-
symmetry-based form factors proposed in Ref. [38]. We
simulate all D�� decays using masses and widths from
Ref. [39]. For the branching fractions we adopt the values
of Ref. [6] and correct them to account for missing isospin-
conjugated and other established decay modes, following
the prescription given in Ref. [38]. To correct for the fact
that the measurements were carried out in the D��0 →
Dð�Þþπ− decay modes, we account for the missing isospin
modes with a factor of

fπ ¼
BðD̄��0 → Dð�Þ−πþÞ
BðD̄��0 → D̄ð�ÞπÞ ¼ 2

3
: ð3Þ

The measurements of the B → D�
2lν̄l in Ref. [6] are

converted to only account for the D̄�0
2 → D�−πþ decay.

To also account for D̄�0
2 → D−πþ contributions, we apply a

factor of [39]

fD�
2
¼ BðD̄�0

2 → D−πþÞ
BðD̄�0

2 → D�−πþÞ ¼ 1.54� 0.15: ð4Þ

The world average of B → D�
1lν̄l given in Ref. [6]

combines measurements, which show poor agreement,
and the resulting probability of the combination is below
0.01%. Notably, the measurement of Ref. [40] is in conflict
with the measured branching fractions of Refs. [41,42] and
with the expectation of BðB → D�

1lν̄lÞ being of similar
size than BðB → D0lν̄lÞ [43,44]. We perform our own
average excluding Ref. [40] and use

BðBþ→D̄�0
1 ð→D�−πþÞlþνlÞ¼ð0.28�0.06Þ×10−2: ð5Þ

The world average of B → D1lν̄l does not include con-
tributions from prompt three-body decays of D1 → Dππ.
We account for these using a factor [45]

fD1
¼ BðD̄0

1 → D�−πþÞ
BðD̄0

1 → D̄0πþπ−Þ ¼ 2.32� 0.54: ð6Þ

We subtract the contribution of D1 → Dππ from the
measured nonresonant plus resonant B → Dππlν̄l branch-
ing fraction of Ref. [46]. To account for missing isospin-
conjugated modes of the three-hadron final states we adopt
the prescription from Ref. [46], which calculates an average
isospin correction factor of

fππ ¼
BðD̄��0 → D̄ð�Þ0πþπ−Þ
BðD̄��0 → D̄ð�ÞππÞ ¼ 1

2
� 1

6
: ð7Þ

The uncertainty takes into account the full spread of final
states [f0ð500Þ → ππ or ρ → ππ result in fππ ¼ 2=3 and
1=3, respectively] and the nonresonant three-body decays
(fππ ¼ 3=7). We further assume that

BðD̄�
2 → D̄πÞ þ BðD̄�

2 → D̄�πÞ ¼ 1;

BðD̄1 → D̄�πÞ þ BðD̄1 → D̄ππÞ ¼ 1;

BðD̄�
1 → D̄�πÞ ¼ 1; and BðD̄0 → D̄πÞ ¼ 1: ð8Þ

For the remaining B → Dð�Þππlþνl contributions we use
the measured value of Ref. [46]. The remaining “gap”
between the sum of all considered exclusive modes and the
inclusive B → Xclþνl branching fraction (≈0.8 × 10−2 or
7%–8% of the total B → Xclþνl branching fraction) is
filled in equal parts with B → Dηlþνl and B → D�ηlþνl
and we assume a 100% uncertainty on this contribution. We
simulate B → Dð�Þππlþνl and B → Dð�Þηlþνl final states
assuming that they are produced by the decay of two broad
resonant statesD��

gap with masses and widths identical toD�
1

and D0. Although there is currently no experimental
evidence for decays of charm 1P states into these final
states or the existence of such an additional broad state
(e.g., a 2S) in semileptonic transitions, this description
provides a better kinematic description of the initial three-
body decay, B → D��

gaplν̄l, than, e.g., a model based on the
equidistribution of all final-state particles in phase space.
For the form factors we adapt Ref. [38].
Semileptonic B → Xulþνl decays are modeled as a

mixture of specific exclusive modes and nonresonant con-
tributions. We normalize their corresponding branching
fractions to the world averages from Ref. [39]: semileptonic
B → πlþνl decays are simulated using the Bourrely-
Caprini-Lellouch (BCL) parametrization [47] with form
factor central values and uncertainties from the global fit
carried out by Ref. [48]. The processes of B → ρlþνl and
B → ωlþνl are modeled using the BCL form factor para-
metrization. We use the fit of Ref. [49], that combines the
measurements of Refs. [50–52] with the light-cone sum rule
predictions of Ref. [9] to determine a set of form factor
central values and uncertainties. The processes of B →
ηlþνl and B → η0lþνl are modeled using the LCSR
calculation of Ref. [53]. For the uncertainties we assume
for these states that the pole parameters αþ=0 and the form
factor normalization fþBηð0Þ at maximum recoil can be
treated as uncorrelated. In addition to these narrow reso-
nances, we simulate nonresonant B → Xulþνl decays with
at least two pions in the final state following theDeFazio and
Neubert (DFN)model [54]. The triple differential rate of this
model is a function of the four-momentum-transfer squared
(q2), the lepton energy (EB

l ) in the B rest frame, and the
hadronic invariant mass squared (M2

X) of the Xu system at
next-to-leading-order precision in the strong coupling con-
stant αs. This triple differential rate is convolved with a
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nonperturbative shape function using an ad hoc
exponential model. The free parameters of the model are
the b quark mass in the Kagan-Neubert scheme [55],
mKN

b ¼ ð4.66� 0.04Þ GeV and a nonperturbative param-
eter aKN ¼ 1.3� 0.5. The values of these parameters were
determined in Ref. [56] from a fit to B → Xclþνl and B →
Xsγ decay properties. At leading order, the nonperturbative
parameter aKN is related to the average momentum squared
of the b quark inside theBmeson and determines the second
moment of the shape function. It is defined as aKN ¼
−3Λ̄2=λ1 − 1 with the binding energy Λ̄ ¼ mB −mKN

b
and the kinetic energy parameter λ1. The hadronization of
the parton-levelB → Xulþνl DFN simulation is carried out
using the JETSETalgorithm [57], producing final stateswith
two or more mesons. The inclusive and exclusive B →
Xulþνl predictions are combined using a so-called hybrid
approach, which is a method originally suggested by
Ref. [58], and our implementation closely follows
Ref. [59] and uses the library of Ref. [60]. To this end,
we combine both predictions such that the partial branching
fractions in the triple differential rate of the inclusive (ΔBincl

ijk )
and combined exclusive (ΔBexcl

ijk ) predictions reproduce the
inclusivevalues. This is achieved by assigningweights to the
inclusive contributions wijk such that

ΔBincl
ijk ¼ ΔBexcl

ijk þ wijk × ΔBincl
ijk ; ð9Þ

with i, j, k denoting the corresponding bin in the three
dimensions of q2, EB

l , and MX,

q2 ¼ ½0; 2.5; 5; 7.5; 10; 12.5; 15; 20; 25� GeV2;

EB
l ¼ ½0; 0.5; 1; 1.25; 1.5; 1.75; 2; 2.25; 3� GeV;

MX ¼ ½0; 1.4; 1.6; 1.8; 2; 2.5; 3; 3.5� GeV:

To study the model dependence of the DFN shape function,
we also determineweights using the Bosch-Lange-Neubert-
Paz (BLNP) model of Ref. [61] and treat the difference
later as a systematic uncertainty. For the b quark mass in
the shape-function scheme we use mSF

b ¼ 4.61 GeV and
μ2SFπ ¼ 0.20 GeV2. Figures detailing the hybrid model
construction can be found in Appendix A.
Table I summarizes the branching fractions for the signal

and the important B → Xclþνl background processes that
were used. Figure 2 shows the generator-level distributions
and yields of B → Xclþνl and B → Xulþνl after the tag-
side reconstruction (cf. Sec. III). The B → Xulþνl yields
were scaled up by a factor of 50 to make them visible.
A clear separation can be obtained at low values ofMX and
high values of EB

l .

III. ANALYSIS STRATEGY, HADRONIC
TAGGING, AND X RECONSTRUCTION

A. Neural-network-based tag-side reconstruction

We reconstruct collision events using the hadronic full
reconstruction algorithm of Ref. [62]. The algorithm
reconstructs one of the B mesons produced in the collision
event using hadronic decay channels. We label such B
mesons in the following as Btag. Instead of attempting to
reconstruct as many B meson decay cascades as possible,
the algorithm employs a hierarchical reconstruction ansatz
in four stages: At the first stage, neural networks are trained
to identify charged tracks and neutral energy depositions as
detector stable particles (eþ; μþ; Kþ; πþ; γ), neutral π0

candidates, or K0
S candidates. At the second stage, these

candidate particles are combined into heavier meson
candidates (J=ψ ; D0; Dþ; Ds) and for each target final state
a neural network is trained to identify probable candidates.
In addition to the classifier output from the first stage,
vertex fit probabilities of the candidate combinations and

TABLE I. Branching fractions for B → Xulþνl and B →
Xclþνl background processes that were used are listed. More
details on the applied corrections can be found in the text. We

neglect the small contribution from Bþ → Dð�Þ
s Kþlþνl which

has a branching fraction of similar size as B → Dππlþνl.

B Value Bþ Value B0

B → Xulþνl
B → πlþνl ð7.8� 0.3Þ × 10−5 ð1.5� 0.06Þ × 10−4

B → ηlþνl ð3.9� 0.5Þ × 10−5 � � �
B → η0lþνl ð2.3� 0.8Þ × 10−5 � � �
B → ωlþνl ð1.2� 0.1Þ × 10−4 � � �
B → ρlþνl ð1.6� 0.1Þ × 10−4 ð2.9� 0.2Þ × 10−4

B → Xulþνl ð2.2� 0.3Þ × 10−3 ð2.0� 0.3Þ × 10−3

B → Xclþνl
B → Dlþνl ð2.5� 0.1Þ × 10−2 ð2.3� 0.1Þ × 10−2

B → D�lþνl ð5.4� 0.1Þ × 10−2 ð5.1� 0.1Þ × 10−2

B → D�
0l

þνl ð4.2� 0.8Þ × 10−3 ð3.9� 0.7Þ × 10−3

ð↪ DπÞ
B → D�

1l
þνl ð4.2� 0.8Þ × 10−3 ð3.9� 0.8Þ × 10−3

ð↪ D�πÞ
B → D1lþνl ð4.2� 0.3Þ × 10−3 ð3.9� 0.3Þ × 10−3

ð↪ D�πÞ
B → D�

2l
þνl ð1.2� 0.1Þ × 10−3 ð1.1� 0.1Þ × 10−3

ð↪ D�πÞ
B → D�

2l
þνl ð1.8� 0.2Þ × 10−3 ð1.7� 0.2Þ × 10−3

ð↪ DπÞ
B → D1lþνl ð2.4� 1.0Þ × 10−3 ð2.3� 0.9Þ × 10−3

ð↪ DππÞ
B → Dππlþνl ð0.6� 0.6Þ × 10−3 ð0.6� 0.6Þ × 10−3

B → D�ππlþνl ð2.2� 1.0Þ × 10−3 ð2.0� 1.0Þ × 10−3

B → Dηlþνl ð4.0� 4.0Þ × 10−3 ð4.0� 4.0Þ × 10−3

B → D�ηlþνl ð4.0� 4.0Þ × 10−3 ð4.0� 4.0Þ × 10−3

B → Xclþνl ð10.8� 0.4Þ × 10−2 ð10.1� 0.4Þ × 10−2
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the full four-momentum of the combination are passed to
the input layer. At the third stage, candidates for D�0, D�þ,
and D�

s mesons are formed and separate neural networks
are trained to identify viable combinations. The input layer
aggregates the output classifiers from all previous
reconstruction stages. The final stage combines the infor-
mation from all previous stages to form Btag candidates.
The viability of such combinations is again assessed by a
neural network that was trained to distinguish correctly
reconstructed candidates from wrong combinations and
whose output classifier score we denote byOFR. Over 1104
decay cascades are reconstructed in this manner, achieving
an efficiency of 0.28% and 0.18% for charged and neutral B
meson pairs [63], respectively. Finally, the output of this
classifier is used as an input and combined with a range of
event shape variables to train a neural network to distin-
guish reconstructed B meson candidates from continuum
processes. The output classifier score of this neural network
is denoted as OCont. Both classifier scores are mapped to a
range of [0, 1) signifying the reconstruction quality of poor
to excellent candidates. We retain Btag candidates that show
at least moderate agreement based on these two outputs and
require that OFR > 10−4 and OCont > 10−4. Despite these
relatively low values, knowledge of the charge and
momentum of the decay constituents in combination with
the known beam energy allows one to infer the flavor and
four-momentum of the Btag candidate. We require the Btag

candidates to have at least a beam-constrained mass of

Mbc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2
beam − jptagj2

q
> 5.27 GeV; ð10Þ

with ptag denoting the momentum of the Btag candidate in
the center-of-mass frame of the colliding eþe− pair.
Furthermore, Ebeam ¼ ffiffiffi

s
p

=2 denotes half the center-of-
mass energy of the colliding eþe− pair. The energy
difference

ΔE ¼ Etag − Ebeam ð11Þ

is already used in the input layer of the neural network
trained in the final stage of the reconstruction. Here Etag

denotes the energy of the Btag candidate in the center-of-
mass frame of the colliding eþe− pair. In each event a single
Btag candidate is then selected according to the highestOFR

score of the hierarchical full reconstruction algorithm. All
tracks and clusters not used in the reconstruction of the Btag

candidate are used to define the signal side.

B. Signal side reconstruction

The signal side of the event is reconstructed by identify-
ing a well-reconstructed lepton with EB

l ¼ jpB
l j > 1 GeV

in the signal B rest frame3 using the likelihood mentioned
in Sec. II. The signal B rest frame is calculated using the
momentum of the Btag candidate via

psig ¼ peþe− −
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

m2
B þ jptagj2

q
;ptag

�
; ð12Þ

with peþe− denoting the four-momentum of the colliding
electron-positron pair. Leptons from J=ψ and photon
conversions in detector material are rejected by combining
the lepton candidate with oppositely charged tracks (t) on
the signal side and demanding that mlt > 0.14 and met ∉
½3.05; 3.15� GeV or mμt ∉ ½3.06; 3.12� GeV. If multiple
lepton candidates are present on the signal side, the event
is discarded as multiple leptons are likely to originate from
a double semileptonic b → c → s cascade. For charged Btag

candidates, we demand that the charge assignment of the
signal side lepton be opposite that of the Btag charge. The
hadronic X system is reconstructed from the remaining
unassigned charged particles and neutral energy deposi-
tions. Its four-momentum is calculated as

pX ¼
X
i

� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

π þ jpij2
q

;pi

�
þ
X
j

ðEj;kjÞ; ð13Þ

with Ei ¼ jkij the energy of the neutral energy depositions
and all charged particles with momentum pi are assumed to
be pions. With the X system reconstructed, we can also
reconstruct the missing mass squared,

FIG. 2. The generator-level EB
l and MX distributions of the

CKM suppressed and favored inclusive semileptonic processes,
B → Xulþνl (scaled up by a factor of 50) and B → Xclþνl,
respectively, are shown, using the models described in the text.

3We neglect the small correction of the lepton mass term to the
energy of the lepton.
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M2
miss ¼ ðpsig − pX − plÞ2; ð14Þ

which should peak at zero, M2
miss ≈m2

ν ≈ 0 GeV2, for
correctly reconstructed semileptonic B → Xulþνl and
B → Xclþνl decays. The hadronic mass of the X system
is later used to discriminate B → Xulþνl signal decays
from B → Xclþνl and other remaining backgrounds. It is
reconstructed using

MX ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðpXÞμðpXÞμ

q
: ð15Þ

In addition, we reconstruct the four-momentum-transfer
squared q2 as

q2 ¼ ðpsig − pXÞ2: ð16Þ

The resolution of both variables for B → Xulþνl is shown
in Fig. 3 as residuals with respect to the generated values of
q2 and MX. The resolution for MX has a root-mean-square
(rms) deviation of 0.47 GeV, but exhibits a large tail toward
larger values. The distinct peak at 0 is from B0 → π−lþνl
and other low-multiplicity final states comprised of only

charged pions. The four-momentum-transfer squared q2

exhibits a large resolution, which is caused by a combi-
nation of the tag-side B and the X reconstruction. The rms
deviation for q2 is 1.59 GeV2. The core resolution is
dominated by the tagging resolution, whereas the large
negative tail is dominated from the resolution of the
reconstruction of the X system.

C. Background suppression BDT

At this point in the reconstruction, the B → Xclþνl
process completely dominates the selected events. To
identify B → Xulþνl, we combine several distinguishing
features into a single discriminant. This is achieved by
using a machine-learning-based classification with boosted
decision trees (BDTs). Note that all momenta are in the
center-of-mass frame of the colliding eþe− pair. These
features are as follows:

1. M2
miss: The average B → Xclþνl multiplicity is

higher than B → Xulþνl, broadening the missing
mass squared distribution.

2. D� veto: We search for low-momentum neutral
and charged pions in the X system with
jpπj < 220 MeV, compatible with a D� → Dπ tran-
sition. The key idea of this is that, due to the small
available phase space from the small mass difference
between theD� andDmesons, the flight direction of
the slow pion is strongly correlated with the D�
momentum direction. The energy and momentum of
a D� candidate can thus be approximated as

ED� ¼ mD�

mD� −mD
× Eπ;

pD� ¼ pπ ×

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2
D� −m2

D�
p

jpπj
; ð17Þ

with mD� and mD denoting the D� and D meson
masses, respectively, and Eπ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

π þ jpπj2
p

is the
energy of the slow pion. Using the D� candidate
four-momentum pD� ¼ ðED� ;pD� Þ we can calculate

M2
miss;D� ¼ ðpsig − pD� − plÞ2;

cos θB;D�l ¼ 2EbeamED�l −m2
B −m2

D�l

2jpBjjpD�lj
;

cos θ� ¼ pl · pD�

jpljjpD� j ; ð18Þ

with pD�l ¼ pD� þ pl ¼ ðED�l;pD�lÞ and jpBj ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2
B −m2

B

p
. These three variables are used exclu-

sively for events with charged and neutral slow pion
candidates.

3. Kaons: We identify the number of Kþ candidates
using the particle-identification likelihood, cf. Sec. II.

FIG. 3. The resolution of the reconstructed MX and q2 values
for B → Xulþνl signal is shown as a residual with respect to the
generated values.
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In addition, we reconstruct K0
S candidates from

displaced tracks found in the X system.
4. Bsig vertex fit: The charmed mesons produced in

B → Xclþνl transitions exhibit a longer lifetime
than their charmless counterparts produced in B →
Xulþνl decays. This can be exploited by carrying
out a vertex fit using the lepton and all charged
constituents, not identified as kaons, of the X system
and we use its χ2 value as a discriminator.

5. Qtot: The total event charge as calculated from the X
system plus lepton on the signal and from the Btag

constituents. Due to the larger average multiplicity
of B → Xclþνl, the expected net zero event charge
is more often violated in comparison to B →
Xulþνl candidate events.

We use the BDT implementation of Ref. [64] and train a
classifier OBDT with simulated B → Xulþνl and B →
Xclþνl events, which we discard in the later analysis.
Reference [64] uses optimized boosting and pruning
procedures to maximize the classification performance.
We choose a selection criteria on OBDT that rejects 98.7%
of B → Xclþνl and retains 18.5% of B → Xulþνl signal.
This working point was chosen by maximizing the sig-
nificance of the most inclusive partial branching fraction,
taking into account the full set of systematic uncertainties
and the full analysis procedure. The stability of the result as
a function of the BDT selection is further discussed in
Sec. VIII.
Table II lists the efficiencies for signal and B → Xclþνl

background for the Mbc and the BDT selections. Figure 4
shows the output classifier of the background suppression
BDT for MC events and data. The classifier output shows
good agreement between simulated and observed data, with
the exception of the first two signal depleted bins. A
comparison of the shape of all input variables for B →
Xulþνl and B → Xclþνl, and further MC events and data
comparisons, can be found in Appendix B.

D. Tagging efficiency calibration

The reconstruction efficiency of the hadronic full
reconstruction algorithm of Ref. [62] differs between simu-
lated samples and the reconstructed data. This difference

mainly arises due to imperfections, e.g., in the simulation of
detector responses, particle-identification (PID) efficiencies,
or incorrect branching fractions in the reconstructed decay
cascades. To address this, the reconstruction efficiency is
calibrated using a data-driven approach and we follow
closely the procedure outlined in Ref. [34]. We reconstruct
full reconstruction events by requiring exactly one lepton on
the signal side, and apply the same Btag and lepton selection
criteria outlined in the previous section. This B → Xlþνl
enriched sample is divided into groups of subsamples
according to the Btag decay channel and the multivariate
classifier outputOFR used in the hierarchical reconstruction.
Each of these groups of subsamples is studied individually to
derive a calibration factor for the hadronic tagging efficiency:
the calibration factor is obtained by comparing the number of
inclusive semileptonic Bmeson decays,NðB → XlþνlÞ, in
data with the expectation from the simulated samples,
NMCðB → XlþνlÞ. The semileptonic yield is determined
via a binned maximum likelihood fit using the lepton energy
spectrum. To reduce the modeling dependence of the B →
Xlþνl sample this is done in a coarse granularity of five bins.
The calibration factor of each these groups of subsamples is
given by

CtagðBtagmode;OFRÞ ¼
NðB → XlþνlÞ

NMCðB → XlþνlÞ
: ð19Þ

The free parameters in the fit are the yield of the semileptonic
B → Xlþνl decays, the yield of backgrounds from fake
leptons, and the yield of backgrounds from true leptons.

TABLE II. The selection efficiencies for B → Xulþνl signal,
B → Xclþνl, and for data are listed after the reconstruction of
the Btag and lepton candidate. The nominal selection requirement
on the BDT classifier OBDT is 0.85. The other two requirements
were introduced to test the stability of the result, cf. Sec. VIII.

Selection B→Xulþνl (%) B→Xclþνl (%) Data (%)

Mbc>5.27GeV 84.8 83.8 80.2
OBDT > 0.85 18.5 1.3 1.6

OBDT > 0.83 21.9 1.7 2.1
OBDT > 0.87 14.5 0.9 1.1

FIG. 4. The shape of the background suppression classifier
OBDT is shown. MC sample is divided into B → Xulþνl signal,
the dominant B → Xclþνl background, and all other contribu-
tions. To increase visibility, the B → Xulþνl component is
shown with a scaling factor (red dashed line). The uncertainties
on the MC events contain the full systematic errors and are further
discussed in Sec. V.
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Approximately 1200 calibration factors are determined this
way. The leading uncertainty on the Ctag factors is from the
assumed B → Xlþνl composition and the lepton PID
performance, cf. Sec. V. We also apply corrections to the
continuum efficiency. These are derived by using the off-
resonance sample and comparing the number of recon-
structed off-resonance events in data with the simulated
on-resonance continuum events, correcting for differences in
the selection.

IV. FITTING PROCEDURE

After the selection, we retain 9875 events. In order to
determine the B → Xulþνl signal yield and constrain all
backgrounds, we perform a binned likelihood fit of these
events in several discriminating variables. To reduce the
dependence on the precise modeling of the B → Xulþνl
signal, we use coarse bins over regions that are very sensitive
to the admixture of resonant and nonresonant decays,
cf. Sec. II, and explore different variables for the signal
extraction. The total likelihood function is constructed as the
product of individual Poisson distributions P,

L ¼
Ybins
i

Pðni; νiÞ ×
Y
k

Gk; ð20Þ

with ni denoting the number of observed data events and νi
the total number of expected events in a given bin i. Here, Gk
are nuisance parameter (NP) constraints, whose role is to
incorporate systematic uncertainties of a source k into the fit.
Their construction is further discussed in Sec. V. The
number of expected events in a given bin νi is estimated
using simulated collision events and is given by

νi ¼
Xcomponent

k

fikηk; ð21Þ

with ηk denoting the total number of events from a given fit
component k, and fik denoting the fraction of such events
being reconstructed in bin i as determined by the MC
simulation. The three fit components we determine are as
follows:
(a) Signal B → Xulþνl events that fall inside a phase-

space region for a partial branching fraction wewish to
determine.

(b) Signal B → Xulþνl events that fall outside said region
if applicable. This component can have very similar
shapes as other backgrounds. We thus constrain this
component in all fits to its expectation using the world
average of BðB → XulþνlÞ ¼ ð2.13� 0.30Þ × 10−3

[39]. We also investigated different approaches: for
instance linking this component with the component of
(a). This leads to small shifts of Oð0.3 − 1%Þ of

the reported partial branching fractions using this
component.

(c) Background events; such are dominated by B →
Xclþνl and other decays that produce leptons in
the final state (e.g., from B → h1h2 and h2 → h3l−ν
with h1, h2, and h3 denoting hadronic final states).
Other contributions are from misidentified lepton
candidates and a small amount of continuum proc-
esses. A full description of all background processes is
given in Sec. III.

We carry out five separate fits to measure three partial
branching fractions, using different discriminating variables
to determine the B → Xulþνl yield. The fits and variables
are as follows:

1. The hadronic mass, MX: Signal is expected to
predominantly populate the low hadronic mass
region, whereas remaining B → Xclþνl back-
ground will produce a sharp peak at around
MX ≈ 2 GeV. The sizeable resolution on the
reconstruction of the X system will result in a
non-negligible amount of these backgrounds to also
be present in the low- and high-MX region. The
determined signal yields are used to measure the
partial branching fraction of MX < 1.7 GeV and
EB
l > 1 GeV. We thus use two signal templates and

split events according to generator-level MX < 1.7
and MX > 1.7 GeV.

2. The four-momentum-transfer squared, q2: Signal
will on average have a higher q2 than B →
Xclþνl background, whose kinematic end point
is q2 ¼ ðmB −mDÞ2 ≈ 11.6 GeV2. However, the
reconstructed q2 of B → Xclþνl events is smeared
over the entire kinematic range due to the sizeable
resolution in the reconstruction of the inclusive X
system and the Btag reconstruction. To reduce back-
ground from B → Xclþνl events, we apply a cut on
the reconstructed MX and require a value smaller
than 1.7 GeV. The determined signal yields are used
to measure the partial branching fraction of
MX < 1.7 GeV, q2 > 8 GeV2, and EB

l > 1 GeV.
We use two signal templates: template (a) is defined
as signal events with generator-level values ofMX <
1.7 GeV and q2 > 8 GeV2 and template (b) contains
all other signal events.

3. The lepton energy in the B meson rest frame, EB
l :

Signal andB → Xclþνl can be separated beyond the
kinematic end point of theB → Xclþνl background,
which is 1

2mB
ðm2

B −m2
D þm2

lÞ ≈ 2.3 GeV. The lep-
ton energy is reconstructed using its momentum
(EB

l ¼ jpB
l j), which has excellent resolution. This

makes the measurement more sensitive to the exact
composition of the B → Xclþνl background and
B → Xulþνl signal. Tominimize the dependence on
the signal modeling, the end point of the lepton
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spectrum, ranging from EB
l ∈ ½2.5; 2.7� GeV, is

treated as a single coarse bin in the fit. To reduce
the dependence on the exact modeling of B →
Xclþνl we requireMX < 1.7 GeV. The determined
signal yields are used tomeasure the partial branching
fraction with MX < 1.7 GeV and the signal tem-
plates are split accordingly into amatching generator-
level template and all other signal events.

4. The next fit also analyzes EB
l , but uses the deter-

mined signal yields to measure the partial branching
fraction with EB

l > 1 GeV. Thus no separation of
signal events in different categories is used.

5. The final fit uses MX and q2 simultaneously in a
two-dimensional fit. This fit also measure the partial
branching fraction with EB

l > 1 GeV and no sepa-
ration into different categories of signal events
is used.

A summary of the binning choices of the kinematic variables
is provided in Table III. The likelihood (20) is numerically
maximized to fit the value of the different components ηk
from the observed events and by using the sequential least
squares programming method implementation of Ref. [65].
Confidence intervals (CI) are constructed using the profile
likelihood ratio method. For a given component ηk the
ratio is

ΛðηkÞ ¼ −2 ln
Lðηk; η̂ηk ; θ̂ηkÞ
Lðη̂k; η̂; θ̂Þ

; ð22Þ

where η̂k, η̂, θ̂ are the values of the component of interest, the
remaining components, and a vector of NPs, respectively,
that maximize the likelihood function, whereas the remain-
ing components η̂ηk and nuisance parameters θ̂ηk maximize
the likelihood for the specific value ηk. In the asymptotic
limit, the test statistic (22) can be used to construct
approximate confidence intervals through

1 − C:L: ¼
Z

∞

ΛðηkÞ
fχ2ðx; 1 d:o:f:Þdx; ð23Þ

with fχ2ðx; 1 d:o:f:Þ denoting the χ2 distribution of the
variable x with a single degree of freedom. Further, C.L.

denotes the desired confidence level. The determined signal
yields η̂k ¼ η̂sig are translated into partial branching frac-
tions via

ΔBðB → Xulþνl;RegÞ ¼
η̂sig · ϵΔBðRegÞ

4ðϵtag · ϵselÞ · NBB
: ð24Þ

Here ϵtag denotes the tagging efficiency, as determined after
applying the calibration factor introduced in Sec. III D.
Further, ϵsel and ϵΔBðRegÞ denote the signal side selection
efficiency and a correction to the efficiency to account for the
fraction of B → Xulþνl phase-space region that is mea-
sured. The factor of 4 in the denominator is due to the factor
NBB ¼ ð771.58� 9.78Þ × 106 Bmeson pairs and our aver-
aging over electron and muon final states.
To validate the fit procedure we generated ensembles of

pseudoexperiments for different input branching fractions
for B → Xulþνl signal and B → Xclþνl background. Fits
to these ensembles show no biases in central values and no
under- or overcoverage of CI. Using the current world
average of BðB → XulþνlÞ ¼ ð2.13� 0.30Þ × 10−3, we
expect approximately between 930 and 2070B → Xulþνl
signal events with significances s ¼ η̂sig=ϵ ranging from
about 9 to 15 standard deviations, depending on the signal
region under study, and with ϵ being the expected fit error
determined from Asimov datasets [66].

V. SYSTEMATIC UNCERTAINTIES

Several systematic uncertainties affect the determination
of the reported partial branching fractions. The most
important uncertainties arise from the modeling of the B →
Xulþνl signal component and from the tagging calibration
correction. This is followed by uncertainties on particle
identification of kaons and leptons, the uncertainty on the
number of B meson pairs, the statistical uncertainty on the
usedMC samples, and uncertainties related to the efficiency
of the track reconstructions. Table IV summarizes the
systematic uncertainties for the five measured partial
branching fractions probing three phase-space regions.
The table separates uncertainties that originate from the
background subtraction (“additive uncertainties”) and
uncertainties related to the translation of the fitted signal
yields into partial branching fractions (“multiplicative
uncertainties”).
The tagging calibration uncertainties are evaluated by

producing different sets of calibration factors. These sets
take into account the correlation structure from common
systematic uncertainties (cf. Sec. III D) and that individual
channels and ranges of the output classifier are statistically
independent. When applying the different sets of calibra-
tion factors, we notice only negligible shape changes on the
signal and background template shapes, but the overall
tagging efficiency is affected. The associated uncertainty on
the calibration factors is found to be 3.6% and is identical

TABLE III. The binning choices of the five fit scenarios are
given.

Fit variable Bins

MX [0, 1.5, 1.9, 2.5, 3.1, 5.0] GeV
q2 ½0; 2; 4; 6; 8; 10; 12; 14; 26� GeV2

EB
l 15 equidist. bins in [1, 2.5] & [2.5, 2.7] GeV

MX∶q2 ½0; 1.5� GeV × ½0; 2; 4; 6; 8; 10; 12; 14; 26� GeV2

½1.5; 1.9� GeV × ½0; 2; 4; 6; 26� GeV2

½1.9; 2.5� GeV × ½0; 2; 4; 26� GeV2

½2.5; 4.0� GeV × ½0; 2; 26� GeV2
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TABLE IV. The relative uncertainty on the extracted B → Xulþνl partial branching fractions are shown. For definitions of additive
and multiplicative errors, see text.

Relative uncertainties (%)

Phase-space region
MX < 1.7 GeV,
EB
l > 1 GeV

MX < 1.7 GeV,
EB
l > 1 GeV

MX < 1.7 GeV,
q2 > 8 GeV2,
EB
l > 1 GeV EB

l > 1 GeV EB
l > 1 GeV

Fit variable(s) (MX fit) (EB
l fit) (q2 fit) (EB

l fit) (MX∶q2 fit)

Additive uncertainties
B → Xulþνl modeling
B → πlþνl FFs 0.1 0.7 1.4 0.6 0.4
B → ρlþνl FFs 0.2 1.9 4.3 1.9 0.7
B → ωlþνl FFs 0.5 3.2 5.2 3.1 0.8
B → ηlþνl FFs 0.1 1.6 3.0 1.6 0.3
B → η0lþνl FFs 0.1 1.6 3.0 1.6 1.6
BðB → πlþνlÞ 0.2 0.1 0.2 0.1 0.2
BðB → ρlþνlÞ 0.3 0.7 0.8 0.5 0.4
BðB → ωlþνlÞ <0.1 0.1 0.8 0.1 0.1
BðB → ηlþνlÞ <0.1 0.1 <0.1 0.1 <0.1
BðB → η0lþνlÞ <0.1 <0.1 0.1 0.1 <0.1
BðB → XulþνÞ 0.7 2.0 2.1 2.1 2.1
DFN parameters 2.3 3.5 1.1 3.5 5.0
Hybrid model 2.7 8.7 4.6 8.7 3.1
B → Xclþνl modeling
B → Dlþνl FFs 0.1 0.1 0.9 0.1 <0.1
B → D�lþνl FFs 1.4 1.2 3.0 1.3 1.1
B → D��lþνl FFs 0.4 0.5 0.3 0.5 0.4
BðB → DlþνlÞ 0.1 <0.1 0.2 <0.1 0.2
BðB → D�lþνlÞ <0.1 <0.1 0.3 <0.1 0.2
BðB → D��lþνlÞ 0.6 0.1 0.3 0.1 0.5
Gap modeling 1.1 0.1 0.3 0.1 1.0
MC statistics 1.3 1.6 3.8 1.7 1.6
Tracking efficiency 0.3 � � � 0.8 � � � 0.4
Ll ID shape 1.0 0.5 1.3 0.6 1.2
LK=πID shape 1.2 - 1.3 - 1.0
D → Xlνl 0.1 0.1 0.1 0.1 0.1
πs efficiency <0.1 � � � 0.1 � � � 0.1

Multiplicative uncertainties
B → Xulþνl modeling
B → πlþνl FFs 0.2 0.2 1.9 0.2 0.2
B → ρlþνl FFs 0.7 0.8 3.7 0.8 0.6
B → ωlþνl FFs 1.3 1.6 6.1 1.6 1.1
B → ηlþνl FFs 0.3 0.3 1.8 0.3 0.2
B → η0lþνl FFs 0.2 0.3 1.8 0.3 0.2
BðB → πlþνlÞ 0.3 0.4 0.4 0.4 0.3
BðB → ρlþνlÞ 0.4 0.6 0.6 0.6 0.4
BðB → ωlþνlÞ <0.1 <0.1 0.1 <0.1 <0.1
BðB → ηlþνlÞ 0.1 0.1 <0.1 0.1 <0.1
BðB → η0lþνlÞ 0.1 0.1 0.1 0.1 0.1
BðB → XulþνÞ 3.0 3.2 2.9 4.8 3.8
DFN parameters 2.5 2.5 2.7 6.8 3.6
Hybrid model 0.2 0.8 1.4 4.7 2.8
πþ multiplicity 1.7 2.5 2.3 3.1 1.7
γs (ss̄ fragmentation) 0.5 0.8 1.1 1.1 0.8
LlID efficiency 1.5 1.6 1.6 1.6 1.5
LK=πID efficiency 0.7 0.6 0.6 0.6 0.7
NBB̄ 1.3 1.3 1.3 1.3 1.3
Tracking efficiency 0.8 0.3 0.8 0.3 0.9
Tagging calibration 3.6 3.6 3.6 3.6 3.6

Total systematic uncertainty 7.8 12.6 14.6 15.4 10.4
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for the five measured partial branching fractions. The B →
Xulþνl and B → Xclþνl modeling uncertainties do
directly affect the shapes of MX, q2, and EB

l signal and
background distributions. Further, the B → Xulþνl mod-
eling affects the overall reconstruction efficiencies and
migrations of events inside and outside of the phase-space
regions we measure. We evaluate the uncertainties on the
composition of the hybrid B → Xulþνl MC sample by
variations of the B → πlþνl, B → ρlþνl, B → ωlþνl,
B → ηlþνl, and B → η0lþνl branching fractions and form
factors (FFs). The uncertainty on nonresonant B →
Xulþνl contributions in the hybrid model is estimated
by changing the underlying model from that of DFN [54] to
that of BLNP [17]. In addition, the uncertainty on the used
DFN parameters m1S

b and a (cf. Sec. II) are incorporated.
For each of these variations, new hybrid weights are
calculated to propagate the uncertainties into shapes and
efficiencies. We estimate the uncertainties of Xu fragmen-
tation into ss̄ quark pairs by variations of the corresponding
JETSET parameter γs (cf. Ref. [57]). As our BDT is trained
to reject final states with kaon candidates, a change in this
fraction will directly impact the signal efficiency. The ss̄
production probability has been measured by Refs. [67,68]
at center-of-mass energies of 12 and 36 GeV with values of
γs ¼ 0.35� 0.05 and γs ¼ 0.27� 0.06, respectively. We
adopt the value and error of γs ¼ 0.30� 0.09, which spans
the range of both measurements including their uncertain-
ties. The Xu system of the nonresonant signal component is
hadronized by JETSET into final states with two or more
pions. We test the impact on the signal efficiency by
changing the postfit charged pion multiplicity of nonreso-
nant B → Xulþνl to the distribution observed in data in the
signal-enriched region of MX < 1.7 GeV (cf. Sec. VIII E
and Appendix C). The B → Xclþνl background after the
BDT selection is dominated by B → Dlþνl and B →
D�lþνl decays. We evaluate the uncertainties on the
modeling of B → Dlþνl, B → D�lþνl, and B →
D��lþνl by variations of the BGL parameters and
heavy-quark form factors within their uncertainties. In
addition, we propagate the branching fraction uncertainties.
The uncertainties on the B → Xclþνl gap branching
fractions are taken to be large enough to account for the
difference between the sum of all exclusive branching
fractions measured and the inclusive branching fraction
measured. We also evaluate the impact on the efficiency of
the lepton- and hadron-identification uncertainties and the
overall tracking efficiency uncertainty. The statistical
uncertainty on all generated MC samples is also evaluated
and propagated into the systematic errors.
We incorporate the effect of additive systematic uncer-

tainties directly into the likelihood function. This can be
done by introducing a vector of NPs θk for each fit template
of a process k (e.g., signal or background). Each element of
this vector represents one bin of the fitted observables of
interest (e.g., MX,q2, EB

l , or a 2D bin of MX∶q2). These

NPs are constrained parameters in the likelihood (20) using
multivariate Gaussian distributions, Gk ¼ Gkð0; θk;ΣkÞ.
Here Σk denotes the systematic covariance matrix for a
given template k and θk is a vector of NPs. The covariance
Σk is the sum over all possible uncertainty sources for a
given template k,

Σk ¼
Xerror sources

s

Σks; ð25Þ

with Σks denoting the covariance matrix of error source s.
The covariance matrices Σks depend on uncertainty vectors
σks, which represent the absolute error in bins of the fit
variable of template k. Uncertainties from the same error
source are either fully correlated, or for the case ofMCevents
or other statistical uncertainties, are treated as uncorrelated.
Both cases can be expressed as Σks ¼ σks ⊗ σks or
Σks ¼ Diagðσks2Þ, respectively. For particle-identification
uncertainties, we estimate Σks using sets of correction tables,
sampled according to their statistical and systematic uncer-
tainties. The systematic NPs are incorporated in Eq. (21) by
rewriting the fractions fik for all templates as

fik ¼
ηMC
ikP
jη

MC
jk

→
ηMC
ik ð1þ θikÞP
jη

MC
jk ð1þ θjkÞ

; ð26Þ

to take into account changes in the signal or background
shape. Here ηMC

ik denotes the predicted number ofMC events
of a given bin i and a process k, and θik is the associated
nuisance parameter constrained by Gk.

VI. B → Xclν̄l CONTROL REGION

Figure 5 compares the reconstructed MX, q2, and EB
l

distributions with the expectation fromMC before applying
the background suppression BDT. All corrections are
applied and the MC uncertainty contains all systematic
uncertainties discussed in Sec. V. The agreement ofMX and
q2 is excellent, but some differences in the shape of the
lepton momentum spectrum are seen. This is likely due to
imperfections of the modeling of the inclusive B →
Xclþνl background. The discrepancy reduces in theMX <
1.7 GeV region. The main results of this paper will be
produced by fitting q2 and MX in two dimensions. We use
the lepton spectrum to measure the same regions of phase
space, to validate the obtained results.

VII. B → Xul+ νl SIGNAL REGION

Figure 6 shows the reconstructed MX, q2, and EB
l

distributions after the BDT selection is applied. The B →
Xulþνl contribution is now clearly visible at low MX and
high EB

l , while the reconstructed events and the MC
expectation show good agreement. The B → Xclþνl back-
ground is dominated by contributions from B → Dlþνl
and B → D�lþνl decays, and the remaining background is

L. CAO et al. PHYS. REV. D 104, 012008 (2021)

012008-14



predominantly from secondary leptons and misidentified
lepton candidates.

VIII. RESULTS

We report partial branching fractions for three phase-
space regions from five fits to the reconstructed variables
introduced in Sec. IV. All partial branching fractions
correspond to a selection with EB

l > 1 GeV, also reverting
the effect of final-state radiation photons and possible
additional phase-space restrictions. The resulting fit yields
are listed in Table V.

A. Partial branching fraction results

For the partial branching fraction with MX < 1.7 GeV
from the fit to MX we find

ΔBðB → XulþνlÞ ¼ ð1.09� 0.05� 0.08Þ × 10−3; ð27Þ

with the first and second error denoting the statistical and
systematic uncertainty, respectively. The resulting postfit
distribution is shown in the top panel of Fig. 7. With this
selectionabout56%of theavailableB → Xulþνl phasespace
is probed. The partial branching fraction is in good agreement
with the value obtained by fittingEB

l and corrected to the same
phase space. The fit is shown in Fig. 8 and we measure

ΔBðB → XulþνlÞ ¼ ð1.11� 0.06� 0.14Þ × 10−3; ð28Þ

with a larger systematic and statistical uncertainty than
Eq. (27). To further probe theB → Xulþνl -enriched region,
we carry out a measurement for MX < 1.7 GeV and q2 >
8 GeV2 from a fit to the q2 spectrum. This selection only
probes about 31% of the availableB → Xulþνl phase space.
We find

ΔBðB → XulþνlÞ ¼ ð0.67� 0.07� 0.10Þ × 10−3: ð29Þ

FIG. 5. Top: the MX and q2 spectra of the selected candidates prior to applying the background BDT are shown. Bottom: the EB
l

spectrum of the selected candidates prior to applying the background BDT are shown for events with MX < 1.7 and MX > 1.7 GeV.
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The corresponding postfit distribution of q2 is shown in the
bottom panel of Fig. 7. The most precise determinations of
B → Xulþνl are obtained from a two-dimensional fit,

exploiting the full combined discriminatory power of MX

and q2. The resulting partial branching fraction probes about
86% of the available B → Xulþνl phase space. We measure

FIG. 6. TheMX, q2, and EB
l spectra after applying the background BDT but before the fit are shown. The B → Xulþνl contribution is

shown in red and scaled to the world average of BðB → XulþνlÞ ¼ ð2.13� 0.30Þ × 10−3. The data and MC agreement is reasonable in
all variables. The EB

l spectra is shown with selections ofMX < 1.7 andMX > 1.7 GeV. The cut ofMX < 1.7 GeV is later used in the fit
to reduce the dependence on the B → Xclþνl modeling of higher charmed states.

TABLE V. The fitted signal yields in (η̂sig) and outside (η̂sig−out) the measured phase-space regions, the background yields (η̂bkg), and
the product of tagging and selection efficiency are listed.

Phase-space region
Additional

selection (GeV) Fit variable(s) η̂sig η̂sig−out η̂bkg ndata 103ðϵtag · ϵselÞ
MX < 1.7 GeV, � � � MX fit 1558� 69� 71 364� 51 6912� 138 8833� 94 0.26� 0.07
EB
l > 1 GeV

MX < 1.7 GeV, MX < 1.7 EB
l fit 1285� 68� 139 22� 3 1362� 155 2669� 52 0.21� 0.07

EB
l > 1 GeV

MX < 1.7 GeV, MX < 1.7 q2 fit 938� 99� 100 474� 57 1253� 192 2665� 52 0.14� 0.07
q2 > 8 GeV2,
EB
l > 1 GeV

EB
l > 1 GeV MX < 1.7 EB

l fit 1303� 69� 138 � � � 1366� 154 2669� 52 0.21� 0.19

EB
l > 1 GeV MX∶q2 fit 1801� 81� 123 � � � 7031� 164 8833� 94 0.31� 0.12
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ΔBðB → XulþνlÞ ¼ ð1.59� 0.07� 0.16Þ × 10−3: ð30Þ

Theprojectionof the 2D fit ontoMX and theq2 distribution for
the signal-enriched region of MX < 1.5 GeV are shown in
Fig.9.Theremainingq2 distributionsaregiveninAppendixD.
The partial branching fraction is also in good agreement from
the measurement obtained by fitting EB

l , covering the same
phase space (cf. Fig. 8),

ΔBðB → XulþνlÞ ¼ ð1.69� 0.09� 0.26Þ × 10−3: ð31Þ
The uncertainties are larger, but both results are compatible.
The nuisance parameter pulls of all fits are provided in
Appendix D. The result of Eq. (30) can be further compared
with the most precise measurement to date of this region of
Ref. [69], where ΔBðB→XulνlÞ¼ð1.55�0.12Þ×10−3,
and shows good agreement. The measurement can also be
compared to Ref. [15] using a similar experimental approach.

The measured partial branching fraction of EB
l > 1 GeV is

ΔBðB → XulνlÞ ¼ ð1.82� 0.19Þ × 10−3, which is com-
patible with Eq. (30) within 0.9 standard deviations. Belle
previously reported in Ref. [16] using also a similar
approach for the same phase space a higher value of
ΔBðB→XulνlÞ¼ð1.96�0.19Þ×10−3. We cannot quantify
the statistical overlap between both results, but by comparing
thenumberofdeterminedsignaleventsonecanestimate it tobe
below 55%. The dominant systematic uncertainties of
Ref. [16] were evaluated using different approaches, but fully
correlating the dominant systematic uncertainties and assum-
ing a statistical correlation of 55%weobtain a compatibility of
1.7 standard deviations. The main difference of this analysis
with Ref. [16] lies in the modeling of signal and background
processes: since its publication our understanding improved
and more precise measurements of branching fractions and
form factors were made available. Further, for the B →
Xulþνl signal process in this paper a hybrid approach was
adopted (see Sec. II and Appendix A), whereas Ref. [16] used
an alternative approach to model signal as a mix of inclusive
and exclusive decay modes. Note that this work super-
sedes Ref. [16].

B. jVubj determination

We determine jVubj from the measured partial branching
fractions using a range of theoretical rate predictions. In
principle, the totalB → Xulþνl decay rate can be calculated
using the same approach as B → Xclþνl using the heavy-
quark expansion in inverse powers ofmb. Unfortunately, the
measurement requirements necessary to separate B →
Xulþνl from the dominant B → Xclþνl background spoil
the convergence of this approach. In the predictions for the
partial rates corresponding to our measurements, perturba-
tive and nonperturbative uncertainties are largely enhanced

FIG. 7. The postfit distributions of the one-dimensional fits to
MX and q2 are shown, corresponding to the measured partial
branching fractions for EB

l > 1 GeV with additional requirements
ofMX < 1.7 andMX < 1.7 GeV, and q2 > 8 GeV2, respectively.

FIG. 8. The postfit distributions of the fit to EB
l with MX <

1.7 GeV is shown. The resulting yields were corrected to corre-
spond to the partial branching fraction with EB

l > 1 GeV with and
without an additional requirement ofMX < 1.7 GeV, respectively.
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and, as outlined in the Introduction, the predictions are
sensitive to the shape-function modeling.
The relationship between measured partial branching

fractions, predictions of the rate (omitting CKM factors)
ΔΓðB → XulþνlÞ, and jVubj is

jVubj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ΔBðB → XulþνlÞ

τB · ΔΓðB → XulþνlÞ

s
; ð32Þ

with τB ¼ ð1.579� 0.004Þ ps denoting the average of the
charged and neutral B meson lifetime [39]. We use four
predictions for the theoretical partial rates. All predictions
use the same input values as Ref. [6] chooses for their world
averages. The four predictions are

(i) BLNP: The prediction of Bosch, Lange, Neubert,
and Paz of Ref. [17,70,71] provides a prediction at
next-to-leading-order accuracy in terms of the strong

coupling constant αs and incorporates all known
corrections. Predictions are interpolated between the
shape-function dominated region (end point of the
lepton spectrum, small hadronic mass) to the region
of phase space, that can be described via the operator
product expansion. As input we use mSF

b ¼ 4.58�
0.03 GeV and μ2SFπ ¼ 0.20þ0.09

−0.10 GeV2.
(ii) DGE: The dressed gluon approximation from Ander-

sen and Gardi [19,20] makes predictions by avoiding
the direct use of shape functions, but produces pre-
dictions for hadronic observables using the on shell
b-quark mass. The calculation is carried out in the MS
scheme and we use mbðMSÞ ¼ 4.19� 0.04 GeV.

(iii) GGOU: The prediction from Gambino, Giordano,
Ossola, and Uraltsev [18] (GGOU) incorporates all
known perturbative and nonperturbative effects up to
the order Oðα2sβ0Þ and Oð1=m3

bÞ, respectively. The
shape-function dependence is incorporated by para-
metrizing its effects in each structure function with a
single light-cone function. The calculation is carried
out in the kinetic scheme and we use as inputsmkin

b ¼
4.55�0.02GeV and μ2 kinπ ¼ 0.46� 0.08 GeV2.

(iv) ADFR: The calculation of Aglietti, Di Lodovico,
Ferrera, and Ricciardi [21,22] makes use of the ratio
of B → Xulþνl to B → Xclþνl rates and soft-
gluon resummation at next-to-next-to-leading order
and an effective QCD coupling approach. The
calculation uses the MS scheme and we use
mbðMSÞ¼4.19�0.04GeV.

Table VI lists the decay rates and their associated uncer-
tainties for the probed regions of phase space, which we use
to extract jVubj from the measured partial branching
fractions with Eq. (32).

C. jVubj results
From the partial branching fractions with EB

l > 1 and
MX < 1.7 GeV determined from fitting MX we find

jVubjðBLNPÞ¼ ð3.90�0.09�0.15�0.21Þ×10−3;

jVubjðDGEÞ¼ ð4.08�0.09�0.16þ0.20
−0.26Þ×10−3;

jVubjðGGOUÞ¼ ð3.97�0.09þ0.15þ0.15
−0.16−0.16 Þ×10−3;

jVubjðADFRÞ¼ ð3.63�0.08�0.14�0.17Þ×10−3: ð33Þ
The uncertainties denote the statistical uncertainty, the
systematic uncertainty, and the theory error from the partial
rate prediction. For the partial branching fraction with
EB
l > 1 GeV, MX < 1.7 GeV, and q2 > 8 GeV2 we find

jVubjðBLNPÞ ¼ ð4.24þ0.22þ0.30þ0.26
−0.23−0.32−0.28 Þ × 10−3;

jVubjðDGEÞ ¼ ð4.16þ0.21þ0.30þ0.18
−0.23−0.32−0.21 Þ × 10−3;

jVubjðGGOUÞ ¼ ð4.25þ0.22þ0.30þ0.24
−0.23−0.33−0.26 Þ × 10−3;

jVubjðADFRÞ ¼ ð3.68þ0.19þ0.26
−0.20−0.28 � 0.17Þ × 10−3: ð34Þ

FIG. 9. The postfit projection of MX of the two-dimensional fit
to MX∶q2 on MX and the q2 distribution in the range of MX ∈
½0; 1.5� GeV are shown. The resulting yields are corrected to
correspond to a partial branching fraction with EB

l > 1 GeV. The
remaining q2 distributions are given in Fig. 22 (Appendix D).
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Finally, the most inclusive determination with EB
l > 1 GeV

from the two-dimensional fit of MX and q2 results in

jVubjðBLNPÞ ¼ ð4.05� 0.09þ0.20þ0.18
−0.21−0.20 Þ × 10−3;

jVubjðDGEÞ ¼ ð4.16� 0.09þ0.21þ0.11
−0.22−0.12 Þ × 10−3;

jVubjðGGOUÞ ¼ ð4.15� 0.09þ0.21þ0.08
−0.22−0.09 Þ × 10−3;

jVubjðADFRÞ ¼ ð4.05� 0.09þ0.20
−0.21 � 0.18Þ × 10−3: ð35Þ

In order to quote a single value for jVubj we adapt the
procedure of Ref. [25] and calculate a simple arithmetic
average of the most precise determinations in Eq. (35) to
obtain

jVubj ¼ ð4.10� 0.09� 0.22� 0.15Þ × 10−3: ð36Þ

This value is larger, but compatible with the exclusive
measurement of jVubj from B → πlþνl of jVubj¼
ð3.67�0.09�0.12Þ×10−3 within 1.3 standard deviations.

D. Stability checks

To check the stability of the result we redetermine the
partial branching fractions using two additional working
points. We change the BDT selection to increase and
decrease the amount ofB → Xclþνl and other backgrounds,
and repeat the full analysis procedure. The resulting values of
ΔBðB → XulνlÞ are determined using the two-dimensional
fit of MX∶q2 and are shown in Fig. 10. The background
contamination changes by þ37% and −33%, respectively.
The small shifts in central value arewell containedwithin the
quoted systematic uncertainties. To further estimate the
compatibility of the result we determine the full statistical
and systematic correlations of the results and recover that the
partial branching fraction with looser and tighter BDT
selection are in agreement with the nominal result within
1.1 and 1.4 standard deviations, respectively.

E. B → Xul+ νl charged pion multiplicity

The modeling of the B → Xulþνl signal composition is
crucial to all presented measurements. One aspect difficult
to assess is the Xu fragmentation simulation: the charmless
Xu state can decay via many different channels producing a
number of charged or neutral pions or kaons. In Sec. V we
discussed how we assess the uncertainty on the number of
ss̄ quark pairs produced in the Xu fragmentation. Due to the

BDT removing such events to suppress the dominant B →
Xclþνl background, no signal-enriched region can be
easily obtained. The accuracy of the fragmentation into
the number of charged pions can be tested in the signal-
enriched region ofMX < 1.7 GeV. Figure 11 compares the
charged pion multiplicity between simulated signal and
background processes and data. The signal and background
predictions are scaled to their respective normalizations
obtained from the two-dimensional fit in MX∶q2. The
uncertainty band shown on the MC sample includes
the full systematic uncertainties discussed in Sec. V. The
agreement overall lies within the assigned uncertainties,
with the data having more events in the zero multiplicity
bin and less in the two charged pion multiplicity bin. We
use this distribution to correct our simulation to assign an
additional uncertainty from the charged pion fragmenta-
tion. More details can be found in Sec. V and Appendix C.

F. Lepton flavor universality and weak
annihilation contributions

To test the lepton flavor universality in B → Xulþνl we
also carry out fits to determine the partial branching fraction
for electron and muon final states. For this we categorize the

TABLE VI. The theory rates ΔΓðB → XulþνlÞ from various theory calculations are listed. The rates are given in
units of ps−1.

Phase-space region BLNP [17] DGE [19,20] GGOU [18] ADFR [21,22]

MX < 1.7 GeV 45.2þ5.4
−4.6 42.3þ5.8

−3.8 43.7þ3.9
−3.2 52.3þ5.4

−4.7
MX < 1.7 GeV, q2 > 8 GeV2 23.4þ3.4

−2.6 24.3þ2.6
−1.9 23.3þ3.2

−2.4 31.1þ3.0
−2.6

EB
l > 1 GeV 61.5þ6.4

−5.1 58.2þ3.6
−3.0 58.5þ2.7

−2.3 61.5þ5.8
−5.1

FIG. 10. The stability of the determined partial branching
fraction ΔBðB → XulνlÞ using the MX∶q2 fit is studied as a
function of the BDT selection requirement. The classifier output
selection of 0.83 and 0.87 correspond to signal efficiencies after
the preselection of 22% and 15%, respectively. These selections
increase or decrease the background from B → Xclþνl and other
processes by 37% and 33%, respectively. The gray and yellow
bands show the total and statistical error, respectively, with the
nominal BDT working point of 0.85.
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selected events accordingly and carry out a fit to theMX∶q2
distributions using the same granularity as the fit described in
Sec. VIII A. We carry out a simultaneous analysis of both
samples, such that shared NPs for the modeling of the signal
or background components can be correctly correlated
afterward. The resulting yields are corrected to a partial
branching fraction with EB

l > 1 GeV and we obtain

ΔBðB → XueþνeÞ ¼ ð1.57� 0.10� 0.16Þ × 10−3; ð37Þ

ΔBðB → Xuμ
þνμÞ ¼ ð1.62� 0.10� 0.18Þ × 10−3; ð38Þ

with a total correlation of ρ ¼ 0.53. The ratio of the electron
to the muon final state is

Reμ ¼
ΔBðB → XueþνeÞ
ΔBðB → Xuμ

þνμÞ
¼ 0.97� 0.09� 0.04; ð39Þ

with the first error denoting the statistical uncertainty and the
second the systematic uncertainty.We observe no significant
deviation from lepton flavor universality. More details on the
fit can be found in Appendix E.
Isospin breaking effects can be studied by separately

measuring the partial branching fraction for charged and
neutral B meson final states. We determine the ratio

Riso ¼
τB0

τBþ
×
ΔBðBþ → XulþνlÞ
ΔBðB0 → XulþνlÞ

; ð40Þ

by using the information from the composition of the fully
reconstructed tag-side B meson decays to separate charged
and neutral B candidates. The partial branching fraction is
then determined by a simultaneous fit of both samples in
MX∶q2 to correctly correlate common systematic uncertain-
ties. To account for the small contamination of wrongly
assigned B tag flavors, we use the wrong-tag fractions from
our simulation. The measured number of signal events in the

reconstructed neutral and charged B candidate categories
(denoted in the following asN0

reco andNþ
reco) are related to the

number of neutral and chargedBmesons (N0
true andN

þ
true) via

N0
reco ¼ PB0

true→B0
reco
N0

true þ PBþ
true→B0

reco
Nþ

true; ð41Þ
Nþ

reco ¼ PB0
true→Bþ

reco
N0

true þ PBþ
true→Bþ

reco
Nþ

true: ð42Þ
Here, e.g., PB0

true→Bþ
reco

denotes the probability to identify in

the reconstruction of the tag-side B meson a true B0 as a Bþ
candidate. In the simulation we find

PB0
true→B0

reco
¼ 0.985 PB0

true→Bþ
reco

¼ 0.015; ð43Þ
PBþ

true→Bþ
reco

¼ 0.977 PBþ
true→B0

reco
¼ 0.023: ð44Þ

Using this procedure we determine for the individual partial
branching fractions with EB

l > 1 GeV

ΔBðBþ → XulþνlÞ ¼ ð1.65� 0.10� 0.18Þ × 10−3; ð45Þ
ΔBðB0 → XulþνlÞ ¼ ð1.51� 0.10� 0.16Þ × 10−3; ð46Þ

with a total correlation of ρ ¼ 0.50 and for the ratio Eq. (40)

Riso ¼ 1.01� 0.09� 0.06; ð47Þ

compatible with the expectation of equal semileptonic rates
for both isospin states. Isospin breaking effects would for
instance arise from weak annihilation contributions, which
only can contribute to charged B meson final states. Using
Eq. (47) the relative contribution from weak annihilation
processes to the total semileptonic B → Xulþνl rate can be
constrained via

Γwa

ΓðB → XulþνlÞ
¼ fu

fwa
× ðRiso − 1Þ: ð48Þ

Herefu is a factor that corrects themeasuredpartial branching
fraction to the full inclusive phase space.We estimate it using
the DFN model [54] (cf. Sec. II for details) and find
fu ¼ 0.86. We further assume that fwa ¼ 1, as such proc-
esses would produce a high-momentum lepton. We recover

Γwa

ΓðB → XulþνlÞ
¼ 0.01� 0.09; ð49Þ

which translates into a limit of ½−0.14; 0.17� at 90%C.L. This
result is more stringent than the limit of Ref. [15], but weaker
than the result of Ref. [72], that directly used the shape of the
q2 distribution to constrain weak annihilation processes. Our
result is also weaker than the estimates of Refs. [73–76] that
constrain weak annihilation contributions to be of the order
2%–3%.

IX. SUMMARY AND CONCLUSIONS

We report measurements of partial branching fractions
with different requirements on the properties of the

FIG. 11. The postfit charged pion multiplicity is shown for
events with MX < 1.7 GeV. The uncertainties on the MC stack
include all systematic uncertainties.
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hadronic system of the B → Xulþνl decay and with a
lepton energy of EB

l > 1 GeV in the B rest -frame, covering
31%–86% of the available phase space. The sizeable
background from semileptonic B → Xclþνl decays is
suppressed using multivariate methods in the form of a
BDT. This approach allows us to reduce such backgrounds
to an acceptable level, while retaining a high signal
efficiency. Signal yields are obtained using a binned like-
lihood fit in either the reconstructed hadronic massMX, the
four-momentum-transfer squared q2, or the lepton energy
EB
l . The most precise result is obtained from a two-

dimensional fit of MX and q2. Translated to a partial
branching fraction for EB

l > 1 GeV we obtain

ΔBðB → XulþνlÞ ¼ ð1.59� 0.07� 0.16Þ × 10−3; ð50Þ
with the errors denoting statistical and systematic uncer-
tainties. The partial branching fraction is compatible with
the value obtained by a fit of the lepton energy spectrum EB

l
and with the most precise determination of Ref. [69]. In
addition, it is stable under variations of the background
suppression BDT. From this partial branching fraction we
obtain a value of

jVubj ¼ ð4.10� 0.09� 0.22� 0.15Þ × 10−3 ð51Þ
from an average over four theoretical calculations. This
value is higher than, but compatible with, the value of jVubj
from exclusive determinations by 1.3 standard deviations.
The compatibility with the value expected from CKM
unitarity from a fit of Ref. [77] of jVubj ¼ ð3.62þ0.11

−0.08Þ ×
10−3 is 1.6 standard deviations. Figure 12 summarizes the
situation. The result presented here supersedes Ref. [16]:
this paper uses a more efficient tagging algorithm, incor-
porates improvements of the B → Xulþνl signal and B →
Xclþνl background descriptions, and analyzes the full

Belle dataset of 711 fb−1. The measurement of kinematic
differential shapes of MX, q2, and other properties are left
for future work. These results will be crucial for future
direct measurements with Belle II that will attempt to use
data-driven methods to directly constrain the shape func-
tion using B → Xulþνl information.
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APPENDIX A: B → Xul+ νl HYBRID MC DETAILS

Figure 13 shows the generator-level hybrid B → Xulþνl signal sample for EB
l, MX, and q2 described in Sec. II.

FIG. 13. The generator-level B → Xulþνl distributions EB
l ,MX , and q2 for neutral (left) and charged (right) Bmesons are shown. The

black histogram shows the merged hybrid model, composed of resonant and nonresonant contributions. For more details on the used
models and how the hybrid B → Xulþνl signal sample is constructed, see Sec. II.
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APPENDIX B: INPUT VARIABLES OF B → Xclν̄l SUPPRESSION BDT

The shapes of the variables used in the B → Xclþνl background suppression BDT are shown in Figs. 14 and 17. The
most discriminating variables are M2

miss, the Bsig vertex fit probability, and M2
miss;D� . Figures 15, 16, and 18 show the

FIG. 14. The shape of the input variables for the B → Xclþνl background suppression BDT are shown. For details and definitions,
see Sec. III C.
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FIG. 15. The input variables for the B → Xclþνl background suppression BDT for recorded and simulated events are shown. The
uncertainty on the simulated events incorporate the full systematic uncertainties detailed in Sec. V.
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FIG. 16. The input variables for the B → Xclþνl background suppression BDT for recorded and simulated events are shown. The
uncertainty on the simulated events incorporate the full systematic uncertainties detailed in Sec. V.
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FIG. 17. The shape of the input variables for the B → Xclþνl background suppression BDT are shown. For details and definitions,
see Sec. III C.
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agreement between recorded and simulated events, taking into account the full uncertainties detailed in Sec. V. More details
about the BDT can be found in Sec. III C.

APPENDIX C: B → Xul+ νl CHARGED PION FRAGMENTATION MODELING

Figure 19 compares the charged pion multiplicity at different stages in the selection. This variable is not used in the signal
extraction, but its modeling is tested to make sure that the B → Xulþνl fragmentation probabilities cannot bias the final
result. The agreement in the signal-enriched region with MX < 1.7 GeV after the BDT selection is fair, but shows some
deviations. We correct the generator-level charged pion multiplicity to match the nπ� observed in this selection by assigning
the nonresonant B → Xulþνl events a correction weight as a function of the true charged pion multiplicity. After this
procedure the agreement is perfect and we use the difference in the reconstruction efficiency as an uncertainty on the pion
fragmentation on the partial branching fractions and jVubj (cf. Sec. V).

FIG. 18. The input variables for the B → Xclþνl background suppression BDT for recorded and simulated events are shown. The
uncertainty on the simulated events incorporate the full systematic uncertainties detailed in Sec. V.
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APPENDIX D: NUISANCE PARAMETER PULLS AND ADDITIONAL FIT PLOTS

Figures 20 and 21 show the nuisance parameter pulls for each fit category k and bin i defined as

ðθ̂ik − θikÞ=
ffiffiffiffiffiffiffiffi
Σk;ii

p
; ðD1Þ

FIG. 19. The chargedpionmultiplicity (nπ� ) are comparedbetweendata and the simulation: (top left) for all events prior theBDTselection;
(top right) for all events after the BDT selection; (bottom left) for the signal-enriched region ofMX < 1.7 GeV; (bottom right) for the same
region but after rescaling the nonresonant contributions such that the nπ� fragmentation probability to match the one observed in data.

FIG. 20. The nuisance parameter pulls on the 1D fits of MX , q2, and EB
l with and without MX < 1.7 GeV events separated out are

shown from left to right.
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of the partial branching fraction fits, with θ̂ (θ) corresponding to the postfit (prefit) value of the nuisance parameter. Note
that uncertainties of each pull shows the postfit error

ffiffiffiffiffiffiffiffi
Σ̂k;ii

q
ðD2Þ

FIG. 21. The nuisance parameter pulls on the 2D fit of MX∶q2 is shown.

FIG. 22. The postfit q2 distributions of the two-dimensional fit to MX∶q2 on MX are shown. The panels correspond to MX ∈
½0; 1.5� GeV (top left),MX ∈ ½1.5; 1.9� GeV (top right),MX ∈ ½1.9; 2.4� GeV (bottom left), andMX ∈ ½2.4; 4� GeV (bottom right). The
resulting yields are corrected to correspond to a partial branching fraction with EB

l > 1 GeV.
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normalized to the prefit constraint

ffiffiffiffiffiffiffiffi
Σk;ii

p
: ðD3Þ

Figure 22 shows the postfit q2 distributions of the two-
dimensional fit to MX∶q2 on MX.

APPENDIX E: ADDITIONAL FIT DETAILS TO
THE LEPTON FLAVOR UNIVERSALITY AND

WEAK ANNIHILATION TESTS

The fitted yields of the two-dimensional fit to MX∶q2
separated in electron and muon candidates, as well as in
charged or neutral B mesons are listed in Table VII.

APPENDIX F: BDT EFFICIENCIES

Figure 23 shows the efficiency of the BDT selection as a
function of the reconstructed variables q2, MX, and the
lepton energy EB

l for simulated B → Xulþνl events.
Although we avoided using these variables in the boosted
decision tree, a residual dependence on the kinematic
variables is seen. For instance the efficiency increases with
an increase in EB

l and a decrease with respect to high q2.
The efficiency on the hadronic mass MX is relatively flat.
This efficiency dependence is linked to the used variables
in the BDT. Although we carefully avoided kinematic
variables that would allow the BDT to learn these kinematic
properties, there are indirect connections; e.g., high EB

l

TABLE VII. The fitted yields separated in electron and muon candidates, as well as in charged or neutral B
mesons.

Decay mode η̂sig η̂bkg 103ðϵtag · ϵselÞ 103ΔB

Bþ → Xulþν 914� 56� 64 3667� 77� 63 0.30� 0.13 1.65� 0.10� 0.18
B0 → Xulþν 879� 58� 65 3373� 76� 64 0.33� 0.11 1.51� 0.10� 0.16
B → Xueþν 870� 56� 59 3311� 75� 60 0.31� 0.12 1.57� 0.10� 0.16
B → Xuμ

þν 936� 58� 71 3716� 78� 71 0.32� 0.13 1.62� 0.10� 0.18

FIG. 23. The B → Xulþνl efficiency after the BDT selection is shown as a function of the reconstructed kinematic variables (EB
l ,MX,

q2) used in the signal extraction. The bottom right plot shows the efficiencies in the bins of MX∶q2 and the binning can be found in the
text. The uncertainties are statistical only.

L. CAO et al. PHYS. REV. D 104, 012008 (2021)

012008-30



final states have a lower multiplicity as they are dominated
by B → πlν̄l decays. Further, their corresponding had-
ronic system carries little momentum and on average such
decays retain a better resolution in discriminating variables

of the background suppression BDT. A concrete example is
M2

miss (cf. Fig. 15): high multiplicity B → Xulþνl decays
will retain a larger tail in this variable and will be selected
with a lower efficiency by the BDT.
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