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Introduction

In this dissertation, we present three contributions to the field of Time Se-
ries Classification (TSC). With the aim of providing the background needed
to understand the presented works, this chapter includes an introduction to
several topics. The first contribution consists of reviewing and proposing a
taxonomy of distance based time series classifiers, so, an introduction to TSC
is provided in Section 1.1. In the second contribution, a time series classifier
recommendation system is presented, for which we follow a meta-learning ap-
proach. As a background for this, the basics of meta-learning are introduced
in Section 1.2. In the third contribution, we propose a method for explaining
the predictions of time series classifiers. In order to provide the fundamental
notions on classifier explanations to the reader, an introduction to the field of
explainability is presented in Section 1.3. In Section 1.4, we briefly present the
data and software sources employed throughout the dissertation and, lastly,
we present an overview that summarizes the dissertation in Section 1.5.

1.1 Time series classification

Time series data are being generated every day in a wide range of application
domains, such as bioinformatics, financial fields, engineering, etc [1]. They
are a particular type of data due to their temporal nature; a time series is
an ordered sequence of observations which are usually taken through time,
but may also be ordered with respect to another aspect, such as space. More
formally, a time series can be defined as follows:

Definition 1. A time series T = (t1, . . . , tl) of length l is a ordered sequence
of pairs (i, ti), where i = 1, . . . , l refers to the timestamp and ti represents the
value of the time series at timestamp i.

The timestamps i = 1, . . . , l conform a sequence of positive and ascending
discrete values, which, in most of the cases, are equally spaced, but may be
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also irregularly spaced. The time series can be univariate, when ti is a single
value, or multivariate, when ti is a vector. At the same time, depending on the
problem, the values ti can be either discrete or continuous. In this dissertation,
we will focus on univariate equally spaced and continuous time series.

One of the main advantages of time series is that, even if they are high
dimensional data, we are able to easily visualize them. For instance, Figure 1.1
shows two time series that belong to the ECG200 dataset [2]. The time series in
this dataset represent the electrical activity recorded during one heartbeat and
they are divided into two classes: normal heartbeat and myocardial infarction.
One time series from each class is shown in the figure and, as it can be seen,
their shapes are visually different.

Fig. 1.1: Two time series that belong to the ECG200 dataset [2].

With the growing amount of recorded data, the interest in researching
this particular type of data has also increased, giving rise to a vast amount of
new methods for forecasting, representing, indexing, clustering, and classify-
ing time series, among other tasks [3, 4]. Most of these tasks arise naturally
from real world problems or challenges; in a time series that represents the
evolution of the price of a product, for example, predicting future prices is a
time series forecasting problem [5]. In another scenario, a problem may com-
prise several time series that represent, for instance, the daily temperature
in different locations. In this case, the goal may be to group the different
locations depending on the temperature pattern [6], which is a time series
clustering task.

In another scenario, a problem may consist of a set of time series that
represent the daily variation in brightness of different astronomical objects,
such as stars or meteors, captured by a telescope [7]. In this context, the goal
may be to predict whether a new time series corresponds to a star, a meteor
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or other type of astronomical object. In this case, the problem is conformed by
supervised (labeled) time series and the task is called supervised classification
of time series. This dissertation focuses on this learning problem, which we
introduce in more detail in the following section.

1.1.1 Supervised classification with time series data

Supervised classification can be defined as the task of finding a mapping
f : X → y between the space of input and the space of output, based on
some example input-output pairs. In standard supervised classification, the
instances are described by feature vectors, i.e., order-free vectors that con-
tain the values of a set of qualitative or quantitative variables. Due to the
popularity and usefulness of this task, in the past years, many variants of su-
pervised classification have been proposed, TSC among them. Since standard
classifiers do not take the order of the variables that conform the instances
into account, the main challenge of TSC consists of dealing with this order
[8]. With the purpose of formally defining the task of TSC, we first define a
dataset of supervised time series:

Definition 2. A dataset of supervised time series is a collection of n instance-
label pairs D = {(T1, y1), . . . , (Tn, yn)}, where yi is the label associated to the
time series Ti. The labels yi can take k possible values, where k is the number
of classes.

Supervised time series datasets may contain time series that have the same
length but also time series of varying lengths. In this way, if T is the space
of possible time series (input) and y is the space of possible labels (output),
TSC can be defined as follows [4, 9]:

Definition 3. TSC is the task of finding a function f : T→ y that maps the
space of time series to the the space of labels, based on the example pairs in a
training set D.

As can be seen in Figure 1.2, a classifier is learned by applying a learning
algorithm in the supervised time series dataset. Then, the trained classifier is
used to classify (predict the class of) new unlabeled time series.

In standard classification problems, in general, the class membership of
an instance is related to (possibly complex) combinations of the features.
In TSC, on the contrary, the class membership of a time series is generally
related to specific characteristics of the time series, such as shapes, locations
of patterns or the scale of a pattern, among others. Hereafter, we will refer
to these aspects that allow to distinguish between the time series of different
classes as the discriminatory characteristics of a TSC problem.

With the aim of illustrating the concept of discriminatory characteristics,
some example datasets are presented in the following. As a first example, Fig-
ure 1.3 shows some synthetic time series extracted from the CBF dataset [2].
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LEARNING

ALGORITHM

CLASSIFIER?

DATASET

NEW TIME SERIES PREDICTED CLASS

Fig. 1.2: Scheme of TSC.

This dataset contains three classes: Cylinder, Bell and Funnel. As it can be
seen, there are three shapes or patterns and each pattern determines a class.
This problem may seem simple since the classes are visually distinguishable.
However, making a classifier understand our visual perception is not straight-
forward. For example, the time series that belong to the Cylinder class share
the same pattern, but it can be seen that the width and location of the pat-
tern are not the same in the two time series. More specifically, these patterns
have two types of time distortions: warp, which modifies the width of a pat-
tern, and shift, which modifies the position of a pattern [4]. In this case, the
discriminatory characteristic is the shape of a time series, regardless of the
width and position of this shape.

The discriminatory characteristics of a problem, however, may not be so
evident in many cases. As a second example, we introduce the GunPoint
dataset [2], which is a human activity recognition problem set up in a simu-
lated controlled environment. In this dataset, the time series represents the
x-axis of a movement made by a person doing a certain exercise, captured by
a sensor. This movement consists of rising a gun from the hip, pointing it at
a target, and bringing the gun back to the hip. Some of the people raise a
real gun, while others are asked to replicate the movement without a gun, i.e.,
rising and pointing at a target with a finger. As such, this dataset contains
two classes, Gun and Point, and the goal is to discriminate between these
two types of movements. Figure 1.4 shows three example time series from
each class. In this case, the main pattern of the time series is very similar in
both classes, so it is not straightforward to visually discriminate between the
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Fig. 1.3: Time series that belong to CBF dataset from the UCR repository
[2].

classes. It can be seen that the height or scale of the time series could be a
possible characteristic to discriminate between the classes, since, in the exam-
ples displayed in Figure 1.4, the time series from the Gun class are slightly
lower than those in the Point class. At the same time, the part in which the
person rises the gun (the interval from t = 10 to t = 50, approximately) seems
to have a little step in the time series from the Gun class, which could also
be used to identify the time series that belong to this class.

Fig. 1.4: Time series that belong to GunPoint dataset from the UCR
repository [2].

In TSC, since these discriminatory characteristics enable to differenti-
ate between the classes, time series classifiers focus on obtaining information
about them from the training set [8]. In the next section, a background on
time series classifiers is provided, in which two taxonomies of the different
methods are presented.
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1.1.2 Time series classifiers

The first attempts to deal with TSC focused on proposing specific distance
measures for time series and exploiting them within basic distance based clas-
sification methods, such as the k-Nearest Neighbor (k-NN) classifier. The Dy-
namic Time Warping (DTW) [10] distance is one of the first distance measures
of this sort. The DTW is an elastic measure that makes non-linear alignments
between series in order to deal with distortions in the time axis, such as time
warping and shifting.

Given two time series T1 and T2, the underlying idea of the DTW distance
is to find the optimal alignment between them by allowing flexible alignments
in the time axis. For this, as shown in Figure 1.5a, the point-wise (usually
Euclidean) distance matrix between T1 and T2 is computed, and the optimal
alignment is defined as the path within this matrix that minimizes the cumu-
lative distance under certain conditions [10]. The optimal path is found by
using a recursive dynamic programming formulation. The optimal alignment
between the two time series is shown the example in Figure 1.5b.

(a) The optimal path in the distance
matrix.

(b) The optimal alignment between
the two time series.

Fig. 1.5: Visualization of the DTW alignment between two time series from
the GunPoint dataset. These plots have been computed employing the dtw

package [11].

For a long time, the k-NN classifier together with the DTW was an un-
beatable classifier in the TSC community [12]. Given the success of the DTW,
several new distance measures were proposed afterward, which are computa-
tionally faster or handle other characteristics of the time series. Some popular
examples of these distance measures include the Longest Common Subse-
quence (LCSS) [13], Time Warp Edit (TWE) [14] or Move-Split-Merge (MSM)
[15] measures, but the list of existing distance measures nowadays is extremely
long [8].

These distance measures are used within a distance based classification
method, which, in the TSC community, is the most popular approach. Initially,
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those distance measures were employed exclusively with the k-NN method,
but new distance based classification methods have also been arisen to exploit
their strengths. Kate et al. [16], for instance, propose a highly competitive
method in which the time series are represented by their DTW distances with
respect to the time series in the training set. Another example consists of using
the distance measures to construct kernels for time series [17], and employing
them within kernel based methods, such as the well known Support Vector
Machine (SVM) [18].

In addition to distance based methods, new approaches for classifying time
series have also been proposed in the past few years. As such, the heterogeneity
of classifiers has considerably increased, and this has led to many different
ways to categorize the existing methods. In a first attempt to organize the
existing methods, Xing et al. proposed to divide the time series classifiers
into three groups, depending on how the time series are treated within the
classifier:

• Feature based classifiers: in these methods, the time series are trans-
formed into feature vectors and then classified by a conventional classifier
such as a neural network or a decision tree. Some methods for feature ex-
traction include spectral methods such as the Discrete Fourier Transform
(DFT) [19] or the Discrete Wavelet Transform (DWT) [20].

• Model based classifiers: these classifiers assume that all the time series
in a class are generated by the same underlying model, and thus a new
series is assigned with the class of the model that fits the best. Some
model based approaches are formed using auto-regressive models [21, 22]
or hidden Markov models [23], among others.

• Distance based classifiers: distance based methods are those in which
a (dis)similarity measure between series is defined, and then these dis-
tances are introduced in some manner within distance based classification
methods such as the k-NN or SVMs. Some examples of these methods
include the already mentioned 1-NN-DTW or 1-NN-LCSS.

Recently, Bagnall et al. [8] proposed a categorization that groups the ex-
isting classifiers depending on the type of discriminatory characteristics each
approach focuses on. They divide the existing classifiers into five main cate-
gories: whole series classifiers, interval classifiers, shapelet based, dictionary
based classifiers, and combinations. In the following, a brief description of the
classifiers in each category is provided, including an overview of the discrimi-
natory characteristics each type of classifier focuses on.

• Whole series: the classifiers in this group employ specific distance mea-
sures to compare whole time series. They are especially suitable for prob-
lems in which the discriminatory characteristic of the series is the shape
of the time series, that appear over the whole series. For example, in the
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dataset shown in Figure 1.6, this type of classifier should perform espe-
cially well because the discriminatory characteristic is the shape of the
time series, even if it is warped and shifted. Some popular examples of
these classifiers are the already mentioned 1-NN-DTW or 1-NN-MSM [15].

Class 1 Class 2

Fig. 1.6: An illustrative example of a dataset type in which the classifiers in
the whole series category should perform specially well. The discriminatory
characteristic is the shape of whole the time series, regardless the width and

location of the pattern.

• Interval classifier: these methods extract features from different inter-
vals of the series and build a tree on this representation. As such, instead
of employing the whole series, the classifiers in this category focus lo-
cal characteristics. In particular, they focus on some intervals in specific
timestamps (location-dependent) of the series. They are appropriate for
problems in which a particular subsequence of the series situated in a
specific location is discriminatory. As shown in the example of Figure 1.7,
this pattern can be the same in different classes, but the location of the
pattern is a key aspect to distinguish between the classes. Some example
classifiers in this category are the Time Series Forest (TSF) [24] or the
Learned Pattern Similarity (LPS) [25].

• Shapelet based classifiers: the shapelets [26] are discriminatory subse-
quences that are representatives of the classes. In this type of methods,
shapelets are extracted or learned from the training dataset and the pre-
diction is made based on the minimum distances between the series and
the shapelets. As shown in the example in Figure 1.8, shapelet based
classifiers focus on location-independent subsequences of the series, i.e.,
discriminatory patterns that may appear in different locations in the time
series within a given class. The most popular shapelet based classifiers are
the Fast Shapelets (FS) [27] and the ST [28].
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Class 1 Class 2

Fig. 1.7: An illustrative example of a dataset type in which interval based
classifiers should perform specially well. The discriminatory characteristic is

the highlighted pattern and the position in which it is located in all the
series from the same class.

Class 1 Class 2

Fig. 1.8: An illustrative example of a dataset type in which shapelet based
classifiers should perform specially well. The discriminatory characteristic is

a local shape that is representative of the class membership, and the
location of this pattern in the series from one class is not relevant.

• Dictionary based classifiers: These methods convert the intervals of
the time series into words using a discretization technique and represent
the time series by the histogram of the frequencies of these words. This
type of classifier focus on global discriminatory characteristics. As such,
as shown in Figure 1.9, rather than focusing only on the presence or
absence of a particular pattern, the classifiers in this category focus on
the frequency or repetitions in which a pattern appears within a series.
Some examples of this type of classifier are the Bag of Patterns (BOP)
[29] and BOSS [30].
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Class 1 Class 2

Fig. 1.9: An illustrative example of a dataset type in which dictionary based
classifiers should perform specially well. The discriminatory characteristic in
this dataset is the number of repetitions of a given pattern, regardless of the

location. Note that, in this example the patterns are identical in both
classes, which is not necessary.

• Combinations: Some classifiers combine two or more of the above men-
tioned approaches in ensemble methods. Given the hybrid nature of the
ensembles, this type of methods usually perform very well in many types
of problems but require extreme computational costs. Some examples of
this type of classifiers are the Dynamic Time Warping Features (DTW F)
[16] or the COTE ensemble [31].

In the original taxonomy presented by Bagnall et al. [8], the authors in-
cluded another category called model based classifiers. However, they stated
that this type of classifiers are not included in their review and experimen-
tation due to several reasons, such as the lack of available code and the low
performance compared with other state-of-the-art classifiers.

Note that the distance based (in the first taxonomy) and the whole series
(in the second taxonomy) categories share many classifiers but are not exactly
the same. The classifiers in the whole series category are those that employ the
1-NN with different distance measures [8], while distance based methods in-
clude more classifiers that take advantage of the existing distance measures in
different ways. For example, some of the classifiers that are based on shapelets
[28], employ distances between the time series and the shapelets to classify
new series, and, thus, can be considered as distance based approaches.

1.2 Meta-learning

Meta-learning is usually described as the task of learning to learn. The main
goal of meta-learning systems is to provide automatic recommendation on
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model selection to a non-expert user. It is commonly used for classifier rec-
ommendation [32] or clustering method recommendation [33] , but it has also
been employed for hyperparameter optimization [34]. Since this dissertation is
focused on TSC, in the following section an introduction on how meta-learning
is used in a classification framework is provided.

1.2.1 Meta-learning for classifier recommendation

Meta-learning systems aim at giving advice about model selection by exploit-
ing meta-knowledge, i.e., knowledge about the learning process of a model in a
given problem [35]. A meta-learning system for classifier recommendation has
two main elements: a set of datasets and a set of classifiers. Additionally, the
accuracy obtained by the classifiers in the considered datasets is known. With
this information, the main objective is to learn a mapping between the datasets
and the performances (expressed in different manners) of the classifiers. The
general methodology of meta-learning systems for classifier recommendation
is shown in Figure 1.10.

Set of
datasets

Meta-attributes Meta-target

Simple, statistical and 
information-theoretic 

Model based 

Landmarkers

Accuracy of classi ers 

Ranking of classi ers 

Best classi er

 ...

Meta-learner

Set of
classi ers

Fig. 1.10: A schema of the general methodology of meta-learning.

Given a set of datasets, meta-knowledge (also known as meta-attributes)
is extracted from them and is used to characterize the datasets. Then, these
meta-attributes are used as input of the recommendation system. From the
accuracies of the classifiers in the datasets, a meta-target is constructed, which
is the output of the recommendation system. This meta-target can take several
forms, such as the accuracy of the classifiers in the given datasets or the index
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of the best performing classifier. If the output of the meta-learning system is
the best classifier, for instance, the user is “constrained” to use this classifier
and has no information about the rest of the classifiers. If the meta-target is
a complete ranking of all the classifiers, contrarily, the user has much more
information but, from a learning point of view, the problem becomes more
complex.

Lastly, a mapping between the datasets (characterized by the meta-
attributes) and the performance of the classifiers (described by the meta-
target) is learned by a meta-learner. This algorithm will depend on the type
of output (meta-target) that we choose: a regression model if the outputs are
classifier accuracies, a ranking-based classifier if the output is a ranking of
classifiers, etc.

The meta-attributes extracted from the datasets need to accomplish two
requirements: on the one hand, they need to be good predictors of the per-
formance of the classifiers. On the other, they need to be fast to compute,
significantly faster than applying all the classifiers to a dataset. In the liter-
ature, there are three main ways in which meta-attributes can be extracted
[35]: by employing simple, statistical and information-theoretic meta-features,
model-based meta-features, and landmarkers.

• Simple, statistical and information-theoretic [36]: this type of meta-
attributes employ descriptive statistics or information-theoretic measures
extracted from the datasets, such as class entropy, to describe the datasets.
As pointed out in [35], this characterization type has been widely employed
in the literature, with highly competitive results. However, a major draw-
back is that these meta-attributes are designed for a standard classification
framework in which the instances are feature vectors. Hence, do not take
the temporal information contained in time series into account.

• Model based [37]: this type of meta-attributes are defined by parame-
ters or characteristics found when applying a given classifier to a dataset.
For instance, if a decision tree is used to classify the instances of a given
dataset, some characteristics of the learned tree, such as the depth, can
be used to describe the dataset. Model based meta-attributes generalize
better to different types of data, since specific models (time series clas-
sifiers, in our case) can be used in each situation. However, this type of
meta-attributes require to train a model and (in some cases) to tune the
hyper-parameters, which can be computationally very expensive [38].

• Landmarkers [39, 40]: landmarkers are based on the idea that the ac-
curacy obtained by fast and simple classifiers can be used to predict the
performance of other computationally more expensive classifiers. As such,
for each of the classifiers considered in the meta-learning problem, the cor-
responding landmarker is a quick estimator of the accuracy obtained by
the classifier in a given dataset. These estimators are generally obtained
in two manners [35]:
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– Algorithm reduction [41]: this technique consists of running simplified
versions of the candidate classifiers. This can be done, for example,
by reducing the range of search of the hyper-parameters.

– Dataset reduction [42]: this procedure consists of estimating the per-
formance of a candidate classifier by running the original classifier in
a subsample of the data. The landmarkers obtained by this technique
are also known as subsampling landmarkers.

The advantage of this meta-attribute type is that it can be designed to
characterize any type of data and can be used for any type of classifier.

1.2.2 Meta-learning for time series

Despite its potential, the relationship between meta-learning and time series is
almost non-existent in the literature. As far as we know, the few methods that
exploit meta-learning for time series data are focused on forecasting method
recommendation [43, 44, 45, 46]. Note that the meta-attributes introduced in
the previous section are meta-attributes to characterize classification prob-
lems, i.e., problems that contain many instances. In forecasting, by contrast,
a problem consists of a single time series, so the characterization can be more
easily addressed. In the mentioned works, specific characteristics of time se-
ries are employed as meta-attributes, such as the trend, the seasonality or the
kurtosis.

In [47], instead, a characterization for unsupervised time series datasets is
proposed for automatic similarity measure selection for time series clustering.
For this, the authors propose a set of specific meta-attributes for unsupervised
time series datasets, such as the mean cross-correlation or the mean shift
between each pair of time series.

Regarding the scope of this work, TSC, to the best of our knowledge, no
recommendation system has been proposed. In particular, there is no specific
characterization in the literature for supervised time series datasets.

1.3 Explainability

Over the years, the main trend in data mining research has focused on propos-
ing novel, more accurate, and usually more complex models. The first models
were transparent and interpretable (the decision making process was under-
standable for humans), but in the past few years, with the advent of deep
learning models, most of the state-of-the-art methods are often opaque. Even
if a model obtains a good performance in a given problem, being able to un-
derstand and interpret the decision making process is a key aspect to trust
the model.

In order to deal with this issue, a new field of research, called Explainable
Artificial Intelligence (XAI) [48], has emerged in recent years. Explainability
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can be defined as the task of finding a relation between the input data and the
prediction of a model, in such a way that a human can understand or visualize
this relation. For image data, for instance, the explanation of a model for a
given instance is usually shown as a saliency map [49], where each pixel is
colored depending on its relevance in the output of the model (as shown in
the example in Figure 1.11). The explanations displayed in the figure show
that the most relevant regions for dog breed classification are the faces. This
reasoning agrees with the human perception and gives confidence to the model.

Airedale Schnauzer Boston bull

Fig. 1.11: Examples of explanations obtained for dog breed classification
with the ResNet-CAM model [49]1. Each pixel is coloured depending on the

relevance in the prediction of the classifier (the red color indicates high
relevance, while the blue color indicates low relevance.)

Explainability has become one of the main challenges in the data mining
research community due to two main reasons: firstly, it can help experts to
better understand the relationship between the input and output data of their
problem. For example, in a medical scenario in which a model predicts that a
patient will suffer from flu, an explanation method can reveal which are the
symptoms that led to the prediction [50, 51]. Secondly, it has been shown that
explanations can help the researchers or experts to detect wrong reasoning in
classification problems [52].

With the aim of organizing the existing explanation methods, Du et al.
[53] propose to categorize the approaches following two main criteria: model-
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dependence and scope. Regarding the model-dependence, a method can be
model-dependent (also known as intrinsic) or model-independent (also called
agnostic). Intrinsic explanations are obtained directly from the model and, as
can be seen in several surveys [53, 54, 55, 56], most of the existing explanation
methods are of this type. Some examples of intrinsic explanations include the
Grad-CAM explainer for image classification with Neural Networks [57] or the
ExplainD method for Support Vector Machines with tabular data [58].

Note that intrinsic methods are limited to the particular model they are
designed for. As such, agnostic methods, i.e., methods that separate the expla-
nation from the model and can be used to explain any model, have powerfully
emerged in the past few years. Some examples of agnostic methods are the
Anchors [59] or the LIME method [51].

Regarding the scope of the explanation methods, the methods can provide
global or local explanations. Global explanations provide an understanding of
the whole logic of a classifier, such as the importance of each feature for the
prediction. An example of a global explanation method is presented in [60],
in which a model agnostic iterative algorithm is used to find the relevance
of each attribute in the prediction of a given classifier. Local explanations,
instead, focus on individual instances and provide a specific explanation for
each instance. All the examples of intrinsic and agnostic methods provided in
the previous paragraphs [51, 57, 58, 59] are local explanation methods.

Since this dissertation is focused on TSC, a brief overview of the existing
explanation methods for time series classifiers is introduced in the next section.

1.3.1 Explanation methods for time series

In the field of TSC, the growing interest in explainability has been materialized
in several ways. As pointed out in the recent review [56], several intrinsic
methods for explaining time series classifiers [61, 62, 63, 64, 65, 66, 67] have
been proposed, some of them focused on explaining deep learning models
[64, 65, 66, 67].

Concerning the intrinsic methods for explaining non-deep learning models,
two main approaches can be distinguished. On the one hand, in [61, 63], the
time series are represented in other symbolic spaces, for example by using a
discretization based on bag of words, and a classifier that reports the relevance
of each dimension is learned in those spaces. This information is then trans-
lated to the original temporal space, and an explanation that quantifies the
relevance of each region of the series in the prediction is obtained. An example
of the explanation provided by [63] is shown in Figure 1.12. On the other hand,
in [62], shapelets are used to obtain an explanation of the Random Shapelet
Forest (RSF) [68] classifier. In this method, small modifications are applied
to the original time series until the classifier changes its decision. In this way,
the explanation is not given in the form of the relevance of each region of the

1 Images obtained from https://github.com/alexisbcook/ResNetCAM-keras.

https://github.com/alexisbcook/ResNetCAM-keras
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series in the prediction, but in the form of a minimum transformation that
changes the prediction.

In the case of intrinsic methods for explaining deep learning models, these
methods generally employ a specific layer of the architecture, called the Class
Activation Map (CAM), to induce the explanations. In [65], a review of this
type of explanations is carried out. The explanation obtained by those meth-
ods is similar to that shown in Figure 1.12, in which the relevance of each
region of the series in the prediction is visualized.

Fig. 1.12: An explanation obtained for two time series from the Coffee
dataset by the method proposed in [63].

Even if most of the effort in TSC explanation has been focused on intrinsic
methods, the weakness of this type of explanation is that it is limited to
provide explanations of a specific classifier. As mentioned previously, agnostic
explanations overcome this limitation. To the best of our knowledge, two
agnostic methods have been proposed for TSC [69, 70].

In [69, 70], an agnostic local explanation method is presented by adapting
one of the most popular perturbation-based approaches, Local Interpretable
Model-agnostic Explanations (LIME) [51], to time series. The LIME method
consists of locally approximating the classifier in the neighbourhood of the
time series whose prediction will be explained. To this end, a synthetic neigh-
bourhood is generated around the instance subject to explanation by per-
turbing it, i.e., by applying small modifications. The original method was de-
signed for a standard classification framework and, hence, the perturbations
are applied to the different dimensions or variables of the instance. Then, the
explanation is obtained by measuring, for each feature, how the perturbation
influences the prediction. In this sense, the main idea is that a feature is con-
sidered relevant for the prediction if a small modification of the value of this
variable changes the prediction.

The adaptation to time series is carried out by, instead of applying pertur-
bations to variables, applying perturbations to intervals [69, 70] of the time
series. In both works, these modifications consist of replacing the given in-
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terval(s) with another subsequence, such as an interval of random noise, the
linear interpolation, or other subsequences extracted from the time series of
the training set.

1.4 Data and software sources

In order to carry out high quality contributions in any field of research, it
is important to have a unified and publicly available framework for 1) re-
producibility and 2) fair evaluation and comparison of methods. For this, in
our field, the first required resource is a public data repository that allows
the different proposed methods to be fairly compared under the same condi-
tions (same data, in this case). In TSC, many efforts have been made in this
regard and Bagnall et al. [2] created a public repository of supervised time
series datasets called “The UEA & UCR Time Series Classification Reposi-
tory”. This archive includes 128 univariate and 30 multivariate datasets, with
a great variety of application domains, time series lengths, and number of
classes.

Another aspect to be considered when performing a fair evaluation and
comparison of different methods is the computational cost of a given method,
which highly depends on the implementation itself and, in particular, on the
programming language. In TSC, Bagnall et al. [8] made the first attempt
in the direction of unifying implementations of time series classifiers, and
implemented several benchmark methods in a Weka-compatible Java toolbox,
called tsml [71]. Recently, a unified framework for machine learning with time
series was implemented in Python, sktime (and the extension for deep learning
sktime-dl) [72], that is a scikit-learn compatible tool that includes many time
series classifiers.

In this dissertation, we will perform the corresponding evaluations em-
ploying the time series datasets from the UCR repository and the classi-
fiers implemented in the tsml, sktime and sktime-dl toolboxes. In addition,
with the aim of supporting open access research, all the code developed
for the contributions presented in this dissertation is publicly available in
https://gitlab.bcamath.org/aabanda.

1.5 Overview of the dissertation

In this dissertation, we present three contributions to the area of TSC. As in-
troduced in Section 1.1, the main trend in TSC has been to propose novel and
more accurate classifiers, and nowadays the number of available competitive
classifiers is considerably large .

However, less effort has been made to study the similarities and differ-
ences of the state-of-the-art methods and it is difficult to have a global idea
of the current outlook of the field. Moreover, in most cases, there is a lack

https://gitlab.bcamath.org/aabanda
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of understanding of the behavior of the classifiers. With this in mind, the
three contributions presented in this dissertation are focused on providing
knowledge about the current state-of-the-art time series classifiers.

Firstly, note that, even if there are many ways to classify time series,
distance based approaches are among the most popular methods. Together
with the growing number of distance measures for time series, new manners
(apart from the k-NN method) to exploit these distances within a classification
framework have been proposed. The existing literature about distance based
methods is unorganized and it is hard to draw a general idea of the current
state-of-the-art distance based methods. As such, the first objective of this
dissertation, addressed in Chapter 2, is:

Objective 1:

To provide a general taxonomy and review of distance based TSC
methods.

We propose to categorize the existing approaches into three categories:
those that use the distance together with k-NN, those that transform the
series into feature vectors using distances, and those in which the distances
are employed to obtain kernels for time series. We will see that converting the
time series into feature vectors by a distance based representation can be seen
as a preprocessing step, which bridges the gap between standard classifiers and
time series data. Regarding the approaches that convert distances into kernels,
we will see that a kernel, by definition, need to be a positive semi-definite
function, and we will organize the proposed methods for TSC depending on
how each approach handles this condition. We will comprehensively analyze
each method, stressing its advantages, drawbacks and computational cost.

With the aim of overcoming the limitations of distance based classifiers,
other approaches that focus on different characteristics of the series have been
proposed (see Section 1.1.2). Bagnall et al. [8] stated that the methods in each
of the proposed categories should be especially suitable to a particular type
of problem or dataset. However, even if some studies have been carried out
in this direction [73], this correlation has never been proved. Hence, given the
heterogeneous and growing set of available classifiers, from a pragmatic user’s
point of view, choosing a suitable classifier for a given problem is a difficult
task. Moreover, due to the computational cost of the process, applying all the
classifiers to a given problem and choosing the most suitable method based
on the obtained performances becomes an unrealistic approach. In this way,
in Chapter 3, we will address the second objective of this dissertation:

Objective 2:

To propose a time series classifier recommendation system.
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Our proposal is the first recommendation system for TSC in the literature,
and we will follow a meta-learning approach for this. In our framework, 24
state-of-the-art time series classifiers will be considered, and the time series
datasets will be characterized by employing landmarkers, based both on al-
gorithm reduction and dataset reduction. In preliminary experiments, we will
show how the accuracies obtained by the proposed landmarkers are highly
correlated with the accuracies obtained by the original corresponding classi-
fiers, while the landmarkers are much faster to compute. For the output of the
recommendation system, five meta-targets will be considered: classifier accu-
racies, complete ranking, top-M ranking, best set, and best classifier. For each
meta-target type, two specific meta-learners are considered, depending on the
output data type. Given that this is the first time a time series classifier rec-
ommender is proposed, these meta-learners are compared with two baseline
methods we propose, which our method outperforms significantly. Moreover,
since some meta-targets are more fine-grained than others, we will exploit this
relation.

Even if the second contribution helps us select a classifier for a given
problem, many of the considered classifiers are complex in nature and difficult
to explain. Indeed, understanding the relationship between the characteristics
of a time series and the decision of a classifier is still an open question for
many state-of-the-art classifiers. As mentioned in Section 1.3.1, some agnostic
explanation methods for TSC [69, 70] have already been proposed. However,
the main drawback of these methods is that the perturbations considered for
creating the neighborhood of an instance are not realistic. For instance, if
a time series represents the electricity consumption of a country (as in the
ItalyPowerDemand dataset from the UCR repository [2]), replacing a given
interval of the series by random noise does not produce a realistic time series.
In particular, the generated neighbour does not have a semantic meaning,
since an interval of random noise can not be interpreted from a point of view
of electricity consumption. As such, the third objective of this dissertation,
presented in Chapter 4, is:

Objective 3:

To propose an ad-hoc model-agnostic explanation method for time
series classifiers, in which the perturbations considered are realistic
for time series.

For this, we will follow the perturbation based approach employed in [69,
70], but the four perturbations (or transformations) considered are specific for
time series: warp, scale, noise, and slice. Our method provides explanations at
two levels: in the higher-level, the robustness of a classifier’s prediction with
respect to a given transformation is measured, while in the lower-level, the
relevance of each region of the series in the prediction is computed.



For this, given a time series and a perturbation, we will create a synthetic
neighbourhood of the time series by applying these transformations to random
intervals of the series. We will define the robustness of a classifier with respect
to a transformation by quantifying the percentage of neighbours for which
the classifier changes the prediction. Then, we will identify the regions of
the time series in which performing a perturbation will result in a change of
prediction. In this way, we will consider that a region of the series is relevant
for the prediction (with respect to a transformation) if a perturbation in
this region changes the classifier’s prediction. Our explanation method will be
evaluated both qualitatively and quantitatively. For the qualitative evaluation,
we will take advantage of the semantic meaning of the time series to visually
validate our proposal in 2 benchmark datasets. The quantitative evaluation,
instead, consists of an adaptation of the evaluation methodology proposed
in [74] to our framework. The experimentation, carried out in 4 datasets and
employing 3 benchmark classifiers, clearly shows that our explanation method
is informative in almost all the considered combinations of dataset-classifier-
transformation.

Lastly, the main conclusions drawn within this dissertation are presented
in Chapter 5. We will also review the possible future directions of research,
together with the main achievements of this dissertation, including journal
and congress publications.
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A Review on Distance based Time Series
Classification

2.1 Introduction

In the field of TSC, as mentioned in Section 1.1, most of the research has
been focused on distance based approaches. Given the popularity and com-
petitiveness of the 1-NN-DTW method, distance based classification has been
oriented to defining different types of distance measures and then exploiting
them within k-NN classifiers. Due to the temporal (ordered) nature of the
series, the high dimensionality, the noise, and the possible different lengths of
the series in the database, the definition of a suitable distance measure is a
key issue in distance based TSC.

One of the ways to categorize time series distance measures is shown in
Figure 2.1; Lock-step measures refer to those distances that compare the ith
point of one series to the ith point of another (e.g., Euclidean distance), while
elastic measures aim to create a non-linear mapping in order to align the
series and allow comparison of one-to-many points (e.g., DTW [10]). These
two types of measures consider the important aspect to define the distance
is the shape of the series, but there are also structure based or edit based
measures, among others [4]. In this sense, different distance measures are able
to capture different types of dissimilarities, and, even if in theory there is a
best distance for each case [75], in practice it is hard to find it. Nevertheless,
the experimentation in [4, 9, 12, 76, 77, 78, 79] has shown that, on average,
the DTW distance seems to be particularly difficult to beat.

One of the simplest ways to exploit a distance measure within a classi-
fication process is by employing k-NN classifiers. One could expect that a
more complex classifier would outperform the performance of the 1-NN and,
as such, the bad performance of these complex classifiers may be attributed
to the inability of the classifiers to deal with the temporal nature of the series
using the default settings. On the other hand, it is known that the under-
lying distance is crucial to the performance of the 1-NN classifier [80] and,
hence, the high accuracy of 1-NN classifiers may arise from the efficiency of
the time series distance measures -which take into consideration the temporal
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Fig. 2.1: Mapping of Euclidean distance (lock-step measure) vs. mapping of
DTW distance (elastic measure) [76].

nature- for classification. In this way, methods that exploit the potential of
these distances within more complex classifiers have emerged in the past few
years [16, 81, 82], achieving performances that are competitive or outperform
the classic 1-NN.

These new approaches aim to take advantage of the existing time series
distances to exploit them within more complex classifiers. We have differenti-
ated between two new ways of using distance measures in the literature: the
first employs the distance to obtain a new feature representation of the series
[16, 28, 83], i.e., a representation of the series as an order-free vector, while
the second uses the distance to obtain a kernel [17, 82, 84], i.e., a similarity
between the series that will then be used within a kernel method. Both ap-
proaches have achieved competitive classification results and, thus, different
variants have arisen [85, 86, 87]. The purpose of this review is to present a
taxonomy of all those methods which are based on time series distances for
classification. At the same time, the strengths and shortcomings of each ap-
proach are discussed in order to give a general overview of the current research
directions in distance based TSC.

The rest of the Chapter is organized as follows: in Section 2.2 the taxonomy
of the reviewed methods is presented, as well as a brief description of the
methods in each category. In Section 2.4 a discussion on the approaches in
the taxonomy is presented, where we draw our conclusions and specify some
future directions.

2.2 A taxonomy of distance based time series
classification

As mentioned previously, the taxonomy we propose intends to include and
categorize all the distance based approaches for TSC. A visual representation
of the taxonomy can be seen in Figure 2.2. From the most general point
of view, the methods can be divided into three main categories: in the first
one, the distances are used directly in conjunction with k-NN classifiers; in
the second one, the distances are used to obtain a new representation of the
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series by transforming them into features vectors, while in the third one, the
distances are used to obtain kernels for time series.

Distance 
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Fig. 2.2: A visual representation of the proposed taxonomy of distance based
time series classification methods.

2.2.1 k-Nearest Neighbour

This approach employs the existing time series distances within k-NN classi-
fiers. In particular, the 1-NN classifier has mostly been used in TSC due to
its simplicity and competitive performance [78, 88]. Given a distance measure
and a time series, the 1-NN classifier predicts the class of this series as the
class of the object closest to it from the training set. Despite the simplicity of
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this rule, a strength of the 1-NN is that as the size of the training set increases,
the 1-NN classifier guarantees an error lower than two times the Bayes error
[89]. Nevertheless, it is worth mentioning that it is very sensitive to noise in
the training set, which is a common characteristic of time series datasets. This
approach has been widely applied in TSC, as it achieves, in conjunction with
the DTW distance, the best accuracies achieved on many benchmark datasets.
As such, quite a few studies and reviews include the 1-NN in the time series
literature [8, 76, 79, 90], and hence, it is not going to be further detailed in
this review.

2.2.2 Distance features

In this group, we include the methods that employ a time series distance mea-
sure to obtain a new representation of the series in the form of feature vectors.
In this manner, the series are transformed into feature vectors (order-free vec-
tors in RN ), overcoming many specific requirements that are encountered in
TSC, such as dealing with ordered sequences or handling instances of dif-
ferent lengths. The main advantage of this approach is that it bridges the
gap between TSC and conventional classification, enabling the use of general
classification algorithms designed for vectors, while taking advantage of the
potential time series distances. In this manner, calculating the distance fea-
tures can be seen as a preprocessing step, thus, the transformation can be
used in combination with any classifier. Note that even if these methods also
obtain some features from the series, they are not considered within feature
based TSC, but within distance based TSC. The reason is that the methods
in feature based TSC obtain features that contain information about the se-
ries themselves, while distance features contain information relative to their
relation with the other series. Three main approaches are distinguished within
this category: those that directly employ the vector made up of the distances
to other series as a feature vector, those that define the features using the
distances to some local patterns, and those that use the distances after em-
bedding the series into some vector space.

2.2.2.1 Global distance features

The main idea behind the methods in this category is to convert the time
series into feature vectors by employing the vector of distances to other series
as the new representation. Firstly, the distance matrix is built by calculating
the distances between each pair of samples in the training set, as shown in
Figure 2.3. The number of time series in the training set is ntr. Then, each
row of the distance matrix is used as a feature vector describing a time series,
i.e., as input for the classifier. It is worth mentioning that this is a general
approach (not specific for time series) but becomes specific when a time series
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distance measure is used. Learning with the distance features is also known as
learning in the so-called dissimilarity space [91]. For more details on learning
with global distance features in a general context, see [91, 92, 93, 94].

D

Training set Distance matrix

Classi

Fig. 2.3: A visual representation of the global distance features method.

Even if learning with distance features is a general solution, it is particu-
larly advantageous for time series; the distance to each series is understood as
an independent dimension and the series can be seen as vectors in a Euclidean
space. This new representation enables the use of conventional classifiers that
are designed for feature vectors, while it takes advantage of the existing time
series distances. However, learning from the distance matrix has some impor-
tant drawbacks; first, the distance matrix must be calculated, which may be
costly depending on the complexity of the distance measure. Then, once the
distance matrix has been calculated, learning a classifier may also incur large
computational cost, due to the possible large size of the training set. Note
that in the prediction stage, the consistent treatment of a new time series is
straightforward -just the distances from the new series to the series in the
training set have to be computed- but it can also become computationally
expensive depending on the distance measure. Henceforth, given a distance
measure D, we will refer to the methods employing the corresponding distance
features as DFd .

After this brief introduction of the distance based features, a summary
of the methods employing them is now presented. In [84], the authors made
the first attempt at investigating the feasibility of using a time series dis-
tance measure within a more complex classifier than the k-NN. In particular,
they aimed at taking advantage of the potential of SVMs on the one hand,
and of DTW on the other. First, they converted the DTW distance mea-
sure into two DTW based similarity measures, shown in equation (2.1). Then,
they employed the distance features obtained from these similarity measures,
DFGDTW and DFNDTW , in combination with SVMs for classification.
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GDTW (Ti, Tj) = exp
(
−DTW (Ti, Tj)2

σ2

)
(2.1)

NDTW (Ti, Tj) = −DTW (Ti, Tj)

where σ > 0 is a free parameter and Ti, Tj are two time series. They concluded
the new representation in conjunction with SVMs is competitive with the
benchmark 1-NN with DTW.

In [81], the authors introduced a Two-step DTW-SVM classifier where the
DFDTW are used in order to solve a multi-class classification problem. In the
prediction stage, the new time series is represented by the distance to all the
series in the training set and a voting scheme is employed to classify the series
using all the trained SVMs in a one-vs-all schema. They concluded that even
if DFDTW achieves acceptable accuracy values, the prediction of new time
series is too slow for real world applications when the training set is relatively
big.

Additionally, based on the potential of using distances as features for TSC,
Kate et al. [16] carried out a comprehensive experimentation in which different
distance measures are used as features within SVMs. In particular, they tested
not only DFDTW but also a constrained version DFDTW−R (a window-size
constrained version of DTW which is computationally faster [95]), features
obtained from the Euclidean distance DFED and also concatenations of these
distance features with other feature based representations. In their experimen-
tation, they showed that even the DFED, when used as features with SVMs,
outperforms the accuracy of 1-NN classifier based on the same Euclidean dis-
tance. An extension of [16] was presented in [96], who argued that not all
relevant features can be described in the time domain (frequency domain can
be more discriminative, for example) and added new representations to the set
of features. Specifically, they generalized the concept of distance features to
other domains and employed four different representations of the series with
six different distance measures, giving rise to 24 distance features. For each
representation of the series Ri, i = 1, . . . , 4, they computed six different dis-
tance features DFRid1

, . . . ,DFRid6
. In their experimentation on 85 datasets from

UCR, they showed that using representation diversity improves the classifi-
cation accuracy. Finally, in their work about early classification of time series,
[97] benefit from Euclidean distance features DFED in order to classify the
series with SVMs and Gaussian Processes [98].

Recently, Wu et al. proposed another distance feature approach for TSC
[99] which is based on Random Features [100] approximation. Following the
methodology of the D2KE kernel [101] discussed in Section 2.2.3, the authors
exploit the idea of randomly sampled time series and employ the distances
from the original series to the random series as features: DFRF . The ran-
dom series are defined by S segments -where the length S is a user-defined
parameter-, each segment associated with a random number. The idea is that
these random series can be interpreted as the possible shapes of the time se-
ries. In the experiments carried out on 16 UCR datasets, they compare their
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representation -in combination with SVMs- against 6 state-of-the-art distance
based classification methods. In particular, they propose two variants of their
method: the first employs a large number of random series, while the second
employs a small number. The experimentation shows that the first approach
outperforms the accuracies of the baseline methods but incurs in large com-
putational times, while the second obtains comparable accuracies in less time
(reducing the time complexity from quadratic to linear).

With the aim of addressing the limitation of the high computational cost of
the DTW distance, Goebel et al. [102] proposed the use of a fast lower bound
for the DTW algorithm, called LB Keogh [103]. Employing DFLB Keogh with
SVMs, Janyalikit et al. showed in their experimentation on 47 UCR datasets
that their method speeds the classification task up by a large margin, while
maintaining the accuracies comparing with the state-of-art DFDTW−R pro-
posed in [16].

As previously mentioned, another weakness of using distances as features
is the high dimensionality of the distance matrix, since for n instances a n×n
matrix is used as the input to the classifier. In view of this, Goebel et al.
[104] proposed a dimensionality reduction approach using Principal Compo-
nent Analysis (PCA) in order to keep only those dimensions that retain the
most information. In their experimentation they compare the use of DFDTW
with the reduced version of the same matrix, DFDTW+PCA in combination
with SVMs. They showed PCA can have a consistent positive effect on the
performance of the classifier but this effect seems to be dependent of the choice
of the kernel function applied in the SVM. Note that for prediction purposes,
they transform the new time series using the PCA projection learned from the
training examples and, hence, the prediction process will also be significantly
faster.

Another dimensionality reduction approach used in these cases is proto-
type selection, employed by Iwana at el. [83]. The idea is to select a set of p
reference time series, called prototypes, and compute only the distances from
the series to the p prototypes. The authors pointed out that the distance fea-
tures let each feature be treated independently and, consequently, prototype
selection can be seen as a feature selection process. As shown in [104], this
dimensionality reduction technique not only speeds up the training phase but
also the prediction of new time series. The proposed method uses the Ad-
aBoost [105] algorithm, which is able to select discriminative prototypes and
combine a set of weak learners. They experimented with DFDTW+PROTO and
analyzed different prototype selection methods.

To conclude this section, a summary of the reviewed methods of Global
distance features for TSC can be found in Table 2.1.
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Table 2.1: Summary of global distance feature approaches

Authors Features Classifier Datasets
Gudmundsson et al. [84] DFGDT W , DFNDT W SVMs 20 UCR
Jalalian et al. [81] DFDT W SVMs 20 UCR
Kate et al. [16] DFED −DFDT W −DFDT W −R − SAX SVMs 47 UCR
Giusti et al. [96] DFR1,...,4

d1,...,6
SVMs 85 UCR

Mori et al. [97] DFED GPs, SVMs 45 UCR
Wu et al. [99] DFRF SVMs 16 UCR
Goebel et al. [102] DFLB Keogh SVMs 47 UCR
Goebel et al. [104] DFDT W +P CA SVMs 42 UCR
Iwana et al. [83] DFDT W +P ROT O Adaboost 1 (UNIPEN)

2.2.2.2 Local distance features

In this section, instead of using distances between entire series, distance to
some local patterns of the series are used as features. Instead of assuming
that the discriminatory characteristics of the series are global, the methods
in this section consider that they are local. As such, the methods in this
category employ the so-called shapelets [26], subsequences of the series that
are identified as being representative of the different classes. An example of
three shapelets belonging to different time series can be seen in Figure 2.4.
An important advantage of working with shapelets is their interpretability,
since an expert may understand the meaning of the obtained shapelets. By
definition, shapelets are subsequences and as such, the methods employing
shapelets are not a priori applicable to other types of data. However, it is
worth mentioning that the original shapelet discovery technique [26] is carried
out by enumerating all possible candidates (all possible subsequences of the
series) and using a measure based on information theory that takes O(n2l4),
where n is the number of time series and l is the length of the longest series.
Thereby, most of the work related to shapelets has focused on speeding up the
shapelet discovery process [27, 106, 107, 108] or on proposing new shapelet
learning methods [109]. However, we will not focus on that but rather on how
shapelets can be used within distance based classification.

Building on the achievements of shapelets in classification, Lines et al.
[88] introduced the concept of Shapelet Transform (ST). First, the m most
discriminative (over the classes) shapelets are found using one of the meth-
ods referenced above. Then, the distances from each series to the shapelets
are computed and the shapelet distance matrix shown in Figure 2.5 is con-
structed. Finally, the vectors of distances are used as input to the classifier.
In [88], the distance between a shapelet of length s and a time series is de-
fined as the minimum Euclidean distance between the shapelet and all the
subsequences of the series of length s. Shapelet transformation can be used
in combination with any classifier and, in their proposal, the authors exper-
imented with seven classifiers (C4.5, 1-NN, Näıve Bayes, Bayesian Network,



2.2 A taxonomy of distance based time series classification 29

Fig. 2.4: Visual representation of two shapelets (Shap1 and Shap2) and six
time series from the Coffee dataset (UCR). These shapelets are identified as
being representative of class membership: Shap1 belongs to class 1, as can be
seen in the three time series (T1, T2 and T3) which belong to class 1, while
Shap2 belongs to class 2, as can be seen in the three time series (T4, T5 and

T6) which belong to class 2.

Random Forest, Rotation Forest and SVMs) and 26 datasets, showing the
benefits of the proposed transformation.

D

Training set

Classi er

Shap 1 Shapm

Shapelet distance matrix

Fig. 2.5: Example of the local distance features methods using ST.

Hills et al. [28] provided an extension of [88] that includes a comprehen-
sive evaluation which analyzes the performance of the seven aforementioned
classifiers using the complete series and the ST as input. As such, the authors
concluded that the ST gives rise to improvements in classification accuracy
in several datasets. In the same line, Bostrom et al. [110] proposed another
shapelet learning strategy (called binary ST ) and evaluated their ST in con-
junction with an ensemble classifier on 85 UCR datasets, showing that it
clearly outperforms conventional approaches of TSC.
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Recently, Li & Lin [2018] proposed another approach that exploits time
series distances in a novel way: their method maps the series into a specific
dissimilarity space in which the different classes are effectively separated. This
specific dissimilarity space is defined based on what they call Separating Ref-
erences (SRs), which, in practice, are subsequences. These SRs are found,
by means of an evolutionary process, such that the distances between the
SRs and series belonging to different classes differs with a large margin. The
corresponding decision boundaries that split the classes in the dissimilarity
space are also found during the same process. As such, this approach does
not specifically employ distances as features but, since it is very related to the
methods in this category, it has been included. They experiment with 40 UCR
datasets showing that their Evolving Separating References (ESR) approach
is competitive with the benchmark TSC methods, being particularly suitable
for datasets in which the size of learning set is small.”

Lastly, [111] introduced another representative subsequence based ap-
proach that is similar to shapelet based methods but from a novel perspective.
Their method first transforms the real-valued series into discrete-valued se-
ries using Symbolic Aggregate approXimation (SAX) [112] and employs a
grammar induction (GI) procedure [113] to generate a pool of representative
pattern candidates. Then, it selects the most representative patterns from
these candidates and transforms them back into subsequences. Finally, the
series are represented by a vector containing the distances from the series to
these subsequences, and the classification is carried out using SVMs.A signif-
icant difference between this method, called Representative Pattern Mining
(RPM), and shapelet based methods is that, while a shapelet may be rep-
resentative of more than one class -exclusiveness is not required-, in RPM
the representative subsequences can only belong to one class. In addition, the
pattern discovery in RPM is much more efficient than the existing shapelet
discovery procedures.

To sum up, a summary of the reviewed methods that employ Local distance
features can be found in Table 2.2.

Table 2.2: Summary of Local distance feature approaches

Authors Features Classifier Datasets

Lines et al. [88] ST 7 classifiers* 18 UCR + 8 own
Hills et al. [28] ST 7 classifiers* 17 UCR + 12 own
Bostrom et al. [114] Binary ST Ensemble 85 UCR
Li et al. [115] SRs ESR 40 UCR
Wang et al. [111] RPM SVMs 42 UCR + 1 own

* C4.5, 1-NN, Näıve Bayes, Bayesian Network, Random Forest,
Rotation Forest and SVMs
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2.2.2.3 Embedded features

The methods presented until now within the Distance features category em-
ploy the distances directly to create feature vectors representing the series,
however, this is not the only way to use the distances. In the last approach
within this section, the methods using Embedded features do not employ the
distances directly as the new representation. Instead, they make use of them
to obtain a new representation. In particular, the distances are used to iso-
metrically embed the series into some Euclidean space while preserving the
distances.

The distance embedding approach is not a specific method for time series.
In many areas of research, such as empirical sciences, psychology, or biochem-
istry, it is common to have (dis)similarities between the input objects and
not the objects per se. As such, one may learn directly in the dissimilarity
space mentioned in Section 2.2.2.1, or one may try to find some vectors whose
distances approximate the given (dis)similarities. If the given dissimilarities
come from the Euclidean distance, it is possible to easily find some vectors
that approximate the given distances. This is known in literature as metric
multidimensional scaling [116]. On the contrary, if the distances are not Eu-
clidean (or even not metric), the embedding approach is not straightforward
and many works have addressed this issue in research [93, 94, 117, 118].

In the case of time series, this approach is particularly advantageous since
a vector representation of the series is obtained such that the Euclidean dis-
tances between these vectors approximate the given time series distances.
The main motivation is that many classifiers are implicitly built on Euclidean
spaces [118] and this approach aims to bridge the gap between the Euclidean
space and elastic distance measures. However, as it will be seen, the consistent
treatment of new test instances is not straightforward and it is an issue to be
considered.

As examples in TSC, the authors of [119] and [120] proposed, for the first
time, a time series embedding approach in which a vector representation of
the series is found such that the Euclidean distances between these vectors
approximate the DTW distances between the series, as represented in Fig-
ure 2.6. They applied three embedding methods: multidimensional scaling,
pseudo-Euclidean space embedding, and Euclidean space embedding by the
Laplacian eigenmap technique [121]. They experimented with linear classifiers
and a unique dataset (Australian Sign Language (ASL) [122]), in which their
Laplacian eigenmap based embedded method achieved a better performance
than the 1-NN classifier with DTW.

Another approach presented in [123] first defines a DTW based similarity
measure, called DTWS, following the relation between distances and inner
products [124] (see equation (2.2)). Then they search for some vectors such
that the inner product between these vectors approximates the given DTWS:
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Classi er

DTW

Training set Distance matrix

Approximated distance matrix Embedded vectors

Embedding

Fig. 2.6: Example of the stages of embedded distance features methods using
the approach proposed in [119].

DTWS(Ti, Tj) = DTW (Ti, 0)2 +DTW (Tj , 0)2 −DTW (Ti, Tj)2

2 (2.2)

where 0 denotes the time series of length one of value 0. Their method learns
the optimal vector representation preserving the DTWS by a gradient descent
method, but a major drawback is that it learns the transformed time series,
but not the transformation itself. The authors propose an interesting solution
to deal with the high computational cost of DTW, which consists of assuming
that the obtained DTWS similarity matrix is a low-rank matrix. As such, by
applying the theory of matrix completion, sampling only O(n logn) pairs of
time series is enough to perfectly approximate a n× n low-rank matrix [125].
However, it is not possible to transform new unlabeled time series, which
makes the method rather inapplicable in most contexts.

Finally, Lods et al. [87] presented a particular case of embedding that
is based on the shapelet transform (ST) presented in the previous section.
Their proposal learns a vector representation of the series (the ST), such that
the Euclidean distance between the representations approximates the DTW
between the series. In other words, the Euclidean distances between the row
vectors representing each series in Figure 2.5 approximate the DTW distances
between the corresponding time series. The main drawback of this approach
is the time complexity in the training stage: first all the DTW distances are
computed and then, the optimal shapelets are found by a stochastic gradient
descent method. However, once the shapelets are found, the transformation of
new unlabeled instances is straightforward, since it is done by computing the
Euclidean distance between these series and shapelets. Note that the authors
do not use their approach for classifying time series but for clustering, but since
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it is closely related to the methods in this review and their transformation
can be directly applied to classification, it has been included in the taxonomy.

As previously mentioned, an important aspect to be considered in the
methods using embedded features is the consistent treatment of unlabeled
test samples, which depends on the embedding technique used. In [120], for
instance, it is not clearly specified how unlabeled instances are treated. The
method by Lei et al. [123], on the other hand, learns the transformed data
and not the transformation, hence it is not applicable to real problems. Lastly,
in [87], new instances are transformed by computing the distance from these
new series to the learnt shapelets.

To end this section, a summary of the reviewed methods employing Em-
bedded distance features for TSC can be found in Table 2.3.

Table 2.3: Summary of embedded distance feature approaches

Authors Features Classifier Datasets

Mizuhara et al. [120] DTW distance preserving vectors Linear classifiers ASL
Lei et al. [123] DTWS similarity preserving vectors XGBoost 6 own
Lods et al. [87] DTW distance preserving ST clustering 15 UCR

2.2.3 Distance kernels

The methods within this category do not employ the existing time series
distances to obtain a new representation of the series. Instead, they use them
to obtain a kernel for time series. Before going in-depth into the different
approaches, a brief introduction to kernels and kernel methods is presented.

2.2.3.1 An introduction to kernels

The kernel function is the core of kernel methods, a family of pattern recogni-
tion algorithms, whose best known instance is the SVM [126]. Many machine
learning algorithms require the data to be in feature vector form, while kernel
methods require only a similarity function (known as kernel) expressing the
similarity over pairs of input objects [127]. The main advantage of this ap-
proach is that one can handle any kind of data including vectors, matrices, or
structured objects, such as sequences or graphs, by defining a suitable kernel
which is able to capture the similarity between any two pairs of inputs. The
idea behind a kernel is that if two inputs are similar, their output on the
kernel will be similar, too.

More specifically, a kernel κ is a similarity function

κ : X × X → R
(x, x′)→ κ(x, x′)
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that for all x, x′ ∈ X satisfies

κ(x, x′) = 〈Φ(x), Φ(x′)〉 (2.3)
where Φ is the mapping from X into some high dimensional feature space
and 〈, 〉 is an inner product. As equation (2.3) shows, a kernel κ is defined by
means of a inner product 〈 , 〉 in some high dimensional feature space. This
feature space is called a Hilbert space and the power of kernel methods lies in
the implicit use of these spaces [128].

In practice, the evaluation of the kernel function is one of the steps within
the phases of a kernel method. Figure 2.7 shows the usage of the kernel func-
tion within a kernel method and the stages involved in the process. First,
the kernel function is applied to the input objects in order to obtain a kernel
matrix (also called Gram matrix), which is a similarity matrix with entries
Kij = κ(xi, xj) for each input pair xi, xj . Then, this kernel matrix is used by
the kernel method algorithm in order to produce a pattern function that is
used to process unseen instances.

Data

Kernel matrix

Pattern function

Algorithm

Fig. 2.7: The stages involved in the application of kernel methods [127].

An important aspect to consider is that the class of similarity functions
that satisfies (2.3), and hence are kernels, coincides with the class of similarity
functions that are symmetric and positive semi-definite [127].

Definition 4. (Positive semi-definite kernel) A symmetric function κ :
X × X → R satisfying

n∑
i=1

n∑
j=1

cicjκ(xi, xj) ≥ 0 (2.4)

for any n ∈ N, x1, . . . , xn ∈ X , c1, . . . , cn ∈ R is called a positive semi-definite
kernel (PSD) [129].

As such, any PSD similarity function satisfies (2.3) and (since it is a kernel)
defines an inner product in some Hilbert space. Moreover, since any kernel
guarantees the existence of the mapping implicitly, an explicit representation
for Φ is not necessary. This is also known as the kernel trick (see [127] for
more details).
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Remark 1. We will also refer to a PSD kernel as a definite kernel.

Remark 2. We will informally denominate indefinite kernels to non-PSD ker-
nels which are employed in practice as kernels, even if they do not strictly
meet the definition.

Providing the analytical proof of the positive semi-definiteness of a kernel
is rather cumbersome. In fact, a kernel does not need to have a closed-form
analytic expression. In addition, as Figure 2.7 shows, the way of using a kernel
function in practice is via the kernel matrix and, hence, the definiteness of a
kernel function is usually evaluated experimentally for a specific set of inputs
by analysing the positive semi-definiteness of the kernel matrix.

Definition 5. (Positive semi-definite matrix) A square symmetric ma-
trix K ∈ Rn×n satisfying

vTKv ≥ 0 (2.5)

for any vector v ∈ Rn is called a positive semi-definite matrix [129].

The following well-known result is obtained from [127]:

Proposition 1. The inequality in equation (2.5) holds ⇔ all eigenvalues of
K are non-negative.

Therefore, if all the eigenvalues of a kernel matrix are non-negative, this
kernel function is considered PSD for the particular instance set in which it
has been evaluated. In this manner, the definiteness of a kernel function is
usually studied by the eigenvalue analysis of the corresponding kernel ma-
trix. However, a severe drawback of this approach is that the analysis is only
performed for a particular set of instances, and it cannot be generalized.

After introducing the basic concepts related to kernels, some examples of
different types of kernels are now presented. As previously mentioned, one of
the main strengths of kernels is that they can be defined for any type of data,
including structured objects, for instance:

• Kernels for vectors: Given two vectors x,x′, the popular Gaussian
Radial Basis Function (RBF) kernel [127] is defined by

κ(x,x′) = exp
(
−||x− x′||2

2σ2

)
(2.6)

where σ > 0 is a free parameter.
• Kernels for strings: Given two strings, the p-spectrum kernel [130] is

defined as the number of sub-strings of length p that they have in common.



36 2 A Review on Distance based Time Series Classification

• Kernels for time series: Give two time series, a kernel for time series
returns a similarity between the series. There are plenty of ways of defining
a similarity. For instance, two time series may be considered similar if
they are generated by the same underlying statistical model [131]. In this
review, we will focus on those kernels that employ a time series distance
measure to evaluate the similarity between the series.

Therefore, in this category denominated Distance kernels, instead of using
a distance to obtain a new representation of the series, the distances are used
to obtain a kernel for time series. As such, the methods in this category aim
to take advantage of the potential of time series distances and the power of
kernel methods. Two main approaches are distinguished within this category:
those that construct and employ an indefinite kernel, and those that construct
kernels for time series that are, by definition, PSD.

2.2.3.2 Indefinite distance kernels

The main goal of the methods in this category is to convert a time series
distance measure into a kernel. Most distance measures do not trivially lead
to PSD kernels, so many works focus on learning with indefinite kernels. The
main drawback of learning with indefinite kernels is that the mathematical
foundations of the kernel methods are not guaranteed [132]. The existence of
the feature space to which the data is mapped (equation (2.3)) is not guaran-
teed and, due to the missing geometrical interpretation, many good properties
of learning in that space (such as orthogonality and projection) are no longer
available [132]. In addition, some kernel methods do not allow indefinite ker-
nels (due to the implementation or the definition of the method) and some
modifications must be carried out, but for others the definiteness is not a
requirement. For example, in the case of SVMs, the optimization problem
that has to be solved is no longer convex, so reaching the global optimum is
not guaranteed [92]. However, note that good classification results can still
be obtained [133, 134, 135], and as such, some works focus on studying the
theoretical background about SVMs feature space interpretation with indefi-
nite kernels [136]. Another approach, for instance, employs heuristics on the
formulation of SVMs to find a local solution [137] but, to the best of our
knowledge, it has not been applied to TSC. Converting a distance into a ker-
nel is not a specific challenge of time series and there is a considerable amount
of work done in this direction in other contexts [92, 138].

For TSC, most of the work focuses on employing the distance kernels pro-
posed in [138]. They propose to replace the Euclidean distance in traditional
kernel functions, such as the Gaussian kernel in equation 2.6, by the prob-
lem specific distance measure. They called these kernels distance substitution
kernels. In particular, we will call the following kernel Gaussian Distance Sub-
stitution (GDS) [138]:



2.2 A taxonomy of distance based time series classification 37

GDSD(x, x′) = exp
(
−d(x, x′)2

σ2

)
(2.7)

where x, x′ are two inputs, D is a distance measure and σ > 0 is a free
parameter. This kernel can be seen as a generalization of the Gaussian RBF
kernel presented in the previous section, in which the Euclidean distance is
replaced with the distance calculated by D. For the GDS kernel, the authors
of [138] state that GDSD is PSD if and only if D is isometric to an L-2 norm,
which is generally not the case. As such, the methods which use this type of
kernel for time series generally employ indefinite kernels.

Within the methods employing indefinite kernels, there are different ap-
proaches, and for TSC we have distinguished three main directions (shown in
Figure 2.8). Some of them just learn with the indefinite kernels [90, 133, 135,
139, 140] using kernel methods that allow this kind of kernels and without
taking into consideration that they are indefinite; others argue that the in-
definiteness adversely affects the performance and present some alternatives
or solutions [81, 84, 141]; finally, others focus on a better understanding of
these distance kernels in order to investigate the reason for the indefiniteness
[86, 142].

Indefinite distance kernels

◦ Employing indefinite kernels
Jalalian et al. [81]
Gudmundsson et al. [84]
Kaya et al. [90]
Bahlmann et al. [133]
Shimodaira et al. [135]
Pree et al. [139]
Jeong et al. [140]

◦ Dealing with the indefiniteness
Jalalian et al. [81]

◦ Regularization
Chen et al. [141]

◦ Analyzing the indefiniteness
Zhang et al. [86]
Lei et al. [142]

Fig. 2.8: Different approaches taken with indefinite distance kernels
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Employing indefinite kernels

Bahlmann et al. [133] made the first attempt to introduce a time series spe-
cific distance measure within a kernel. They introduced the GDTW measure
presented in equation (2.1) as a kernel for character recognition with SVMs.
This kernel coincides with the GDS kernel in equation (2.7), in which the
distance d is replaced by the DTW distance, i.e., GDSDTW . They remarked
that this kernel is not PSD since simple counter-examples can be found in
which the kernel matrix has negative eigenvalues. However, they obtained
good classification results and argued that for the UNIPEN1 dataset, most
of the eigenvalues of the kernel matrix were measured to be non-negative,
concluding that somehow, in the given dataset, the proposed kernel matrix is
almost PSD. Following the same direction, Jeong et al. [140] proposed a vari-
ant of GDSDTW which employs the Weighted DTW (WDTW) measure in
order to prevent distortions by outliers, while in [90] also employed the GDS
kernel with SVMs, but instead of using the distance calculated by the DTW,
they explored other distances derived from different alignment methods of the
series, such as Signal Alignment via Genetic Algorithm (SAGA) [143]. Pree et
al. [139] proposed a quantitative comparison of different time series similarity
measures used either to construct kernels for SVMs or directly for 1-NN clas-
sification, concluding that some of the measures benefit from being applied in
an SVM, while others do not. Note that in this last work, how they construct
the kernel for each distance measure is not exactly detailed.

There is another method that employs a distance based indefinite kernel
but takes a completely different approach to construct the kernel: the idea of
this kernel is to, rather than use an existing distance measure, incorporate
the concept of alignment between series into the kernel function itself. Many
elastic measures for time series deal with the notion of alignment of series. The
DTW distance, for instance, finds an optimal alignment between two time se-
ries such that the Euclidean distance between the aligned series is minimized.
Following the same idea, in DTAK, Shimodaira et al. [135] align two series
so that their similarity is maximized. In other words, their method finds an
alignment between the series that maximizes a given similarity (defined by
the user), and this maximal similarity is used directly as a kernel. They give
some good properties of the proposed kernel but they remark that it is not
PSD, since negative eigenvalues can be found in the kernel matrices of DTAK
[144].

On the other hand, Gudmundsson et al. [84] employed the DTW based sim-
ilarity measures they proposed (shown in equantion (2.1)) directly as kernels.
Their method achieved low classification accuracies and the authors claimed
that another way of introducing a distance into a SVM is by using the dis-
tance features introduced in Section 2.2.2.1. They compared the performance
of DTW based distance features and DTW based distance kernels, concluding
that distance features outperform the distance kernels due to the indefinite-
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ness of these second ones.

Dealing with the indefiniteness

There is a group of methods that attribute the poor performance of their
kernel methods to the indefiniteness, and propose some alternatives or solu-
tions to overcome these limitations. Jalalian et al. [81], for instance, proposed
the use of a special SVM called Potential Support Vector Machine (P-SVM)
[146] to overcome the shortcomings of learning with indefinite kernels. They
employed the GDSDTW kernel within this SVM classifier which is able to
handle kernel matrices that are neither positive definite nor square. They car-
ried out an extensive experimentation including a comparison of their method
with the 1-NN classifier and with the methods presented by Gudmundsson et
al. [84]. They conclude that their DTW based P-SVM method significantly
outperforms both distance features and indefinite distance kernels, as well as
the benchmark methods in 20 UCR datasets.

Regularization

Another approach that tries to overcome the use of indefinite kernels con-
sists of regularizing the indefinite kernel matrices to obtain PSD matrices. As
previously mentioned, a matrix is PSD if and only if all its eigenvalues are
non-negative, and a kernel matrix therefore can be regularized by clipping all
the negative eigenvalues to zero, for instance. This technique has been usually
applied for non-temporal data [92, 147, 148] but it is rather unexplored in the
domain of indefinite time series kernels. Chen et al. [141] proposed a Kernel
Sparse Representation based Classifier (SRC) [149] with some indefinite time
series kernels and applied spectrum regularization to the kernel matrices. In
particular, they employed the GDSDTW , GDSERP (Edit distance with Real
Penalty (ERP) [150]) and GDSTWED (Time Warp Edit Distance (TWED)
[14]) kernels and their method checks whether the kernel matrix obtained
for a specific dataset is PSD. If it is not, the corresponding kernel matrix is
regularized using the spectrum clip approach.

Regarding this approach, it is also worth mentioning that in the work by
Gudmundsson et al. [84], the authors point out that they tried to apply some
regularization to the kernel matrix subtracting the smallest eigenvalue from
the diagonal but they found out that the method achieved a considerably low
performance. Additionally, the authors added that matrix regularization can
lead to matrices with large diagonal entries, which may result in overfitting
[151].

Finally, the consistent treatment of training and new unlabeled instances
is not straightforward and is also a matter to bear in mind [92]. When new
unlabeled instances arrive, the kernel between them and the training set has

1 On-line handwritten digit data set [145].
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to be computed. If the kernel matrix corresponding to the training set has
been regularized, the kernel matrix corresponding to the unlabeled set should
also be modified in a consistent way, which is not a trivial operation. There-
fore, the benefit of matrix regularization in the context of time series is an
open question.

Analyzing the indefiniteness

The last group of methods do not focus on solving the problems of learn-
ing with indefinite kernels but, instead, focus on a better understanding of
these distance kernels and their indefiniteness. Lei et al. [142] theoretically
analyze the GDSDTW kernel, proving that it is not a PSD kernel. This is
because DTW is not a metric (it violates the triangle inequality [152]) and
non-metricity prevents definiteness [138]. That is, if d is not metric, GDSd is
not PSD. However, the contrary is not true and, hence, the metric property of
a distance measure is not a sufficient condition to guarantee a PSD kernel. In
any case, Zhang et al. [86], hypothesized kernels based on metrics give rise to
better performances than kernels based on distance measures which are not
metrics. As such, they define what they called the Gaussian Elastic Metric
Kernel (GEMK), a family of GDS kernels in which the distance D is replaced
by an elastic measure which is also a metric. They employed GDSERP and
GDSTWED and stated that, even if the definiteness of these kernels is not
guaranteed, they did not observe any violations of their definiteness in their
experimentation on 20 UCR datasets. In fact, these kernels are shown to per-
form better than the GDSDTW and the Gaussian kernel in those experiments.
The authors attribute this to the fact that the proposed measures are both
elastic and obey metricity. In order to provide some information about the
most common distance measures applied in this context, table 2.4 shows a
summary of properties of the main distance measures employed in this re-
view. In particular, we specify if a given distance measure D is a metric or
not, if it is an elastic measure or not, and if the corresponding GDSD is proven
to be PSD or not.

Table 2.4: Summary of distance properties used in GDS
Distance metric elastic GDSd is PSD

Euclidean X × X

DTW × X ×
ERP X X ×

TWED X X ×

To sum up, there are some results that suggest a relationship between the
metricity of the distance and the performance of the corresponding distance
kernel. However, it is hard to investigate the contribution of metricity in the
accuracy since several factors take part in the classification task. The definite-
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ness of a distance kernel seems to be related to the metricity of given distance
-metric distances seem to lead to kernels that are closer to definiteness than
those based on non-metric distances-, and the definiteness of a kernel may
directly affect on the accuracy. In short, the relationship between metricity,
definiteness and performance is not clear and is, thus, an interesting future
direction of research.

To conclude, a summary of the reviewed methods of Indefinite distance
kernels can be found in Table 2.5.

Table 2.5: Summary of indefinite kernel approaches
Authors Kernel Classifier Datasets

Employing indefinite kernels
Bahlmann et al. [133] GDSDT W SVMs 1 (UNIPEN)
Jeong et al. [140] GDSW DT W SVDD1, SVMs 20 UCR
Kaya et al. [90] GDS + alignment based distances SVMs 40 UCR
Pree et al. [139] Unespecified similarity based kernels SVMs 20 UCR
Shimodaira et al. [135] DTAK SVMs ATR
Gudmundsson et al. [84] NDTW, GDSDT W SVMs 20 UCR
Dealing with the indefiniteness
Jalalian et al. [81] GDSDT W P-SVM 20 UCR
Regularization
Chen et al. [141] GDSDT W , GDSERP , GDST W ED KSRC2 16 UCR
Analyzing the indefiniteness
Lei et al. [142] GDSDT W SVMs 4 UCR
Zhang et al. [86] GDSERP , GDST W ED SVMs 20 UCR

2.2.3.3 Definite distance kernels

We have included in this section those methods that construct distance kernels
for time series which are, by definition, PSD. First of all, we want to remark
that there are other kernels for time series in the literature that are PSD but
have not been included in this review. We have only incorporated those ker-
nels based on time series distances and, in particular, those which construct
the kernel functions directly on the raw series. Conversely, the Fourier kernel
[131] computes the inner product of the Fourier expansion of two time series,
and hence, does not compute the kernel on the raw series but on the Fourier
expansion of them. Another example is the kernel by Gaidon et al. [154] for
action recognition, in which the kernel is constructed on the auto-correlation
of the series. There are also smoothing kernels that smooth the series with
different techniques and then define the kernel for those smoothed representa-
tions [155, 156, 157, 158]. On the contrary, we will focus on those that define
a kernel directly on the raw series. Regarding those included, all of them aim
to introduce the concept of time elasticity directly within the kernel function
by means of a distance, and we can distinguish two main approaches: in the

2 Support Vector Data Descriptor [146, 153].
2 Kernel Sparse Representation based Classifiers [149].
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first, the concept of the alignment between series is exploited, while in the sec-
ond, the direct construction of PSD kernels departing from a given distance
measure is addressed.

Xue et al. [159] proposed the Altered Gaussian DTW (AGDTW) kernel,
in which, first, the alignment that minimizes the Euclidean distance between
the series is found, as in DTW. For each pair of time series Ti and Tj , once
this alignment is found, the series are modified to this alignment resulting in
Ti
′ and Tj

′. Then, if l is the maximum length of both series, the AGDTW
kernel is defined as follows:

κAGDTW (Ti, Tj) =
l∑

s=1
exp

(
−
||Ti′s − Tj

′
s||

2

σ2

)
Since AGDTW is, indeed, a sum of Gaussian kernels, they provide the proof
of the definiteness of the proposed kernel.

There is another family of methods that also exploits the concept of align-
ment but, instead of considering just the optimal one, considers the sum of
the scores obtained by all the possible alignments between the two series.
Cuturi et al. [17] claimed that two series can be considered similar not only
if they have one single good alignment, but rather if they have several good
alignments. They proposed the Global Alignment (GA) kernel that takes into
consideration all the alignments between the series and provide the proof of
its positive definiteness under certain mild conditions. It is worth mentioning
that they obtain kernel matrices that are exceedingly diagonally dominant,
that is, that the values of the diagonal in the matrix are many orders of mag-
nitude larger than those out of the diagonal. Thus, they use the logarithm of
the kernel matrix because of possible numerical problems. That transforma-
tion makes the kernel indefinite (even if it is not indefinite per se), so they
apply some kernel regularization to turn all its eigenvalues positive. However,
since the kernel they obtain is PSD and it is because of the logarithm trans-
formation that it becomes indefinite, it has been included within this section.
In [144], the author elaborates on the GA kernels, give some theoretical in-
sights, and introduce an extension called Triangular Global Alignment (TGA)
kernel, which is faster to compute and also PSD.

There is another kernel that takes a similar approach. In their work about
periodic time series in astronomy, Wachman et al. [160] investigate the simi-
larity between just shifted time series. In this way, they define a kernel that
takes into consideration the contribution of all possible alignments obtained
by employing just time shifting:

Kshift(Ti, Tj) =
l∑

h=1
eγ〈T i,T j+h〉

where γ ≥ 0 is a user-defined constant. In this way, the kernel is defined
by means of a sum of inner products between Ti and all the possible shifted
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versions of Tj with a shift of h positions. The authors provided the proof of
the PSD of the proposed kernel.

On the other hand, there are methods that, instead of focusing on align-
ments, address the construction of PSD kernels departing from a given dis-
tance measure. These methods can be seen as refined versions of the GDS
kernel in which the obtained kernel is PSD. Marteau et al. [161] elaborate on
the indefiniteness of GDS kernels derived from elastic measures, even when
such measures are metrics. As previously mentioned, metricity is not a suffi-
cient condition to obtain PSD kernels. They postulated that elastic measures
do not lead to PSD kernels due to the presence of min or max operators in
their definitions, and define a kernel where they replaced the min or max
operators by a sum (

∑
). In [162], these same authors define what they called

an elastic inner product, eip. Their goal was to embed the time series into
an inner product space that somehow generalizes the notion of the Euclidean
space, but retains the concept of elasticity. They provide proof of the exis-
tence of such a space and showed that this eip is, indeed, a PSD kernel. Since
any inner product induces a distance [163], they obtained a new elastic metric
distance δeip that avoids the use of min or max operators. They evaluated
the obtained distance within a SVM by means of the GDSδeip kernel, in order
to compare the performance of δeip with the Euclidean and DTW measures.
Their experimentation showed that elastic inner products can bring a signif-
icant improvement in accuracy compared to the Euclidean distance, but the
GDSDTW kernel outperforms the proposed GDSδeip in the majority of the
datasets.

They extended their work in [82] and introduced the Recursive Edit Dis-
tance Kernels (REDK), a method to construct PSD kernels departing from
classical edit or time-warp distances. The main procedure to obtain PSD ker-
nels is, as in the previous method, to replace the min or max operators by a
sum. They provided the proof of the definiteness of these kernels when some
simple conditions are satisfied, which are weaker than those proposed in [17]
and are satisfied by any classical elastic distance defined by a recursive equa-
tion. Note that, while in [162] the authors define an elastic distance and con-
struct PSD kernels with it, in [82] the authors present a method to construct
a PSD kernel departing from any existing elastic distance measure. As such,
the REDK can be seen as a refined version of the GDS kernel which leads to
PSD kernels. In this manner, they proposed the REDKDTW , REDKERP and
REDKTWED methods and compare their performance with the correspond-
ing distance substitutions kernels GDSDTW , GDSERP and GDSTWED. An
interesting result they reported is that REDK methods seem to improve the
performance of non-metric measures in particular. That is, while the accura-
cies of REDKERP and REDKTWED are slightly better than the accuracies
of GDSERP and GDSTWED, in the case of DTW the improvement is really
significant. In fact, they presented some measures to quantify the deviation
from definiteness of a matrix and showed that while GDSERP and GDSTWED

are almost definite, GDSDTW is rather far from being definite. This makes us
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wonder if metricity implies proximity to definiteness, and in addition, if accu-
racy is directly correlated to the definiteness of the kernel.

Furthermore, they explored the possible impact of the indefiniteness of the
kernels on the accuracy by defining several measures to quantify the deviation
from definiteness based on eigenvalue analysis. If Dδ is a distance matrix,
GDSDδ

is PSD if and only if Dδ is negative definite [164], and Dδ is negative
definite if it has a single positive eigenvalue. In this manner, the authors
studied the deviation from definiteness of some distance matrices, and stated
that when the distance matrix Dδ was far from being negative definite, the
REDKδ outperforms the GDSδ kernel in general, while when the matrix is
close to negative definiteness, REDKδ and GDSδ perform similarly.

Recently, Wu et al. [101] introduced another distance substitution kernel,
called D2KE, that addresses the construction of a family of PSD kernels de-
parting from any distance measure. It is not specific for time series but in
their experimentation they include a kernel for time series departing from
the DTW distance measure. Their kernel employs a probability distribution
over random structured objects (time series in this case) and defines a kernel
that takes into account the distance from two series to the randomly sampled
objects. In this manner, the authors point out that the D2KE kernel can be
interpreted as a soft version of the GDS kernel, which is PSD. Their exper-
imentation on four time series datasets showed that their D2KEDTW kernel
outperforms other distance based approaches such as 1-NN or GDSDTW both
in accuracy and computational time.

To conclude this section, a summary of the reviewed methods on Definite
distance kernels can be found in Table 2.6.

Table 2.6: Summary of definite distance kernels

Authors Kernel Classifier Datasets

Xue et al. [159] AGDTW KSRC, SVMs 4 UCR
Cuturi et al. [17] GA SVMs TI461

Cuturi et al. [144] TGA SVMs 5 UCI
Marteau et al. [162] GDSδeip SVMs 20 UCR
Marteau et al. [82] REDKDTW , REDKERP , REDKTWED SVMs 20 UCR
Wu et al. [101] D2KE SVMs 3 UCI + 1 own
Wachman et al. [160] Kshift SVMs Astronomy

1 TI46 speech dataset [165].
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2.3 Computational cost

An important aspect that has not been addressed in depth when present-
ing the taxonomy is the computational cost of the methods included. The
time complexity of the classification methods, in general, is dominated by the
learning phase and depends on the size of the dataset from which the model
is learnt; in distance based classification, in addition to the size of the dataset
-understood as the number of instances-, the complexity of both the learning
and prediction phases also depends on the computational cost of the employed
distance measure. At the same time, the cost of the distance measure also
highly depends on the lengths of the series we are working with. In this way,
many time series distances, especially the most commonly employed measures
(DTW, ERP, TWED...), are characterized by a quadratic complexity on the
length of the series, which results in methods which are very time consuming
for cases in which the length of the series is large. In this context, many of the
methods that employ common time series distance measures usually turn out
to be too time consuming for real world applications. Even if this is so, and
even if some of the reviewed works experimentally evaluate the running times
of their methods or aim at speeding up their learning processes, most of them
do not even address this issue. Thereby, in this section, a brief overview of the
complexity of distance based TSC methods is provided in order to review the
computational specificities of the methods in each category of the taxonomy.

First of all, it is important to highlight that one of the most significant
differences between distance based and non-distance based classification meth-
ods (from the point of view of the computational cost) is the time complexity
of the prediction phase. In non-distance based methods, normally, the learn-
ing phase depends on the size of the training dataset but, once the model is
learnt, the prediction of unlabeled instances does not depend on this dataset
and is usually independent from the size of the dataset. In distance based
classification, on the contrary, both the learning and the prediction stages
computationally depend on the size of the dataset and on the chosen distance
measure, so they must both be taken into account. Thereby, from now, we
are going distinguish between the computational cost of the learning and the
prediction phases of the reviewed methods. Note that we are going to provide
a general computational time analysis of the methods but there are excep-
tions which do not exactly fit into the computational characterization that we
provide for each category.

In the case of the methods based on the 1-NN classifier, there is no learning
phase and the computational cost of prediction is determined by the size
of the dataset and the complexity of the distance measure (which, in turn,
depends on the lengths of the series). For instance, the distances DTW, ERP
or TWED have a complexity of O(l2), where l is the length of the longest
time series, while the cost of the Euclidean distance is O(l). As such, the
computational cost of predicting an unlabeled time series using the DTW
distance, for instance, is O(l2ntr) (where ntr is the size of the training dataset),
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since the ntr distances between the unlabeled series and the series in the
dataset have to computed. The approach adopted by most researchers to
accelerate this process is to speed up the computation of the employed distance
measure, for example by using the fast lower bound for the DTW [103], which
reduces the complexity of the distance to O(l) [4].

Regarding the methods that exploit distances as features, it is important
to note that the computation of the distances and the learning/prediction of
the classifier are two independent steps with their corresponding computa-
tional costs. In the learning stage, first, the pairwise distances between all
the series in the dataset are computed -as a preprocessing step- to obtain the
distance features, which are then used as input for learning the classifier. We
focus only on the complexity of the first step, which is specific for distance
based methods: the computational cost of this step depends on the complex-
ity of the distance measure, as well as on the size of the training dataset. For
instance, computing the DTW distance matrix of the n series in a dataset
has a complexity of O(n2l2). For prediction, the distances from the new unla-
beled series to all the series in the training dataset have to be computed also
as a preprocessing step. Then, the obtained distance features are introduced
into the classifier to predict the unknown label. As in the previous case, the
distance computation depends on the complexity of the distance measure and
the size of the dataset. As such, an important drawback is that, for cases with
large datasets or high time consuming distances, the prediction can become
unrealistically time consuming. In view of this, several approaches have been
taken to mitigate the effect of these two factors: Goebel et al. [102] employed
the fast lower bound to speed up the computation of the distances (from
quadratic to linear), while Iwana et al. [83] and Goebel et al. [104] address
the issue of reducing the dimension of the distance matrix that is used as in-
put to learn the model. The former proposed using time series prototypes and
used the distances to them instead of calculating the entire distance matrix,
while the latter applied PCA in order to reduce its dimensionality.

In the shapelet based approaches, there are some preprocessing steps in
order to obtain the features before the application of the classifier. In the
learning phase, first, a shapelet discovery stage is carried out in which the
best shapelets are learnt and, then, the pairwise distances between the se-
ries in the dataset and the obtained shapelets are computed. The initially
proposed shapelet discovery technique takes O(l4ntr2), which turns out to be
very time consuming for real world applications. As such, over the years, many
methods have been proposed to speed up this search [27, 106, 107, 108]. Once
the shapelets have been discovered, the computational cost of calculating the
pairwise distances between series and shapelets depends on the complexity of
the distance, the number of series and the number of shapelets. The distance
between a series and a shapelet is computed using the Euclidean distance
most of the times -which has a complexity of O(l)-, so, once the shapelets
are learnt, the distance computation has a complexity of O(lntrm), where m
is the number of shapelets. This number is determined in the shapelet dis-
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covery process, which usually involves techniques such as candidate pruning
or shapelet clustering in order to reduce the amount of shapelets [26, 28]. In
the prediction phase, the shapelet based methods require a preprocessing step
that involves a distance computation between the new unlabeled series and
the learnt shapelets, which has O(lm) complexity in the case of the commonly
employed Euclidean distance.

For the embedding based methods, the pairwise distances between the
series in the dataset have to be computed before they are embedded into
another space. In the learning, this process has O(l2ntr2) complexity (with the
DTW distance, for example), while the complexity of the embedding process
depends on the specific technique employed. Hayashi et al. [119] and Mizuhara
et al. [120], for instance, applied multidimensional scaling, pseudo-Euclidean
space embedding, and Euclidean space embedding by the Laplacian eigenmap
technique, but they do not specify the computational cost of these methods so
it is hard to draw conclusions. Lei et al. [123] and Lods et al. [87], employed
gradient descent based techniques, and, while the formers do not specify the
complexity of the method, the latter points out that the complexity of the
learning phase is quite high. Then, the obtained features are introduced into
a classifier. In prediction, the pairwise distances between the unlabeled series
and the training dataset have to be computed, which has a complexity of
O(l2ntr) for cases using DTW [119, 120].

In the methods that employ distance kernels, there is no preprocessing step
and the series are directly used as input to the given kernel method. However,
the distance kernels are derived from time series distances, so the computa-
tional cost of the kernel methods is mainly dominated by the computation of
the kernel matrix (analogous to the distance matrix). In particular, this com-
putation depends on the complexity of the distance measure from which the
kernel is derived as in [133, 140, 141] methods. As such, the distance substi-
tution kernels derived from DTW, ERP, EDR or TWED are computationally
more expensive (O(l2ntr2)) than the Gaussian RBF kernel (O(lntr2)), for in-
stance. In the prediction phase, the kernel matrix -computed in the learning
phase- is extended with the pairwise values between the unlabeled series and
the series in the dataset, which has the same complexity as the previous 1-NN
or global distance features methods.

Apart from the distance substitution kernels, the review includes other
distance kernels that are specific for time series and whose computational
cost has to be analysed more in depth. The kernel proposed in [17] considers
all the alignments instead of only the optimal one and, thus, has a complexity
of O(l2ntr2) in the learning phase and O(l2nts) in prediction phase, where
nts in the number of time series in the test set. In view of this, the same
authors proposed another version of the kernel [144], which, by means of
adding additional constraints on the allowed alignments, is faster than the
original kernel but equally accurate. In the definite kernel derived from an
elastic inner product proposed in [162], the computational cost is evaluated
experimentally and the authors show that the proposed elastic kernel has
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a complexity of O(l). As such, the learning phase takes O(lntr2), while the
prediction phase O(lnts). In other words, they obtained an elastic kernel for
time series that is characterized by a linear complexity instead of the quadratic
complexity derived from the traditional elastic distances, which is a significant
improvement.

From a general point of view, it is hard to draw accurate comparative
results between the methods presented due to their variants and the lack
of experimental computational time results available in the published works.
Wu et al. [99] carried out the most comprehensive evaluation of the computa-
tional cost of several distance based TSC methods until now. They first com-
pare their DFRF distance features method with two embedding methods: the
method proposed in [120], and the one in [87], concluding that their method
outperforms the other two, both in accuracy and in computational time. In
addition, two variants of their method are also evaluated on 16 UCR datasets
against other baseline distance based TSC approaches (1-NN with DTW, the
GA kernel [17] and DFDTW [16]); the first variant of their method outper-
forms the other approaches in accuracy but involves a high computational
cost, while the second variant achieves competitive accuracies, significantly
reducing the required computational time.

To summarize, distance based TSC methods have usually quadratic com-
plexity both in the length of the series and in the size of the dataset, due to the
common use of elastic measures. In this context, if the series are long enough
or the size of dataset is large, the methods can become too time consuming for
real world applications. As such, it is an important aspect to be considered.
Some of the methods take this into account and evaluate the running time
of their method but, in general, in our opinion, it has not been addressed
enough. There are some attempts to speed up the distance based methods
[83, 102, 104, 144, 162] but it is still a direction in which there is considerable
room for improvement. In addition, we think that a comprehensive compar-
ison of the running times of the methods would be a great contribution as
future work.

2.4 Discussion

In this Chapter, we have presented a review on distance based TSC and have
included a taxonomy that categorizes all the discussed methods depending on
how each approach uses the given distance. We have seen that from the most
general point of view, there are three main approaches: those that directly
employ the distance together with the 1-NN classifier, those that use the
distance to obtain a new feature representation of the series, and those which
construct kernels for time series departing from distance measure. The first
approach has been widely reviewed, so we refer the reader to [76, 78, 166] for
more details about the discussion.
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Regarding the methods that employ a distance to obtain a new feature
representation of the series, these approaches have been considerably studied
for time series as it bridges the gap between traditional classifiers (that expect
a vector as input) and time series data, taking advantage of the existing time
series distances. In addition, some methods within this category have outper-
formed existing time series benchmark classification methods [16]. Note that
distance features can be seen as a preprocessing step, where a new representa-
tion of the series is found which is independent of the classifier. Depending on
the specific problem, these representations vary and can be more discrimina-
tive and appropriate than the original raw series [28]. As such, an interesting
point that has yet to be addressed is to compare the different transformations
of the series in terms of how discriminative they are for classification.

Nevertheless, learning with the distance features can often become cum-
bersome depending on the size of the training set and a dimensionality reduc-
tion technique must be applied in many cases in order to lower the otherwise
intractable computational cost. Some of the methods [83, 104] reduce the di-
mensionality of the distance matrix once it is computed. Another direction
focuses on time series prototype selection [83], that is, selecting some repre-
sentative time series in order to compute only the distances to them instead
of to the whole training set. It is worth mentioning that there has been some
work done in this context in other dissimilarity based learning problems [167]
but it is almost unexplored in TSC. Due to the interpretability of the time se-
ries and, in particular, of their prototypes, we believe that this is a promising
future direction of research.

Another feature based method consists of embedding. The embedded dis-
tance features have only been employed in combination with linear classifiers
[120] or the tree based XGBoost classifier [87], which, in our opinion, do not
take direct advantage of the transformation. The main idea of the embedded
features is that if the Euclidean distances of the obtained features are com-
puted, the original time series distances are approximated. In this way, we
believe classifiers that compute Euclidean distances within the classification
task (such as the SVM with the RBF kernel, for instance) will profit better
from this representation. In addition, in the particular case of kernel methods,
the use of embedded features can be seen as a kind of regularization; the RBF
kernel obtained from the embedded features would be a definite kernel that
approximates the GDS indefinite kernel.

As already pointed out, the third way of using a distance measure is trying
to construct kernels departing from these existing distances. However, these
distances do not generally lead to PSD kernels. Both distance features and
distance kernel approaches are not specific for time series, and some work has
been done to compare the benefits of each approach in a general context. Chen
et al. [92] mathematically studied the influence of distances features and dis-
tances kernels within SVMs in a general framework. In TSC, Gudmundsson et
al. [84] and Jalalian et al. [81] address the problem of experimentally evaluat-
ing whether it is preferable to use distance features or distance kernels. Both
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works assert that the indefiniteness of the distance kernels negatively affects
the performance, although their proposals are restricted to the DTW distance.
It would be interesting to comprehensively compare these two approaches tak-
ing into account different distances, kernels and classifiers in order to draw
more general conclusions.

The problem of the definiteness of a kernel has been widely addressed
within the methods in this review. Note that the definiteness of a kernel
guarantees the mathematical foundations of the kernel method and, therefore,
it seems natural to think that definiteness and performance are correlated,
which is the assumption of almost all the methods. Some authors confirm
that the performance is still good and do not care about the indefiniteness
of the kernels, while, in general, the research focuses mainly on trying to
somehow deal with the indefiniteness of the kernels. Isolating the contribution
of the definiteness of a kernel to the performance is rather challenging due to
the many other factors (optimization algorithm or the choice of the kernel
function) that also affect it. However, since the relation between definiteness
and accuracy is a general matter -not specific for time series, and in fact, not
specific for distance kernels-, a promising future direction would be to evaluate
whether there exists or not a direct correlation between them.

Within the methods that try to deal with the indefiniteness there are
two main directions. The first uses kernel based classifiers that can handle
indefinite kernels. This approach is almost unexplored in TSC, since only the
P-SVM in [81] has been applied, achieving very competitive results. Indeed,
there are some studies on learning with indefinite kernels from a general point
of view [132], and considering that indefinite kernels appear often within TSC,
this approach may be interesting future work.

The second approach, called kernel regularization, aims to adapt the in-
definite kernel to be PSD. As in the previous direction, this is also an almost
unexplored approach for time series. Only eigenvalue analysis has been applied
with ambiguous results. Chen et al. [168] used eigenvalue regularization tech-
niques but they do not evaluate the regularization itself, while Gudmundsson
et al. [84] argued that the method after kernel regularization achieves lower
performance than the method with the indefinite kernel. One of the main
shortcomings of this specific regularization is that it is data dependent, and,
in addition, the consistent treatment of new test samples is not straightfor-
ward. As previously mentioned, it is not clear whether regularization is helpful
or whether the new kernel becomes so different from the initial one that the
information loss is too big; this is an open question which has not been studied
in detail.

As previously mentioned, another direction focuses on a better under-
standing of the indefiniteness of these kernels. Concerning the GDS kernels,
which are distance kernels valid for any type of data, the first attempt in the
time series domain was to define kernels departing from distances that are
metrics. Although it has been proven that the metric property does not guar-
antee the definiteness of the induced GDS kernel, Zhang et al. [86] argued
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that the performance of metric distance kernels is significantly better than
those defined with non-metric distances, suggesting that kernels with metric
distances are closer to definiteness. In addition, Marteau et al. [82] conjecture
that the reason of the indefiniteness is the presence of min or max operators
in the recursive definition of time series distance measures. An interesting
observation is that these discussions arise from time series distances but are,
regardless, general issues concerning the characteristics of a distance measure
and the derived GDS kernel. Even if the mentioned works address the rela-
tion between metricity and definiteness, this connection is not yet clear. It is
also an interesting future research direction due to the generalizability of the
problem and the possible applications.

Cuturi et al. [17], by contrast, focused on the specific challenge of con-
structing ad-hoc kernels for time series. As such, they found a direct way of
constructing PSD kernels that take into account the time elasticity by defining
a kernel that does not consider just the optimal alignment between two series
but, instead, considers all the possible alignments. Moreover, given an elastic
distance measure defined by a recursive equation, Marteau et al. [14] address
the construction of distance based PSD kernels. Their kernel can be seen as a
particular case of GDS kernel for elastic measures that become PSD by replac-
ing the min or max operators in the recursive definition of the distance by a
sum. By using this trick, they obtain kernels for time series that take into ac-
count time elasticity and are also PSD. Their comprehensive experimentation
shows that SVM based approaches which use these kernels clearly outperform
the 1-NN benchmark approaches, even for the DTW distance. Furthermore,
they reported that the REDK kernel brings significant improvement in com-
parison with the GDS kernel, especially when the kernel matrices of the GDS
kernels are far from definiteness, which in their particular case corresponds to
the non-metric measures. However, they experimented with just two metric
and one non-metric measures which is not enough to draw strong conclusions.

It is also worth mentioning that many methods introduced in the taxonomy
are not specific for time series, but become specific when a time series distance
is employed. In particular, only the methods that are based on shapelets and
the methods that construct kernels for time series considering the concept of
alignment between series are specific for time series. The rest of the methods
are general methods of distance based classification for any type of data. An
interesting observation is that questions or problems arising for time series
can be extrapolated to a general framework. In the same manner, some of the
presented approaches are specific for some classifiers (1-NN, kernel methods),
while others can be used in combination with any classifier. Also note that
many of the methods, such as those which employ global distance features,
embedded features or indefinite distance kernels, are directly applicable in the
case of multi-variate or streaming time series, provided a suitable distance for
this kind of series is defined. The extension of these methods for multi-variate
or streaming time series could be a possible future direction. It would be
interesting also to extend other methods, such as the shapelet based methods



or the ad-hoc definite kernels, to these kind of time series, since, in these cases,
the adaptation of the methods by itself would be a great contribution.

To conclude, note that in contrast to the number and variety of existing
kernels for other types of data, there are rather few benchmark kernels for
time series in current literature [127]. Therefore, we would like to highlight
the value of these kernels for time series, especially those that are able to deal
with the temporal nature of the series and are PSD.
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Time Series Classifier Recommendation by a
Meta-Learning Approach

3.1 Introduction

In TSC, there is a great number of competitive and diverse classifiers (see Sec-
tion 1.1). In this context, from a pragmatic user’s point of view, choosing a
suitable classifier for a certain problem is a difficult task, since there is a lack
of orientation. As introduced in Section 1.2, meta-learning is field that has
been focused on automatic model recommendation and, in the case of time
series data, has been used to design automatic forecasting method recommen-
dation [43, 44, 45, 46] or similarity measure selection for clustering [47]. In
this Chapter, we will exploit meta-learning for proposing an automatic time
series classifier recommendation system.

Since state-of-the-art meta-features are designed for non-ordered data, we
propose a novel set of 24 specific landmarkers for TSC, which meet the re-
quirements of being simple, fast and good predictors of the performance of
state-of-the-art TSC algorithms. We validate the proposed landmarkers for
classifier recommendation considering several types of meta-targets. Finally,
we explore the hierarchical inference of meta-targets; some types of meta-
targets are more fine-grained than others and, from the prediction of these
meta-targets, less fine-grained meta-targets can be inferred. As such, we ex-
perimentally compare the two approaches for obtaining a given meta-target:
by direct prediction of the meta-target and by inference from the predictions
of more fine-grained meta-targets.

The rest of the Chapter is organized as follows. In Section 4.3, our method
for time series classifier recommendation is described in two parts: meta-
attributes and meta-targets. The hierarchical inference of meta-targets is pre-
sented in Section 3.3, while the experimentation is exposed in Section 3.4.
Lastly, the main conclusions and future works of this Chapter are presented
in Section 3.5.
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3.2 Time Series Classifier Recommendation

The main objective addressed in this Chapter is to propose a time series clas-
sifier recommendation (TSCR) system. Algorithm recommendation, as stated
in [35], aims at ”saving time by reducing the number of algorithms tried out
on a given problem with minimal loss in the quality of the results obtained
when compared to the best possible ones”.

From a practical point of view, the scheme of a TSCR system is shown
in Figure 3.1. Given a repository of supervised time series datasets and a
set of candidate classifiers, firstly, the accuracies of the candidate classifiers
in those datasets are calculated by evaluating each classifier in each dataset.
Then, the accuracies of the classifiers are employed to construct the meta-
target. Secondly, a vector of meta-attributes is extracted from each dataset.
Lastly, the meta-attributes and meta-target are used to build the TSCR sys-
tem employing a meta-learner. Note that this is a supervised learning scenario
and each meta-target type requires a specific meta-learner. In this way, for a
new time series dataset -in which the accuracies of the candidate classifiers
are unknown-, the meta-attributes are extracted and passed to the TSCR,
which outputs a classifier recommendation based on the chosen meta-target
type. In the following sections, the meta-attributes proposed and meta-targets
considered in this work are presented.

3.2.1 Meta-Attributes

The characterization of a dataset is, probably, one of the challenges that has
attracted most attention in meta-learning, since the performance of a meta-
learning system highly depends on this characterization [169]. Indeed, meta-
attributes need to fulfil two crucial requirements: on the one hand, they need
to be fast to compute, and, on the other hand, they need to contain useful
information for discriminating between the performances of the candidate
classifiers. The definition of the meta-attributes highly depends on the specific
task for which the meta-learning system is built.

In the case of time series data, as mentioned earlier, there are rather few
works that have addressed the development of meta-attributes [43, 44, 45, 46,
47, 170]. In fact, most of these works focus on time series forecasting algorithm
recommendation [43, 44, 45, 46, 170]. In contrast to TSC or clustering, where
a set of time series is needed, a time series forecasting problem is composed
of a single time series. This is an important distinction from the point of
view of meta-learning, since, in the former case, meta-attributes correspond
to single time series, while in the latter, meta-attributes correspond to a time
series dataset. As far as we know, the only work in which time series dataset
characterization has been addressed is [47], where a set of meta-attributes are
proposed with the purpose of similarity measure selection for time series clus-
tering. However, this characterization is defined for unsupervised time series
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Fig. 3.1: Meta-learning scheme for TSC algorithm recommendation.

datasets and can not be applied in our case, which focuses on supervised time
series datasets. This contribution focuses on the definition of meta-attributes
for supervised time series datasets.

In this context, most of the state-of-the-art meta-attributes are designed
for non-ordered instances and they become meaningless for describing time
series datasets. The most generalizable meta-attributes are landmarkers, since
they are quick estimators of the accuracies of the candidate classifiers and,
hence, can be defined for any type of task and data. As such, we propose a
set of landmarker based meta-attributes for supervised time series datasets.

The design of landmarkers totally depends on the candidate classifiers
considered in the meta-learning problem. In our case, the candidate classi-
fiers have been chosen from those that appear in the work by Bagnall et al.
[8], since the results obtained in their extensive experimentation are pub-
licly available [171] -as well as a Weka-compatible Java toolbox, tsml [71],
with the implementation of most of the classifiers included in their work-.
In this way, we choose as candidate classifiers those that are included in [8]
and implemented in the tsml or sktime (and the extension for deep learning
sktime-dl) [72] toolboxes. These classifiers are: C4.5 decision tree (C45) [172],
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naive Bayes (NB) [173], Bayes Network (BN) [174], SVM with linear (SVML)
[18] and quadratic kernel (SVMQ) [18], Rotation Forest (RotF) [175], Ran-
dom Forest (RandF) [176] , Multilayer Perceptron (MLP) [177], 1-NN with
Euclidean distance (NN), 1-NN with DTW distance (DTW) [10], 1-NN with
Weighted DTW distance (WDTW) [140], 1-NN with Time Warp Edit distance
(TWE) [14], 1-NN with Move–Split–Merge distance (MSM) [15], 1-NN with
Complexity Invariant distance (NN CID) [178], 1-NN with Edit Distance with
Weal Penalty (ERP) [150], 1-NN with Derivative DTW (DD DTW) [179], 1-
NN with Derivative Transform distance (DTD C) [180], Time Series Forest
(TSF) [24], Fast Shapelets (FS) [27], Shapelet Transform (ST) [28], Bag of
Patterns (BOP) [29], and Bag of SFA Symbols (BOSS) [30]. Additionally,
even if they are not included in [8], we have added two new benchmark deep
learning classifiers: Resnet [181] and InceptionTime [182] in order to have a
more up-to-date set of candidate classifiers. In this way, the list of candi-
date classifiers includes 24 heterogeneous time series classifiers. The discarded
classifiers from [8] are: Longest Common Subsequence (LCSS) [13] (the tsml
implementation does not reproduce the results), Elastic Ensemble (EE) [183]
(implementation with bugs), Time Series Bag-of-Features (TSBF) [184] (not
implemented in tsml), Learned Pattern Similarity (LPS) [185] (implemen-
tation with bugs), DTW Features (DTW F) [16] (code not available) and
Collective of Transformation-Based Ensembles (COTE) [31] (it is an ensem-
ble of several TSC methods, so from an algorithm recommendation point of
view, it does not make sense to include it). Additionally, 3 classifiers have
been discarded due to their high requirement of computational resources: Lo-
gistic [186] (which requires more than 50GB of RAM memory in the PigCVP
dataset from the UCR repository), and Learn Shapelets [109] and SAX Vector
Space Model (SAXVSM) [187] (which take more than 5 and 25 days to classify
a single train/test split in the Crop dataset from the UCR, correspondingly).
Note that some of the considered classifiers (ST and BOSS, for instance) are
also ensembles, but they are ensembles of classifiers of the same nature, while
COTE is an ensemble of many types of different classifiers.

Given a candidate classifier Ci, its landmarker Li is a quick estimator of
the accuracy obtained by Ci. This quick estimator is generally obtained in two
ways: by running simplified versions of the candidate classifier [41] (algorithm
reduction), or by running the original algorithm in a subsample of the data,
obtaining the so-called subsampling landmarkers [42] (dataset reduction). In
both types of reductions, the greater the reduction, the higher the loss of
relation between the landmarker and the original algorithm [188], so striking
a balance between the level of reduction and the relation with the original
algorithm is a key aspect. Our approach exploits both types of reductions:
first, subsampling landmarkers are applied by evaluating the classifiers on a
subsample of the dataset. Given a time series dataset with n instances, we
propose a stratified subsample that depends on n. The proportion to which
the dataset is reduced, the subsample ratio (r), is shown in Table 3.1. We are
dealing with supervised datasets so, in those datasets in which the subsample
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ratio does not permit a minimum number of instances of each class, the r
specified in Table 3.1 is increased by steps of 0.1 until n∗ r/k ≥ 10 or r = 0.8,
where k is the number of classes.

Table 3.1: The subsample ratio (r) applied to a time series dataset with n
instances (before the modification to ensure a minimum number of

representatives of each class).

Intervals Subsample ratio (r)
n < 100

100 ≤ n < 300
300 ≤ n < 800
800 ≤ n < 1500

1500 ≤ n < 5000

0.80
0.60
0.40
0.20
0.10

5000 ≤ N 0.05

In the second step, an algorithm reduction is carried out for those clas-
sifiers that still take too long in the subsampled datasets. In order to iden-
tify the slow classifiers, we conduct the following analysis: we sort the 112
datasets from the UCR repository employed in this work by the dimen-
sion (defined by n*l, where n is the number and l the length of the series)
and run the 24 classifiers in subsampled versions of the 5 largest datasets
(StarlightCurves, UWaveGestureLibraryAll, HandOutlines, MixedShapesRegu-
larTrain, and,NonInvasiveFetalECGThorax1 )1. If a classifier takes more than
30 minutes in any of the aforementioned datasets, it is considered a slow clas-
sifier. In this way, we identify 7 slow classifiers: BOSS, DD DTW, DTD C,
MLP, ST, ResNet and InceptionTime, to which algorithm reductions are car-
ried out. Three types of algorithm reductions are proposed (summarized in
Table 3.2) :

• Reducing the parameter range: in those cases in which a parameter is set
by a grid search, this grid search is deleted and, by default, the value
of the parameter is set to the middle of the search range (DD DTW and
DTD C). In the R parameter of the LS, however, some values in the search
range incur larger costs than others, so we set it to the computationally
least expensive value.

• Reducing the iterative process/ensemble: for the classifiers that have an
iteration process (MLP, ResNet and InceptionTime), we limited the num-
ber of iterations. An analogous reduction is carried out for the ensembles
(BOSS).

1 The computation times of the 24 classifiers in the 5 subsampled datasets are
included in Appendix A.1.
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• Setting a time limit: in the ST classifier, the training time can be directly
limited by the user, so we use this characteristic to reduce the computation
time.

Table 3.2: Algorithm reductions carried out to the slow classifiers.

Classifier Parameter Default Reduced
BOSS MaxEnsembleSize 500 100

DD DTW α grid search in {0,0.01, . . . , 1} 0.5
DTD C α grid search in {0, 0.01, . . . , 1} 0.5
MLP NumEpochs 500 50
ST time limit unlimited 5 minutes

ResNet NumEpochs 1500 200
InceptionTime NumEpochs 1500 200

To sum up, given a supervised time series dataset, we propose a set of
24 landmarkers to describe the dataset: 17 of them are based on dataset
reductions, while the rest are based on dataset and algorithm reductions.

3.2.2 Meta-target

The meta-target, also known as the recommendation, corresponds to the out-
put of the recommendation system. Five types of meta-targets are considered
in this work (summarized in Table 3.3): classifier accuracies, complete rank-
ing, top-M ranking, best set and best classifier. Each meta-target type gives
rise to a different TSCR system, in which both the meta-target in the training
set and meta-learner shown in Figure 3.1 must be specifically designed. We
will refer to the meta-learner associated to a given meta-target type as the
specific meta-learner (SML). The SMLs employed for each meta-target type
are summarized in Table 3.4. In the following lines, a brief overview of the
considered meta-target types is presented.
Classifier accuracies: this meta-target provides the accuracies obtained by
each candidate classifier in a given dataset. When building the training set
for learning this TSCR system, the values of the meta-targets for the train-
ing instances are directly defined by the accuracies of the classifiers. This
meta-target type gives rise to a multi-output regression problem, and the
SML chosen for this problem is the linear multi-output regression. It is the
most fine-grained meta-target type, and the user is free to choose among the
candidate classifiers with the provided information.

Complete ranking: this meta-target provides an accuracy based ranking of
the candidate classifiers in a given dataset. The values of the meta-targets in
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Table 3.3: Summary of the considered meta-target types.

Meta-target Output type

Classifier accuracies C1 C2 . . . C8 . . . CP
0.91 0.87 . . . 0.95 . . . 0.72

Complete ranking C8 C1 C2 . . . C5
1 2 3 . . . P

Top-M ranking C8 C1 C2
1 2 3

Best subset {C1 , C8}

Best C8

the training set are obtained by converting the raw accuracies of the candidate
classifiers into a ranking. In case of ties, the best ranking position of the tied
classifiers is assigned to all the tied classifiers. This meta-target type requires
a ranking learning strategy, and the SML employed in this case is the k-
NN for rankings [32] (based on the Euclidean distance), commonly used in
meta-learning. From the user point of view, ranking recommendation is less
fine-grained than the classifier accuracies but still leaves the user with a great
choice since information regarding all the classifiers is provided.
Top-M ranking: in this case, the meta-target corresponds to the partial
ranking of the M best-performing classifiers in a given dataset. When build-
ing the training set, the values of the meta-targets are obtained by converting
the classifier accuracies into a ranking and selecting the classifiers at the first
M positions (M is predefined by the user). The ties are handled in the same
manner as for complete rankings. Analogously to the case of complete rank-
ings, the SML employed for this meta-target type is the k-NN for rankings
based on the Euclidean distance. This meta-target type is less fine-grained
than the complete ranking since only the ranking of the M best-performing
classifiers is provided.
Best subset: this meta-target provides the set of best-performing classifiers
in a given dataset. Establishing which algorithms perform well on a given
dataset is not straightforward, and it is usually defined in relative terms. A
commonly employed approach to obtain the values of the meta-targets in the
training set consists of defining a margin [189], such that the classifiers with
accuracies within this margin are considered applicable classifiers in the given
dataset. We propose a margin based on the proposal in [189], but enhanced
to consider the range of the accuracies obtained by the candidate classifiers
in the given dataset: [

amax, amax −W (amax − amin)
)

(3.1)
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where W is a user-defined parameter, while amax and amin are the maximum
and minimum accuracies obtained by the candidate classifiers in the given
dataset. Note that, the greater W , the wider the interval and, hence, the
larger the set of applicable classifiers. The best set meta-target gives rise to a
multi-label classification problem, and, analogous to the ranking meta-targets,
a k-NN version based on the Euclidean distance- for multi-label classification
[190] is employed as SML. This meta-target type is less fine-grained than the
top-M meta-target types since it does not provide a ranking, but an unordered
set of the applicable classifiers.

Table 3.4: The specific meta-learner employed for each meta-target.

Meta-target SML

Classifier accuracies Linear multi-output regression

Complete ranking k-NN for rankings

Top-M rankings k-NN for rankings

Best set k-NN for multi-label

Best k-NN for multi-class

Best: this meta-target provides the best classifier among the candidate clas-
sifiers. The values of the meta-targets in the training set are obtained in a
straightforward manner. The best classifier meta-target gives rise to a multi-
class standard classification problem, and, for the sake of consistency, a k-NN
for multi-class problems is used. This meta-target type is the least fine-grained
meta-target, since it only provides the best performing classifier and gives no
information about the rest of the classifiers.

3.3 Hierarchical inference of meta-targets

In this section, we explore the hierarchical relationship between the different
meta-target types. Some meta-target types are more fine-grained than others
and this fact gives rise to a hierarchy. By using this hierarchy, instead of
building a specific TSCR system for each meta-target type, we investigate
the approach of inferring meta-targets from the predictions made by more
fine-grained TSCR systems.

Figure 3.2 shows the scheme of the hierarchical inference of the meta-
target MTj from the meta-target MTi, where MTi is a more fine-grained
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meta-target than MTj . In Section 3.2.2, we showed how M̃Ti and M̃Tj(1) are
predicted by the associated TSCRi and TSCRj systems, correspondingly. In
the hierarchical inference, M̃Tj(2) is obtained by transforming the prediction
M̃Ti made by TSCRi.

TSCRi

TSCRj

Hierachical 

inference

Fig. 3.2: Scheme of the two approaches for obtaining M̃Tj : (1) by employing
the TSCRj associated to MTj and (2) by hierarchical inference from the

prediction of the MTi meta-target.

More fine-grained information is learnt by TSCRi than by TSCRj , so
M̃Tj(2) could be expected to be more accurate than M̃Tj(1). However, from
a learning point of view, the prediction of MTi is a harder task, and, therefore,
more errors could be committed, so the comparison of these two approaches
can shed some light on which learning strategy should be adopted when build-
ing a recommendation system for TSC algorithms.

As far as we know, despite its interest, this point of view is still almost
unexplored in the meta-learning community. In [191], the author inferred the
expected ranking and the expected best classifier from the predicted classifier
accuracies, but reported that the inferred versions seem to perform slightly
worse than the specific strategies. Bensusan et al. carried out a similar ex-
periment in [192], where a ranking is inferred from the predicted classifier
accuracies. In the same manner, the authors reported that even if the re-
gression models obtained low errors, the results of the inferred rankings were
not very promising. Moreover, not all the possible hierarchical dependencies
are studied, but only a few pairs. In this work, we explore all the feasible
hierarchical inferences for the considered meta-target types.

The feasible inferences for each meta-target type are shown in Table 3.5.
From classifier accuracies, all the meta-targets can be inferred: complete rank-
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ing, top-M ranking, best set and best classifier. Complete ranking, top-M
ranking and best classifier transformations are straightforward, while, in the
best set transformation, the same procedure described in Section 3.2.2 is fol-
lowed. A complete ranking can be directly transformed into a top-M ranking
and best classifier. The best set, however, can not be inferred since the cri-
terion employed for the transformation is not applicable in rankings. In the
same manner, a top-M ranking can not be transformed into a best set, and
from this meta-target, only the best classifier can be inferred. From the best
set, the only meta-target that could be inferred (best classifier) is not feasible,
due to the unordered nature of the best set. The best classifier meta-target is
the least fine-grained meta-target, and hence, no meta-target can be inferred
from it.

Table 3.5: Feasible hierarchical inferences.

Meta-target Feasible inferences
Classifier accuracies Complete ranking, Top-M ranking

Best set, Best
Complete ranking Top-M ranking, Best

Top-M ranking Best

3.4 Experimentation

The experimentation is divided into four parts: in the first part, the exper-
imental set up is introduced, as well as the evaluation procedure employed
for the proposed methods. In the second part, the results obtained by the
landmarkers are analysed and compared to those obtained by the original
classifiers. The experimental evaluation of the proposed TSCR systems is pre-
sented in the third part. Lastly, the hierarchical inference of the meta-targets
is experimentally studied1.

3.4.1 Experimental set-up

3.4.1.1 Datasets

The experimentation has been carried out employing datasets from the UCR
repository [168]. In this work, we have decided to use datasets of univariate
equal-length time series; most of time series classifiers can only be applied in
datasets of this type and the need for meta-learning becomes more evident
in a context with a large number of candidate classifiers. As such, the 112
datasets from the UCR with these characteristics have been used.

1 The TSCR systems, as well as the code for reproducing all the experiments pre-
sented in this Chapter are available at https://gitlab.bcamath.org/aabanda/tscr.

https://gitlab.bcamath.org/aabanda/tscr
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3.4.1.2 Classifiers

All the experiments have been carried out in python with the help of the
sklearn library. For the classifier accuracies meta-target, the linear multi-
output regression included in the sklearn library is used. We set the number
of neighbours in the k-NN to 5 after preliminary experiments. For the top-M
rankings, we explore the results for M=3, M=5 and M=10. In the best subset
prediction, we need to establish the width of the margin for the best classifier,
W, beforehand. Figure 3.3 shows the number of labels by instance for the dif-
ferent values of W we have considered. It can be seen that the number of labels
increases as W grows. We employed the k-NN version of the sklearn for multi-
label classification with K=5 as it obtains competitive results compared to
other classifiers and ensures consistency with the previous approaches. Lastly,
regarding the best classifier meta-target, Figure 3.4 shows the distribution of
labels among the 112 datasets. It can be seen that InceptionTime is best per-
forming classifier in 37 datasets, followed by ResNet, ST and BOSS (which are
the best performing classifiers in 15, 15 and 11 datasets, respectively). In fact,
only 16 of the 24 algorithms win at least once, so it is a 16-class classification
problem, for which we employ the k-NN classifier for multi-class of the sklearn
library with K=1, set by preliminary experiments.

Fig. 3.3: Distribution of labels for the best set meta-target.

3.4.1.3 Evaluation

Each meta-target type requires a suitable evaluation measure for the corre-
sponding output type. In the following, the metrics employed for each meta-
target type are presented (summarized in Table 3.6). For the classifier accu-
racies meta-target, we employ the Mean Absolute Error (MAE), where Ac
and Ãc are the true and predicted accuracies of the candidate classifier c, and
p is the number of classifiers. In order to evaluate a complete ranking meta-
target, we employ a similarity measure based on the normalized Kendall’s
τ distance for rankings -which measures the pairwise disagreements between
two rankings-. Specifically, given a Kendall’s τ distance between two rankings
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Fig. 3.4: Distribution of labels for the best classifier meta-target.

r1 and r2 of length n, τ(r1, r2), we propose the similarity measure τ̃c, which
takes values from 0 (for reverse rankings) to 1 (for identical rankings). There
are several ways for generalizing the KendallâĂŹs τ distance to top-M rank-
ings [193]; a basic generalization consists of, given two complete rankings r1
and r2, considering all the elements at positions higher than M are tied in
both rankings, and computing the Kendall’s τ distance between those partial
rankings. In this way, given two top-M rankings r′1 and r′2, if τ(r′1, r′2) is the
Kendall’s τ distance between these partial rankings, we propose the similar-
ity measure between top-M rankings τ̃p. This similarity measure takes values
analogously to τ̃c. For the best set meta-target, the evaluation measure used
is the mean label based accuracy, La, where Ytrue and Ypred are the set of true
and predicted labels, correspondingly. This metric takes values from 0 (when
the intersection is zero) to 1 (when the predicted set is equal to the true set).
Finally, in the case of best classifier meta-target, a weighted version of the F1
score (F1w) is employed as the evaluation measure: the F1 score is calculated
for each label and then a weighted average that takes into account the label
frequency is computed. The F1w score takes values from 0 (worst prediction)
to 1 (perfect prediction).

3.4.2 Analysis of the landmarkers

The estimations of the landmarkers have been obtained by executing the clas-
sifiers in a stratified random train/test partition with the same proportions
as in [171]. Then, in order to assess their quality, their accuracies and com-
putational times are analysed, with the objective of comparing them to those
obtained by the original classifiers. Note that the accuracies of the original
classifiers are publicly available in [171], but the computational time of the full
process (learning, parameter optimization and test phase) is not. In order to
give some insights into the computational cost of executing all the classifiers,
we run the 24 original classifiers in the StarlightCurves and Crop datasets. The
former is one of largest datasets in the UCR repository (9236 series of length
1024, with 3 classes), while the latter is a large dataset with many classes
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Table 3.6: The meta-learner and evaluation metric employed for each
meta-target type.

Meta-target Metric

Classifier accuracies MAE = 1
p

∑p
c=1 |Ac − Ãc|

Complete ranking τ̃c(r1, r2) = 1− τ(r1,r2)
n(n−1)/2

Top-M rankings τ̃p(r′1, r′2) = 1− τ(r′1,r
′
2)

M2

Best set La = |Ytrue∩Ypred|
|Ytrue∪Ypred|

Best F1w = 1
L

∑L
l=1 wlF1l

(24000 series of length 46, with 24 classes). The total time spent for executing
the 24 classifiers is more than 12 days for the StarlightCurves dataset and
almost 4 days for the Crop dataset in a high performance computing cluster.

Regarding the computational cost of the landmarkers, Figure (3.5a) shows
the time spent (in minutes) in applying all the landmarkers to the 112 datasets.
It can be seen that, in 98 of the 112 datasets, the computation of all the land-
markers takes less than an hour. Those datasets in which the computation
takes more than an hour are large datasets that contain many classes, for
which, in order to ensure a minimum number of representatives of each class,
the subsample ratio is not as small as in other datasets with similar dimen-
sions. In this way, the time reduction is especially significant for those dataset
with few classes. This is the case of StarlightCurves, for example, for which
the computation of all the landmarkers takes 44 minutes, compared to the 12
days spent by the original classifiers. In the case of datasets with many classes,
the time reduction is not so great, even if it is still significant. In the Crop
dataset, for example, the computation of all the landmarkers takes almost an
hour (58 minutes), compared to the 4 days spent by the original classifiers.
Concerning the individual computation times of the landmarkers1, in 80 of
the 112 datasets, the slowest classifier is the ST classifier (which has a time
limitation), while BOSS, ResNet and RotF are slowest in 28, 3, and 1 dataset,
respectively.

In order to explore the relation between the accuracies obtained by a
landmarker and those obtained by the corresponding original classifiers, we
employed the Pearson correlation coefficient. The correlations between the

1 The cost of computing the 24 landmarkers in each dataset, including the slowest
landmarker and its corresponding time is included in Appendix A.2.
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landmarkers and the original classifiers1 are shown in Figure 3.5b. It can be
seen that most of the landmarkers have a high correlation with the corre-
sponding original classifiers; the mean correlation is 0.86. The landmarker
with the lowest correlation is the InceptionTime, which is one of the slowest
classifiers, so finding a suitable trade-off between computation time reduction
and relation with the original classifier is a hard task. Indeed, small changes
in the reduction grade result in a considerable increase in the time needed
to compute the landmarker. Taking into account that a correlation of 0.40,
even if not high, still means that there is a positive correlation between the
landmarker and the original classifier, we chose to prioritize the time over the
correlation.

(a) (b)

Fig. 3.5: (a) Histogram of the time spent computing the landmarkers in the
112 dataset. (b) Histogram of the correlations of the 24 landmarkers and the

corresponding original algorithms.

Another way of testing the correlation of the landmarkers and the orig-
inal classifiers is dataset-wise. Given a dataset, the results obtained by the
landmarkers and the original classifiers in this dataset can be compared vi-
sually to see whether or not they are related. Due to the lack of space, only
two examples2 are shown in Figure 3.6. It can be seen that there is a clear
relation between the accuracies obtained by the original algorithms and the
corresponding landmarkers in the both datasets shown in the figure, since they
share a similar pattern. The landmarkers of both datasets are good potential
predictors of classifier recommendations.

1 The correlation of each landmarker and the corresponding classifier is included
in Appendix A.3.

2 The figures of the 112 datasets are included in Appendix A.4.
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Fig. 3.6: Accuracies obtained by the original 24 classifiers and the
landmarkers in ChlorineConcentration (left) and ElectricDevices (right)

datasets.

3.4.3 TSCR

In this section, the proposed TSCR systems are experimentally evaluated.
Apart from the SMLs presented in Section 3.2.2, we present three additional
methods for each meta-target type: on the one hand, since classifier recom-
mendation has never been addressed before in TSC, in order to determine if
the results obtained by our methods are accurate or not, a baseline (BS) for
each meta-target type is presented. Moreover, in order to highlight the contri-
bution of the proposed landmarkers, the recommendation performance of the
landmarkers is compared with the recommendation performance of standard
meta-features for non-sequential data (MF). On the other hand, since not all
landmarkers necessarily have a great prediction power, a method that includes
a forward landmarker selection (SML FLS) is considered. In the following, a
brief introduction to those methods is presented.

BS: since there are no state-of-the-art proposals, we consider a set of agnostic
methods that, for each meta-target type, outputs a constant prediction with-
out any learning process. This prediction is made based on the mean values
of the accuracies of the classifiers in the training set: for the classifier accura-
cies meta-target, the BS is a method that, for any instance in the testing set,
predicts the mean accuracy of the candidate classifiers in the training set. In
the same manner, for the BS of the complete ranking meta-target, the output
is the ranking of the mean accuracies of the candidate classifiers in the train-
ing set, while the partial rankings of these rankings are used for the top-M
ranking meta-target. The prediction of the best set is computed by applying
the criterion of the margin in equation 3.1 to the mean accuracies of the can-
didate classifiers in the training set. Lastly, for the BS of the best classifier
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meta-target, the classifier with the best mean accuracy in the training set is
used.

MF: In this method, instead of the landmarkers, standard meta-features
for non-sequential data are used as meta-attributes for the recommendation
system. Specifically, 73 standard meta-features (general, statistical and info-
theoretical) are extracted from each dataset employing the pymfe package [36]
for Python. These meta-features are used as input for the recommendation
system, employing the corresponding meta-learner in each case.

SML FLS: the followed forward landmarker selection (FLS) procedure is de-
scribed in Algorithm 1. The FLS starts with a random landmarker and, at
each iteration, adds the landmarker that improves the performance of the
meta-learner the most to the set of selected landmarkers, until there is no
improvement. The operator δ depends on the meta-target type and is the
result of evaluating the predictions of the SML with the corresponding evalu-
ation metric. For complete ranking, top-M ranking, best set and best classifier
meta-targets the aim is to maximize δ (as in the pseudo-code), while for clas-
sifier accuracies meta-target is evaluated in terms of error, so the aim is to
minimize δ.

Algorithm 1 Forward landmarker selection (FLS)
Input:

LM = set of all the landmarkers
δ = operator that computes the performance of a set of landmarkers

Output:
S = set of selected landmarkers

Algorithm:
Initialize S = one.random(LM)
candidate = argmax

Li∈LM\S
δ (S ∪ Li)

while δ (S ∪ candidate) > δ (S) do
S = S ∪ candidate
if |S| = |LM| then

break
else

candidate = argmax
Li∈LM\S

δ (S ∪ Li)

From a general point of view, the evaluation procedure of the methods is
the following: for the BS and SML, a 10 times repeated 5-fold nested cross
validation [194] is carried out. For the forward selection, instead, a two-level
nested cross validation is performed: in the first level, a 10 times repeated
5-fold nested cross validation is performed for evaluating the set of landmark-
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ers, which have been selected in an internal 3-fold nested cross validation of
training sets of the first level. The method starts with all the landmarkers
once and selects the set of landmarkers that obtains the best performance in
the 3-folds.

The result obtained by the BS, MF, SML and SML FLS approaches for
the considered meta-target types are shown in Table 3.7. Recall that each
meta-target type is validated employing a different evaluation measure and,
hence, the results of different rows can not be compared with each other.

Table 3.7: Results of the baselines (BS), specific meta-learners with
meta-features as input (MF), specific meta-learners with landmarkers (SML)

as input, and specific meta-learners with forward landmarker selection
(SML FLS) for the considered meta-target types.

Meta-target Metric BS MF SML SML FLS
Classifier accuracies MAE 0.15 0.14 0.07 0.07
Complete ranking τ̃c 0.73 0.73 0.74 0.74

Top-M ranking M=3 0.37 0.31 0.47 0.48
M=5 τ̃p 0.50 0.50 0.59 0.61
M=10 0.63 0.64 0.68 0.69

Best set W=0.05 0.35 0.28 0.28 0.30
W=0.1 La 0.25 0.34 0.36 0.39
W=0.2 0.41 0.43 0.46 0.48

Best F1w 0.17 0.27 0.18 0.18

In the case of the classifier accuracies meta-target, it can be seen that, both
the BS and the MF obtain worse results than the SML, while the forward se-
lection does not improve the performance obtained by the SML. Additionally,
the best performance obtained, 0.07, is the MAE of the prediction of 24 classi-
fier accuracies, which, taking into account the range of the accuracies, is fairly
accurate.

In the complete ranking prediction, the SML is the best performing ap-
proach -closely followed by the BS and MF-, while the landmarker selection
does not improve the results. The good performance of the BS deserves atten-
tion; the BS always predicts the mean ranking in the training set, so it can be
deduced that most of the rankings in the testing set are close to that mean
ranking. In order to explore this issue, we conduct the same experiment but,
instead of computing the overall performance of all the predicted rankings,
the performance is evaluated separately for instances that have different simi-
larities (τ̃c) with respect to the mean ranking in the training set. For each fold
in the cross validation, the percentiles P25, P50 and P75 are extracted from the
similarities between the rankings in the training set and the mean ranking in
the training set, and the instances in the testing set are divided into 4 sets: S1
is the set of test instances with similarity within the range [P0, P25), and S2,
S3 and S4 within [P25 P50), [P50 P75) and [P75 P100], respectively. Figure 3.7
shows the mean performance and standard deviation of the BS and SML for
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the different sets. It can be seen that, as expected, the SML outperforms the
BS in those instances with a true ranking that is very dissimilar to the mean
ranking in the training set. Even if the average performances are similar (0.73
and 0.74), the SML distributes the error more uniformly among the instances.

Fig. 3.7: Performance depending on the similarity of an instance respect to
the mean ranking in the training set.

In the case of the top-M rankings, two main conclusions can be drawn:
the SML FLS is the best approach for all values of M, and the performances
of all the meta-learners increases with M. These results are quite reasonable
since it is expected that predicting a top-10 ranking is an easier task than
predicting a top-3 ranking.

A similar pattern can be seen in the best set prediction: the performance of
the MF, SML and SML FLS increases with W and, hence, with the number
of labels per instance, while the performance of the BS does not seem to
follow this trend. The forward selection improves the results of the SML for
any W. The main difference with the results obtained for the top-M rankings
is that, in the best set prediction, for W=0.05 the BS outperforms the rest
of the approaches. A possible explanation for this fact is that, as Figure 3.3
shows, for W=0.05, most of the instances have very few labels. As shown in
Figure 3.4, InceptionTime, BOSS and ST are the best performing classifiers
in most of the datasets, so many of the instances contain these labels. Since
BS predicts the most frequent classifiers, it obtains good results due to the
label imbalance.

Lastly, regarding the best classifier meta-target, we handle the label imbal-
ance by the metric specified in Section 3.4.1.3. It can be seen that the MF is
the best performing approach, followed by SML and BS, while the SML FLS
does not improve the results.

Summarizing, the experimentation carried out shows that the SMLs are, in
7 out of 9 of the considered scenarios, the best performing TSCR approaches.
In some cases, the corresponding BS obtains results that are similar -in a single
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case better- to the SML, which we think is because there are some classifiers
that, in general, obtain better results than others, a fact that benefits the BS.
The approach that employs the standard meta-features as input outperforms
the landmarker based approaches in a single case (best meta-target), and the
SML FLS improves the results of the SML in several cases, which indicates
that all the landmarkers are informative in some cases, while in orders they
are not.

3.4.4 Hierarchical inference of meta-targets

In this section, we experimentally compare the hierarchical inference of meta-
targets with the corresponding TSCR system in order to explore whether or
not a specific TSCR is needed. For each meta-target type, we chose the best
performing approach between the SML and the SML FS (Table 3.7) for the
hierarchical inference. The experimental set up is the same as that specified
in Section 3.4.3.

Table 3.8 displays the results obtained for the hierarchical inference of the
considered meta-target types. Following the scheme in Figure 3.2, the columns
indicate the MTi meta-target, while the rows refer to the inferred MTj meta-
targets; the first column, for example, displays the performances obtained for
the different meta-target types inferred from the predicted classifier accura-
cies. The results obtained by the SML of each meta-target type are shown in
the diagonal, while the × symbol reflects that the inference is not feasible for
this couple of meta-target types. Analogously to Table 3.7, each meta-target
type and, hence, each row, is evaluated employing a different metric, so the
results of different rows can not be compared with each other.

Table 3.8: Results obtained for the hierarchical inference approach of the
considered meta-target types. Columns indicate the departing meta-target,

while rows indicate the inferred meta-target.

Classifier accuracies Complete ranking Top-M ranking
M = 3, 5, 10

Best set
W = 0.05, 0.1, 0.2 Best

Classifier accuracies 0.07
Complete ranking 0.76 0.74

Top-M ranking M=3 0.55 0.46 0.48
M=5 0.68 0.59 0.61
M=10 0.65 0.68 0.69

Best set W=0.05 0.30 0.30
W=0.1 0.35 × × 0.39
W=0.2 0.45 0.48

Best 0.26 0.20 0.22 0.21 0.19 × 0.18

It can be seen, that, in general, the inference obtains very competitive
results. In fact, in most of the cases, the results of our experimentation show
that there is no need to employ a specific TSCR system for each meta-target
type, since almost equally or even better results can be inferred from more
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fine-grained meta-targets. That means that, in this problem, a single model
is sufficient to obtain competitive results for many meta-target types. For
the complete ranking meta-target, for instance, our experimentation suggests
that a ranking learning method is not necessary since even a better perfor-
mance is obtained by inferring the rankings from the predictions of the linear
multi-output regression. An interesting pattern that is observed for the top-M
rankings meta-target is that, the smaller the parameter, the better the results
of the hierarchical inference (from the classifier accuracies) are compared to
the SML. A possible explanation for this fact is that, smaller parameters give
rise to more fine-grained meta-targets (shorter partial rankings), and these
meta-targets seem to benefit from more fine-grained TSCR systems.

To sum up, in contrast to what Kalousis et al. [191] and Bensusan et al.
[192] reported, the results of our experimentation suggest that, given a meta-
target type, the hierarchical inference obtains results that are competitive with
the specific TSCR. The main conclusion of this finding is that, at least in our
scenario, a single linear multi-output regression is enough to infer almost all
the meta-target types with results that are competitive with the corresponding
SML.

3.5 Conclusion and future work

In this Chapter, time series classifier recommendation has been addressed by
a meta-learning approach for the first time in the literature. The proposed
method consists of three main parts: landmarker based time series supervised
dataset characterization, classifier recommendation and hierarchical inference
of the meta-targets.

In the first part, the temporal supervised dataset characterization is tack-
led by the proposal of a set of 24 TSC landmarkers, which are obtained by
dataset subsampling and algorithm reductions. The experimental analysis of
the landmarkers show that they are fast to compute (in the StarlightCurves
dataset, for instance, the time is reduced from more than 12 days to 44 min-
utes), while the accuracies obtained by the landmarkers are highly correlated
to the results of the original classifiers (mean correlation of 0.86).

Five standard meta-target types are considered: classifier accuracies, com-
plete ranking, top-M ranking, best set and best classifier. For each meta-target
type, four TSCR approaches are considered: two specific meta-learners (the
SML and the SML FLS), as well as a baseline BS and an approach with
standard meta-features MF, for comparative purposes. The experimentation
validates the landmarkers we proposed since, in 7 of the considered 9 recom-
mendations, the SML outperforms the BS and MF, while the forward selection
improves or equals the results in 7 of 9 scenarios. Moreover, in those cases in
which the BS obtains competitive results, we prove that the proposed meth-
ods are more stable than the BS -in the sense that they distribute the error
more uniformly among the datasets-.



In the last part of the Chapter, the hierarchical inference of meta-targets
is addressed. This issue is an almost unexplored point of view in the meta-
learning literature, and the few works that have addressed it [191, 192] did
not report competitive results. In our work, by contrast, it is proved to be
a promising approach. Most of the meta-target types can be inferred from a
single linear multi-output regression, obtaining even better results than those
obtained with the corresponding TSCR system.

Regarding future work, the proposed TSCR systems could be extended to
other TSC scenarios, such as multi-variate or unequal-length TSC. In addition,
it would be interesting to find out which characteristic of the time series
datasets makes a classifier obtain better results than others. This is a pending
aspect in the TSC community and could be addressed by the definition of
meta-attributes that describe supervised time series datasets, based on the
characteristics that they contain.



4

Ad-Hoc Explanation for Time Series
Classification

4.1 Introduction

In the recent years, and with the rise of deep learning models, the state-of-the-
art methods are ofter too complex and understanding their decision making
process is rather complicated. In this context, Explainability [48] (introduced
in Section 1.3) is an increasing field of research that has arisen with the aim of
providing simple explanations of the predictions of models in a manner that
humans can understand.

In TSC, some efforts have been done to propose methods that explain
time series classifiers. Most of them have focused on intrinsic methods for
explaining deep learning models [64, 65, 66, 67] or machine learning classifiers
for time series [61, 62, 63]. However, as already mentioned in Chapter 1,
intrinsic explanation methods are limited to the model they are designed for.
Agnostic methods, instead, provide an explanation that is independent on the
model, and can be used to explain the predictions of any classifier. In TSC,
until now, two agnostic methods have been proposed [69, 70], both of them
following on a perturbation based approach. These perturbations, however,
are not specific and realistic for time series.

Our proposal aims at going a step further and provides a local model-
agnostic explanation based on a more realistic set of perturbations for time
series. To this end, some characteristic of the original series is perturbed and
the vicinity of a time series is generated by applying transformations that are
more natural for time series data. In this work, we consider 4 transformations
based on [4, 195, 196]: warp, scale, noise and slice. In this way, the explana-
tions provided by our method have an interpretation: an interval is important
because, if a transformation is applied to this interval, the prediction will
change. In this way, the proposed explanations offer a semantic meaning; if
a time series dataset is collected from sensors that capture the movements of
a person doing a certain exercise, a possible interpretation provided by our
method is that an interval is important for the prediction because, if the speed
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of the movement in this interval changes, the time series will be categorized
into another class.

Given a transformation type, the proposed method provides two explana-
tions: the robustness for the prediction of the classifier with respect to that
transformation, and the relevance of each region of the series in the predic-
tion. This will measure how sensitive the classifier is in the time series of
interest to that transformation. In the case where a prediction is sensitive to
a transformation, the relevance of each region of the series in the prediction
is computed.

The rest of the Chapter is organized as follows: in Section 4.2, the pro-
posed transformations for time series are presented. The explanation method
is thoroughly described in Section 4.3, while the experimentation is presented
in Section 4.4. Finally, the main conclusions are drawn in Section 4.5.

4.2 Time series Transformations

In order to define a proper set of realistic and natural transformations for time
series, we follow the ideas presented in [4, 195, 196]. In [4], the authors state
that a similarity measure for time series should be robust to a set of transfor-
mations and they propose the scale, warp, noise, and outliers transformations.
In [195], the authors claim that time series with unequal-lengths appear natu-
rally in real-world problems due to reasons such as variations in the frequency
of measurements (warp) or variations in the starting or/and ending index of
the time series (slice), and propose transformations to simulate this kind of
time series. Lastly, time series data augmentation is addressed in [196], where
two methods are proposed: time series slice extraction and window warping.
Inspired by the previous works, we decided to consider 4 transformations:
warp, scale, noise, and slice. In our case, transformations that involve inter-
vals of the time series are considered, so the outlier transformation -which
applies to certain indexes of the series but not to a whole interval- has not
been taken into account. In the following sections, the considered transforma-
tions are presented in detail.

4.2.1 Warp

This transformation is a deformation of the series in the time axis (x-axis),
which produces a compression or expansion (depending on the warp level) of
the values of a series in a given interval. Time series with an interval warped
at different warp levels appear frequently in problems such as the GunPoint
dataset from the UCR repository. Figure 4.1 shows two time series from this
dataset, one from each class. The interval that represents the gun rising can
be seen as a warped version of the interval that represents the hand rising (or
vice-versa). In particular, in the time series from the Gun class, this movement
is made in a quicker manner than in the time series from the Point class. In
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this case, this interval is considered discriminative with respect to the warp
transformation, because if we compress/expand it, the classifier could change
its class prediction.

Fig. 4.1: Two time series from the GunPoint dataset. The time series from
the Gun class can be seen as a warped version of the time series from the
Point class (or vice-versa), where the warp has been applied in the marked

interval.

In order to synthetically create warped versions of a reference time series
T = (t1, . . . , ti, . . . , tl), we propose the warp transformation; given an interval
[s, e] in which the transformation is applied (such that 0 < s < e < l) and a
warp level kw, the warped version of T is defined by:

T ′ = (t′1, . . . , t′i, . . . , t′s+(e−s)∗kw+(l−e)) (4.1)

where

t′i =


ti, if i ≤ s

(w1tp + w2tq)/kw, if s < i ≤ s+ kw(e− s)

te+i−(s+kw(e−s)), i > s+ kw(e− s)

(4.2)
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where tp = max
j=1,...,l

[jkw] < i and tq = min
j=1,...,l

[jkw] ≥ i. The notation [ ] refers
to the nearest integer and the weights are defined by w1 = kw − (i − p) and
w2 = kw − (q − i). The first and last parts in (4.2) correspond to the interval
that remains from the reference time series. The second part corresponds to
the warped interval, which is a weighted average of the two nearest warped
points of the reference time series.

Note that this transformation compresses (kw < 1) or expands (kw > 1) an
interval of the reference series, thus the transformed series will be shorter or
larger than the reference series. Two examples of synthetic warped versions of
a reference time series from the ArrowHead dataset from the UCR repository
are shown in Figure 4.2.

(a) kw = 1.2 in [100, 200]. (b) kw = 0.7 in [30, 100].

Fig. 4.2: A reference time series from the ArrowHead dataset and two
examples of synthetic warped version.

4.2.2 Scale

This transformation is a deformation of the series in the y-axis. It produces
an upward or downward displacement (depending on the scale level) of the
values of a series in a given interval. Time series with different scale levels can
be found, for example, in the Adiac dataset from the UCR repository. In this
dataset, images of 37 classes of diatoms (unicellular algae) are converted into
time series, and time series from different classes differ in the scale in several
intervals (see Figure 4.3). The interpretation of this fact is that these two
diatoms have very similar shapes, but differ in the amplitude of the shape in
some intervals. As such, the scale in those intervals is considered as relevant
for the prediction.

We propose the scale transformation of a reference time series T =
(t1, . . . , ti, . . . , tl) as: given an interval in which the transformation is applied
[s, e] (such that 0 < s < e < l) and a scale level ks, the scaled version of the
series is:
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Fig. 4.3: Two time series from different classes of the Adiac dataset that
differ in the scale level in the marked intervals.

T ′ = (t′1, . . . , t′i, . . . , t′l) (4.3)

where

t′i =

ti ∗ ks, if s ≤ i ≤ e

ti, otherwise
(4.4)

A reference time series from the ArrowHead dataset and two examples of
synthetic scaled versions are shown in Figure 4.4.

(a) ks = 0.7 in [180, 230]. (b) ks = 1.2 in [30, 80].

Fig. 4.4: A reference time series from the ArrowHead dataset and two
examples of synthetic scaled versions.

4.2.3 Noise

The noise transformation consists of adding noise to the series in a given
interval. An example of time series with different noise levels that determine
the class can be seen in the ECG200 dataset from the UCR repository, for
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instance. In this dataset, the electrical activity of a heartbeat is recorded
in two scenarios (normal heartbeat and a myocardial infarction). Figure 4.5
shows two time series from different classes that differ in the noise level in
the marked interval. In these two examples, it can be seen that the heartbeat
in both scenarios is very similar, but the normal heartbeat is smoother than
the heartbeat of myocardial infarction. In this case, a noise transformation in
this interval may make the classifier predict the series into another class and,
hence, the noise level in the given interval is considered as discriminative.

Fig. 4.5: Two time series from different classes of the ECG200 dataset that
differ in the noise level in the marked interval.

Given a reference time series T = (t1, . . . , ti, . . . , tl), an interval in which
the transformation is applied [s, e] (such that 0 < s < e < l) and a noise level
kn, the noise-transformed version of the series is defined by:

T ′ = (t′1, . . . , t′i, . . . , t′l) (4.5)
where

t′i =

ti +N (0, A∗kn100 ), if s ≤ i ≤ e

ti, otherwise
(4.6)

with A = |max(T ) − min(T )| the amplitude of the series. As Equation 4.6
shows, the added noise is a Gaussian noise N (µ, σ), with µ = 0 and a σ that
depends on the amplitude of the time series and the noise level kn. In this way,
for kn = 5, for example, the standard deviation is set to 5% of the amplitude
of the series.

A reference time series from the ArrowHead dataset and two examples of
synthetic versions with noise are shown in Figure 4.6.

4.2.4 Slice

The slice transformation selects a subsequence of the time series and aligns it
at the beginning of the reference time series. This transformation can be seen
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(a) kn = 2 in [80, 170]. (b) kn = 7 in [160, 200].

Fig. 4.6: A reference time series from the ArrowHead datasets and two
examples of synthetic versions with noise.

as selecting and shifting a subsequence of the time series. As the authors of
[195] pointed out, for many time series that represent audio, video, or sensor
recordings, the exact moment at which the recording starts and finishes may
vary. For instance, for a time series that represents the audio recording of a
person saying a word, the location of subsequence that represents the word
may be different depending on the exact starting and ending point of the
recording.

Sliced time series can be found, for example, in the AllGestureWiimoteY
dataset from the UCR repository. This dataset consists of the y-axis recording
of 10 individuals performing 10 different gestures measured by the Nintendo
Wiimote controller. Two series from different classes are shown in Figure 4.7;
it can be seen that both time series have very similar shapes, but the time
series from class 5 is a sliced version of the time series from class 7. That is,
if the recording of the time series from class 7 had started a bit later and had
finished before, the classifier would probably have classified it in class 5. In
this way, the marked interval and, in particular, its location are considered as
relevant for the prediction.

Given a reference time series T = (t1, . . . , ti, . . . , tl) and a random interval
[s, e], the slice transformation consists of removing the intervals [1, s) and (e, l]
from the reference series. In this way, in contrast to the previous transforma-
tions, the slice transformations does not modify the series in the [s, e] interval,
but it is applied in [1, s) ∪ (e, l]. The sliced version of T is defined by:

T ′ = (t′1, . . . , t′i, . . . , t′e−s) (4.7)

where
t′i = ts+i, i = 1, . . . , e− s (4.8)

This transformation involves the time axis of the series, and hence, the
transformed time series are shorter than the reference series. A reference time
series from the ArrowHead dataset and two examples of sliced versions are
shown in Figure 4.8.
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Fig. 4.7: Two time series from the AllGestureWiimoteY dataset. The time
series from class 5 can be seen as a sliced version of the time series from

class 7.

(a) Sliced in [5, 250]. (b) Sliced in [20, 230].

Fig. 4.8: A reference time series from the ArrowHead dataset and two
examples of synthetic sliced versions.

4.3 Time Series Classification Explanation Method

Given a time series in a labelled dataset, a classifier, and a transformation, the
method provides a two level explanation: the high-level explanation describes
the robustness of the prediction with respect to the transformation, while the
low-level explanation displays the relevance of each region of the series in the
prediction.

4.3.1 High-level explanation

The high-level explanation can be summarized in 3 steps (see Figure 4.9):
Neighbour generation. We create neighbour time series by sampling a ran-
dom interval of the reference series and applying the transformation to this
interval. For this, a random interval generation is needed, such that all the
time indexes of a series have the same probability to appear in an interval. We
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Fig. 4.9: Scheme of the high-level explanation with an example of time series
from the ArrowHead dataset and warp transformation with kw = 0.7.

employ an approach called randomized unwrap the circle method [197], which
considers the intervals as wrapped around the perimeter of a circle (described
in Algorithm 2).

Algorithm 2 Randomized unwrap the circle method
Input: Parameters of Beta prime distribution α, β
Output: Random interval in [0, 1] Sample x from BetaPrime(α, β)
1: Sample u uniformly on [−x, 1]
2: Return [0, 1] ∩ [u, u+ x]

Neighbour labelling. In this step, the generated neighbours are labelled by
the classifier. Some of the transformations involve deformations in the time
axis of the time series, giving rise to neighbours with larger or shorter lengths
than the reference time series. Since many benchmark classifiers for TSC are
not adapted to varying length series [195], this leaves us two options: to employ
a pre-processing step to equal the lengths of all the series, or to limit our
method to classifiers that can handle series of varying lengths. The first option
involves adding information to the shorter series and removing information
from the larger series, while the second works with all the information but
restricts our method to a shorter number of classifiers. In this work, in order
to keep the information as raw as possible, the second option has been adopted.
Estimation of the robustness. We consider that the prediction is robust
with respect to the transformation if all the neighbours are classified into the
same class of the reference time series. In the following, we call I = I=∪I6= the
set of generated random intervals, where I= refers to those intervals that result
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Fig. 4.10: Scheme of the low-level explanation with an example of a time
series from the ArrowHead dataset.

in neighbours from the same class of the reference series, and I6= to those that
result in neighbours from other classes. As such, in this step, the robustness
of a prediction with respect to a transformation, Rtransf , is quantified by
measuring the percentage of neighbours that are classified into the same class
of the reference time series:

Rtransf = |I=|/|I|
where the operator | | refers to the cardinal. Rtransf varies in the range [0, 1],
where a value of 0 means that the prediction is completely sensitive to the
transformation, since all the considered neighbours are labelled into another
class. A value of 1, in contrast, means that the prediction is completely robust
with respect to the transformation, since all the considered neighbours are
labelled into the same class of the reference series.

4.3.2 Low-level explanation

The low-level explanation consists of computing the relevance of each region
of the time series in the prediction. In this step, two possible scenarios are con-
sidered: the prediction is completely robust with respect to a transformation
(Rtransf = 1), or the prediction is somewhat sensitive to a transformation
(Rtransf < 1). In the first case, a transformation never affects the prediction,
and hence, the low-level explanation is that there are no intervals that have
a special impact on the prediction, with respect to the transformation. In the
second case, the low-level explanation is computed following the next steps
(see Figure 4.10).
Isolation of intervals of interest. An interval is considered relevant for the
prediction if a transformation in this interval changes the prediction of the
classifier (i.e., those intervals in I 6=). In some regions of the time series, how-
ever, there may be intervals both from I 6= and from I=. In order to guarantee
that a region of the series is relevant for the prediction, we define the intervals
of interest as those intervals from I6= that do not have an interval from I=
around.
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The procedure to isolate the intervals of interest can be summarized in the
following steps:

(i) Identify those intervals from I6= that are closer than a parameter z from
any interval from I= employing the γ(z) function:

γ(z) = {i6= ∈ I6=| ∃i= ∈ I=, dH(i=, i6=) < z}
where dH is the Hausdorff distance between intervals1.

(ii) The set of isolated intervals of interest is defined by:

I6= \ γ(z)

Note that the set of isolated intervals depends on the parameter z, so
an adequate threshold z∗ needs to be set for each instance. Our preliminary
studies showed that the number of intervals returned by γ increases with z, but
the slope is generally decreasing (see Figure 4.11 for an example). However,
there are some jumps in the function, where the slope increases and then
decreases again. The values of z in which there is a jump are interesting as
candidates for z∗, since they indicate that there is a significantly larger group
of intervals at distance z than at distance z−1. In order to define an automatic
z∗ for each neighbourhood, we propose the following rule: if there is a jump
in the γ function, z∗ is fixed to the first distance z in which a jump occurs,
while if there is not a jump, z∗ is fixed to the distance in which half of the
intervals are removed. This jump is defined in terms of the second symmetric
numerical derivative (the complete rule is summarized in Algorithm 3).

Fig. 4.11: Example of the γ function on a time series from the CBF dataset
from the UCR repository and warp transformation with kw = 0.7.

1 Given two intervals A = [a1, a2] and B = [b1, b2] in R, the Hausdorff distance
[198] is defined by dH(A, B) = max{|a1 − b1|, |a2 − b12|}. Note that the slice
transformation is applied in the union of intervals instead of in intervals (Section
4.2.4), thus the extension for unions [199] is used for this transformation.
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Algorithm 3 Automatic threshold
Input: Curve of removed intervals γ(z)
Output: Threshold z∗

if ∃z s.t. |γ(z + 1)− 2γ(z) + γ(z − 1)| > 0 then

z∗ = arg min
z∈N

{γ(z + 1)− 2γ(z) + γ(z − 1) > 0}

else
z∗ = arg min

z∈N
{γ(z) > |I6=|2 }

Visualization. This step consists of summarizing and representing the infor-
mation of the interval of interest in the original time series. The idea is that,
the more intervals of interest that contain a time index i, the more relevant this
index is for the prediction. As such, given a time series T = (t1, . . . , ti, . . . , tl),
we compute the number of isolated intervals that contain the index i for
i = 1 . . . l and this values are stored in a vector w = (w1, . . . , wi, . . . , wl). The
explanation, thus, can be seen as a weight vector w, in which wi represents
the relevance of the time index i in the prediction. Then, the time series is
coloured depending on these values. The red colour indicates that these time
indexes are contained in many relevant intervals, so this region is important
for the prediction, while the blue colour, indicates the opposite. Note that the
colorbar is normalized to [0, 1].

4.4 Experimentation

Explainability is a singular field in which the evaluation can be quite subjec-
tive and, hence, difficult to assess quantitatively. In this work, the evaluation
is carried out both qualitatively and quantitatively. The experimental set-up
is specified firstly, followed by a case of study. Lastly, for the quantitative
evaluation, we adapt the evaluation methodology presented in [74] for quan-
tifying the informativeness of explanation methods for TSC to the context of
the proposed transformations. All the code has been developed in Python and
is publicly available1.

4.4.1 Set-up

The experimentation has been carried out considering several parameters of
the transformations. The warp and scale levels considered in this experimen-
tation, kw and ks, are {0.7, 0.8, 0.9, 1.1, 1.2, 1.3}, while the considered noise

1 https://gitlab.bcamath.org/aabanda/tscexplanation.

https://gitlab.bcamath.org/aabanda/tscexplanation
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levels, kn are {1, 3, 5, 7, 9}. Each transformation level is independently stud-
ied. The slice transformation does not depend on any parameter but, in order
to ensure a minimum length in the generated neighbours, we set the minimum
interval length to 0.3 ∗ l, where l is the length of the series that is the object
of study.

Regarding the neighbour generation process, the size of the neighbourhood
is set to 500, while the parameters in 2 are set to α = 8 and β = 18. such
that the probability of a index to be covered by an interval is 0.3 [197]. In
this way, each time index appears in approximately 150 of the 500 generated
neighbours.

Lastly, regarding the classifiers, as mentioned before, in this experimenta-
tion we employ classifiers that handle varying length time series. As such, 3
benchmark and diverse classifiers for TSC have been chosen: from the category
of elastic or distance based classifiers, the 1-NN-DTW classifier, from shapelet
based classifiers, the Shapelet Transform (ST), and, from the dictionary based
category, the Bag-of-SFA-Symbols (BOSS).

4.4.2 Qualitative evaluation: case of study

In this section, the proposed explanation method is qualitatively evaluated
in some example time series extracted from datasets of the UCR repository.
Given a time series and a classifier, our method provides a separate explana-
tion for each transformation, so, due to the lack of space, a single represen-
tative example of each transformation is presented in this section. The expla-
nations are computed for two well-known datasets from the UCR repository
(GunPoint and Coffee), since these datasets have already been used before
in methods concerning TSC explainability [61, 63, 65]. The GunPoint dataset
has already been introduced, while the Coffee dataset is a binary dataset com-
posed of time series that represent food spectrographs of two types of coffee:
arabica and robusta. From each class in each dataset, a time series has been
randomly taken for the following examples1. In each example, the classifier
and the transformation level has been chosen such that the robustness of the
combination classifier-transformation in the given time series is lower than 1
-which makes the semantic analysis of the explanation meaningful-.

Warp. Figure 4.12a shows the explanation obtained for the warp transfor-
mation (kw = 0.7) and the 1-NN-DTW classifier in a time series from the
Gun class of the GunPoint dataset. The Rwarp is 0.45, which indicates that
the output of the classifier in this time series is quite sensitive to the warp
transformation - more than a half of the neighbours generated by warping
random intervals of the series are classified into the Point class-. Our method

1 For the sake of reproducibility, the time series index of each example is specified.
From the GunPoint dataset, time series 52 (Fig. 4.12a) and 1 (Fig. 4.12b). From
the Coffee dataset, time series 6 (Fig. 4.13a) and 21 (Fig. 4.13b).
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states that the most discriminant region is the part in which the subject raises
the gun from the hip; if the subject does this movement faster, the time series
is likely to be classified into the other class.

Scale. The explanation for a time series from the Point class of the GunPoint
dataset for the scale transformation (ks = 1.2) and the 1-NN-DTW classi-
fier is shown in Figure 4.12b. The Rscale is 0.64, so the prediction is rather
robust to the scale transformation (35% of the scale transformed neighbours
are classified into the other class). The explanation indicates that the most
discriminative region is the part in which the subject is pretending to hold the
gun on the hip; if the vertical position of his/her hand was lower than what
it is, the 1-NN-DTW would probably classify this time series into the other
class.

(a) Warp (kw = 0.7) with the
1-NN-DTW classifier,

Rwarp= 0.45.

(b) Scale (ks = 1.2) with the
1-NN-DTW classifier,

Rscale= 0.64

Fig. 4.12: Two explanations provided by our method in a time series from
the Gun class (a) and Point class (b) from GunPoint dataset.

Noise. Figure 4.13a shows the explanation obtained for a time series from
the Arabica class of the Coffee dataset with the noise transformation (kn = 9)
and the BOSS classifier. In this case, the output of the BOSS classifier is
very robust to the noise transformation (Rnoise = 0.94); it is very difficult
to mislead the classifier by adding noise to the time series. An interesting
finding is that the explanation obtained by our method is very similar to that
reported in [63] for a time series from the same class, even when the methods
are fundamentally different. The authors point out that the highlighted regions
correspond to the chlorogenic acid and caffeine contents of the coffee blends,
i.e., the regions that discriminate between the Arabica and the Robusta coffee
types [200].
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Slice. An explanation obtained for a time series from the Robusta class of
the Coffee dataset with the slice transformation and the ST classifier is shown
in Figure 4.13b. The prediction of the ST classifier in this time series is quite
sensitive to the slice transformation, with a Rslice of 0.48. Analogously, the
explanation obtained by our method is very similar to that presented in [63],
where the highlighted regions correspond to the discriminative parts reported
in [200].

(a) Noise (kn = 9) with the BOSS
classifier,

Rnoise= 0.94.

(b) Slice with the
ST classifier,
Rslice= 0.48.

Fig. 4.13: Two explanations provided by our method in a time series from
the Arabica class (a) and Robusta class (b) from Coffee dataset.

4.4.3 Quantitative evaluation on UCR

In this section, the quantitative evaluation of the proposed method is pre-
sented.

4.4.3.1 Experimental Design

In the field of TSC, almost all the explanation methods in the literature are
evaluated in a qualitative way in a specific dataset [62, 63, 65, 66, 67, 69].
Recently, Nguyen et al. [74] presented a general methodology to quantitatively
evaluate whether an explanation method for TSC is informative. Given a time
series and an explanation, the authors propose perturbing the time series
by adding noise to the important and non-important regions of the series.
The idea behind their method is that perturbations on the important regions
should change the class prediction more frequently than perturbations on the
non-important regions.

Given the weight vector w computed in Section 4.4, the important and
non-important regions are defined based on the distribution of its values:
the p% most important indexes are the indexes of the p% highest values of
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w, while the p% least important indexes are those corresponding to the p%
lowest values of w. In their work, however, the only considered perturbation is
noise, and it is added independently to each time index. The adaptation to this
evaluation method that we propose, allows the considered transformations to
be employed as perturbations (not only noise).

The general evaluation procedure is summarized in Figure 4.14: given a
classifier and a dataset divided into train/test sets, the classifier is trained
using the train set and the explanations for all the time series in the test
set, w1, . . . , wnts (where nts is the number of time series in the test set), are
computed. Then, perturbed versions of the test set are computed for different
values of p (in this work, 3 values of p are considered: 10, 50, 90). More
specifically, if X is the test set, Xp− is a modified version of the test set in
which the least important p% of the time indexes are perturbed in all the time
series of this test set. Analogously, Xp+ is a modified version of the test set
in which the most important p% of the time indexes are perturbed in all the
time series of this test set. Then, the labels of all the series in the perturbed
test sets are predicted by the classifier; given a perturbed test set, X10+ for
instance, the classifier is employed to obtain the corresponding labels Y 10+ .
In order to measure the frequency in which the labels of a perturbed test set
are different from the labels of the true test set, the consensus between them
is defined by:

Cp+ = 1
nts

nts∑
s=0

1ys=yp+
s

where

1ys=yp+
s

=
{

1 if ys = y
p+
s

0 otherwise
(4.9)

The consensus varies from 0 to 1, where 0 means that all the labels in Y p+

are different from those in Y , while 1 means that all the time series in the
perturbed test set are classified in the same class as the original time series.
The case for perturbations p− is analogous. The consensus is computed se-
quentially for the different values of p = (10, 50, 90), such that Cp− and Cp+

form two curves (as shown at the bottom of Figure 4.14).
The area under each curve, eLoss1 and eLoss2 correspondingly, is com-

puted employing the trapezoidal rule. Lastly, the area between both curves
(named in the original work as ∆eLoss, equation 4.10) is calculated; if it is
positive, the explanation is considered informative and if it is negative, unin-
formative.

∆eLoss = eLoss1 − eLoss2 (4.10)

In the original work, given the p% most important indexes of w, the trans-
formation is directly applied to these indexes. In the context of our work, the
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Fig. 4.14: Scheme of the evaluation methodology.

transformations are applied interval-wise instead of index-wise and, hence, an
interval in the p% most important indexes is needed. As such, two scenarios
are considered: 1) the p% most important time indexes form a single interval
or 2) the p% most important time indexes form more than one interval. In
the first scenario, a random interval is sampled in this range, and the pertur-
bation is applied to this interval. In the second scenario, the longest interval
is chosen, a random interval is sampled in this range and the perturbation
is applied to this interval. The case of p% least important time indexes is
analogous.

Lastly, note that the authors of the original work [74] employ different
classifiers to obtain the explanations and to evaluate the explanations (i.e., to
label the modified test sets). In our work, since the explanation depends on
the classifier for which it has been calculated, the same classifier is employed
for both purposes.
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4.4.3.2 Results

The evaluation is carried out in datasets from the UCR repository that have
already been used for the scope of TSC explanations [61, 63, 65]. In particular,
the 4 datasets from the UCR employed in [74] are used in this experimentation:
CBF, Coffee, ECG200 and GunPoint.

Recall that, in some cases, the prediction may be robust with respect to a
given transformation and hence, there is no important region for this instance,
classifier and transformation. As such, the evaluation is carried out using only
those instances for which the Rtransf is lower than 1. In order to provide more
information to the reader, we also report the dataset-robustness with respect
to a transformation, measured by the number of instances in the test set in
which the prediction is robust to the transformation.

With the considered settings, ∆eLoss varies in the range [−2, 2], and an
explanation is considered informative if the corresponding ∆eLoss is positive.
The evaluation procedure is repeated 10 times in order to remove the effect
of randomness in the interval-wise perturbation process. Tables 4.1, 4.2, 4.3
and 4.4 report the ∆eLoss and the dataset-robustness between parenthesis
for each combination of classifier, dataset and transformation. The accuracy
obtained by each classifier in each dataset is also shown in parentheses in the
header of the tables.

CBF 1-NN-DTW (0.97) BOSS (0.99) ST (0.98)
Warp 0.7 0.33 (0.81) 0.36 (0.99) 0.45 (0.85)
Warp 0.8 0.30 (0.86) 0.64 (0.99) 0.55 (0.91)
Warp 0.9 0.29 (0.89) 0.47 (0.99) 0.42 (0.94)
Warp 1.1 0.36 (0.92) 0.32 (0.99) 0.56 (0.91)
Warp 1.2 0.31 (0.92) 0.46 (0.99) 0.72 (0.86)
Warp 1.3 0.46 (0.93) 0.55 (0.99) 0.65 (0.82)
Scale 0.7 0.48 (0.79) 0.37 (0.95) 0.47 (0.85)
Scale 0.8 0.52 (0.92) 0.43 (0.98) 0.52 (0.91)
Scale 0.9 0.47 (0.98) 0.55 (0.99) 0.27 (0.96)
Scale 1.1 0.78 (0.99) 1.05 (0.99) 0.41 (0.95)
Scale 1.2 0.77 (0.99) 0.66 (0.99) 0.54 (0.93)
Scale 1.3 0.39 (0.99) 0.44 (0.98) 0.46 (0.91)
Noise 1 0.02 (0.99) 0.13 (0.99) -0.06 (0.97)
Noise 3 0.10 (0.99) 0.20 (0.99) 0.04 (0.94)
Noise 5 0.11 (0.98) 0.00 (0.99) 0.14 (0.92)
Noise 7 0.10 (0.98) 0.06 (0.99) 0.24 (0.90)
Noise 9 0.14 (0.98) 0.20 (0.99) 0.24 (0.86)

Slice 0.54 (0.03) 0.09 (0.37) 0.07 (0.03)

Table 4.1: The ∆eLoss obtained for the explanations in CBF dataset. The
dataset-robustness is shown in parenthesis.
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Coffee 1-NN-DTW (0.98) BOSS (0.99) ST (0.99)
Warp 0.7 - (1) 0.23 (0.67) 0.10 (0.25)
Warp 0.8 - (1) 0.20 (0.71) 0.08 (0.57)
Warp 0.9 - (1) 0.85 (0.96) 0.30 (0.89)
Warp 1.1 - (1) 0.35 (0.96) 0.82 (0.89)
Warp 1.2 - (1) 1.25 (0.96) 0.49 (0.78)
Warp 1.3 - (1) 0.95 (0.92) 0.51 (0.75)
Scale 0.7 0.55 (0.25) 0.25 (0.71) 0.23 (0.82)
Scale 0.8 0.61 (0.61) 0.40 (0.92) 0.23 (0.89)
Scale 0.9 1.20 (0.92) 0.70 (0.96) 0.28 (0.89)
Scale 1.1 0.85 (0.93) 0.99 (0.96) 0.05 (0.93)
Scale 1.2 0.51 (0.50) 0.75 (0.96) 0.23 (0.82)
Scale 1.3 0.76 (0.14) 0.26 (0.78) 0.27 (0.75)
Noise 1 - (1) 0.00 (0.96) 1.10 (0.96)
Noise 3 0.10 (0.89) 0.05 (0.96) 0.32 (0.82)
Noise 5 0.24 (0.82) 0.15 (0.92) 0.04 (0.46)
Noise 7 0.07 (0.50) 0.05 (0.93) -0.04 (0.39)
Noise 9 0.18 (0.32) 0.20 (0.93) -0.05 (0.39)

Slice 0.41 (0.00) 0.79 (0.86) 0.36 (0.86)

Table 4.2: The ∆eLoss obtained for the explanations in Coffee dataset. The
dataset-robustness is shown in parenthesis.

Tables 4.1, 4.2, 4.3 and 4.4 show that the ∆eLoss is positive in almost
all the dataset-transformation-classifier combinations, which means that the
explanation is informative. In fact, there are only 7 cases (of the 216 cases)
in which it is negative, which are shown in italics. The results clearly validate
our explanation method, since, perturbing the important parts change the
prediction of the classifier more frequently than perturbing the non-important
parts, regardless of the classifier, transformation or dataset. Note that, this is
done in spite of the high values of robustness reached.

The dataset-robustness is, generally, very high in all the cases, which means
that it is rather hard to change the prediction of the classifiers employing the
considered transformations. This can be due to the distribution of the classes
within each dataset, or due to the capacity of the classifiers employed in this
work to handle the transformations. However, it is worth noting that the
dataset-robustness depends on the parameter of the transformation; for the
warp and scale transformations, the closer the parameter is to 1, the greater
the dataset-robustness, while for the noise transformation, the lower the pa-
rameter, the greater the dataset-robustness (which seems reasonable in both
cases, since those are the parameters that involve the slightest modifications).
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ECG200 1-NN-DTW (0.87) BOSS (0.89) ST (0.84)
Warp 0.7 0.58 (0.77) 0.55 (0.43) 0.38 (0.01)
Warp 0.8 0.54 (0.83) 0.40 (0.49) 0.34 (0.20)
Warp 0.9 0.33 (0.84) 0.61 (0.70) 0.54 (0.82)
Warp 1.1 0.58 (0.80) 0.35 (0.71) 0.24 (0.88)
Warp 1.2 0.45 (0.83) 0.39 (0.47) 0.46 (0.73)
Warp 1.3 0.40 (0.83) 0.39 (0.47) 0.56 (0.62)
Scale 0.7 0.66 (0.52) 0.37 (0.68) 0.64 (0.76)
Scale 0.8 0.83 (0.73) 0.33 (0.74) 0.24 (0.87)
Scale 0.9 0.71 (0.88) 0.36 (0.81) 0.26 (0.97)
Scale 1.1 0.71 (0.82) 0.46 (0.80) 0.06 (0.97)
Scale 1.2 0.80 (0.71) 0.47 (0.78) 0.52 (0.92)
Scale 1.3 0.66 (0.59) 0.52 (0.73) 0.28 (0.84)
Noise 1 0.12 (0.89) 0.10 (0.81) 0.00 (0.95)
Noise 3 0.26 (0.74) -0.02 (0.78) 0.00 (0.87)
Noise 5 0.21 (0.62) 0.05 (0.68) 0.00 (0.76)
Noise 7 0.25 (0.52) 0.01 (0.62) 0.00 (0.54)
Noise 9 0.27 (0.41) 0.06 (0.58) 0.00 (0.33)

Slice 0.40 (0.06) -0.31 (0.55) -0.07 (0.54)

Table 4.3: The ∆eLoss obtained for the explanations in ECG200 dataset.
The dataset-robustness is shown in parenthesis.

There are some interesting findings related with the classifiers that deserve
attention; on the one hand, the prediction of the 1-NN-DTW classifier is found
to be robust to the warp transformation in the Coffee dataset for all the
considered warp levels. In the rest of the datasets however, the robustness of
the 1-NN-DTW is similar to that of the BOSS and ST classifier, so the ability
of a classifier to deal with the warp transformation varies depending on the
dataset. On the other hand, the BOSS classifier is known to be robust to noise
[69], but, in the ECG200 dataset, for example, both the 1-NN-DTW and the
ST classifiers are found to be more robust to noise.

4.5 Conclusions and Future Work

In this Chapter, an explanation method for TSC that provides realistic -and
specific to time series- explanations is proposed. For this, 4 transformations
for time series are presented (warp, scale, noise and slice) and a synthetic
neighbourhood of a time series is created by applying these transformations
to random intervals of the series. The method provides explanations at two
levels: in the high-level, the robustness of a classifier’s prediction with respect
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GunPoint 1-NN-DTW (0.95) BOSS (0.99) ST (0.99)
Warp 0.7 0.58 (0.88) 0.21 (0.57) 0.23 (0.75)
Warp 0.8 0.69 (0.92) 0.48 (0.86) 0.03 (0.93)
Warp 0.9 0.54 (0.94) 0.63 (0.96) -0.39 (0.97)
Warp 1.1 0.83 (0.93) 0.32 (0.97) 0.89 (0.98)
Warp 1.2 0.76 (0.93) 0.54 (0.91) 0.70 (0.98)
Warp 1.3 0.41 (0.87) 0.55 (0.82) 0.78 (0.98)
Scale 0.7 0.47 (0.28) 0.32 (0.73) 0.30 (0.65)
Scale 0.8 0.51 (0.36) 0.40 (0.88) 0.36 (0.77)
Scale 0.9 0.45 (0.53) 0.18 (0.96) 0.29 (0.94)
Scale 1.1 0.64 (0.54) 0.32 (0.98) 0.60 (0.97)
Scale 1.2 0.76 (0.37) 0.32 (0.90) 0.40 (0.91)
Scale 1.3 0.83 (0.30) 0.41 (0.84) 0.37 (0.78)
Noise 1 0.46 (0.84) 0.00 (0.99) 0.14 (0.97)
Noise 3 0.43 (0.67) 0.02 (0.89) 0.09 (0.85)
Noise 5 0.44 (0.55) 0.06 (0.67) 0.14 (0.66)
Noise 7 0.39 (0.40) 0.03 (0.56) 0.24 (0.49)
Noise 9 0.43 (0.33) 0.07 (0.54) 0.60 (0.49)

Slice 0.01 (0.11) 0.74 (0.83) 0.75 (0.49)

Table 4.4: The ∆eLoss obtained for the explanations in GunPoint dataset.
The dataset-robustness is shown in parenthesis.

to a given transformation is measured, while in the low-level, the relevance of
each region of the series in the prediction is computed.

The experimentation is divided into a qualitative and a quantitative eval-
uation. In the former, the explanation provided by our method is visually
validated in some time series extracted from datasets of the UCR repository.
Taking advantage of the semantic meaning of the time series, our methods
show, for example, that the speed of the action recorded in the GunPoint
dataset is discriminant. In the latter, the proposed method is quantitatively
evaluated by adapting an existing evaluation methodology [74] to the con-
text of our transformations. The methodology consists of perturbing the time
series in the important and non-important regions (according to the expla-
nation), and checking whether the perturbations in the important regions
change the prediction of the classifier more frequently than perturbations in
the non-important regions. The results show that this holds in almost all the
considered combinations of dataset-classifier-transformation, which confirms
the informativeness of our method. Moreover, the dataset-robustness (mea-
sured by the number of time series in the test set for which the prediction
is robust to a transformation), give some insights into how robust the classi-
fiers are to the considered transformations; the BOSS classifier, for example,



which is supposed to be very robust to noise, is shown to be less robust to
noise than the 1-NN-DTW or the ST classifier in the ECG200 dataset from
the UCR repository.

Lastly, there are many possible directions for the future work: due to the
lack of space, the experimentation in this work is limited, but it could be ex-
tended to more classifiers and datasets, and, eventually, to the multi-variate
TSC scenario. Moreover, in this method, the transformations have been stud-
ied independently, while it could be interesting to study combinations of trans-
formations, for example, by successively applying different transformations to
random intervals. To conclude, we think that our method is a first attempt
at empirically studying the robustness in TSC, and it could be interesting to
continue in this direction.





5

General Conclusions and Future Work

5.1 Conclusions

In this thesis, three contributions to the field of time series classification have
been proposed. In Chapter 2, a review that organizes and comprehensively
revises the existing distance based time series classification methods is pre-
sented. The methods are categorized into three groups, depending on how each
approach uses the chosen distance: together with the 1-NN classifier, to obtain
new distance based features or to construct kernels. The approaches that use
the distance together with the 1-NN classifier have been widely reviewed and
we refer the reader to [76, 78, 166] for more details.

Regarding those methods that employ the distance to obtain a new feature
representation of the series, we distinguish between three approaches: global
distance features, local distance features, and embedded features. Global dis-
tance features are obtained by computing the distance matrix between the
time series in the training set and employing these distances to represent the
series in a new vector space, in which any non-temporal classifier can be ap-
plied. In the methods that employ local distance features, instead of comput-
ing the distance between the series, distances between the series and some rep-
resentative patterns (subsequences) of the series are computed. Lastly, given
that many classifiers are implicitly built on Euclidean spaces, some of the
methods aim at isometrically embedding the distance matrix obtained from
the training set into some Euclidean space.

Regarding those methods that employ the distance to construct kernels,
two main directions are followed: those that construct indefinite kernels, and
those that construct definite kernels. Time series distances do not generally
lead to PSD kernels and many of the methods just employ the indefinite ker-
nels without any special treatment or consideration. Recall that the definite-
ness guarantees the mathematical properties of a kernel, but the relationship
between the (grade of) definiteness and the accuracy obtained by employing
the kernel within a classifier is still an open question. In this context, some
of the methods apply different types of regularizations to convert the indef-
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inite kernels into definite kernels, while some others study the relationship
between the definiteness and the accuracy more in-depth. Lastly, there are
also some works in which specific kernels for time series are proposed that
are, by definition, PSD.

In Chapter 3, with the goal of providing a practical tool for a non-expert
user, we develop the first time series classifier recommendation system. For
this objective, a meta-learning approach is followed to define a a characteriza-
tion of supervised time series datasets based on landmarkers. We choose the
classifiers included in [171] and implemented in the tsml [71] or sktime [72]
toolboxes as candidate classifiers. As such, our proposal includes 24 landmark-
ers for time series classifiers, obtained by dataset subsampling and algorithm
reductions. The experimental analysis shows that the proposed landmarkers
fulfill the conditions to be good landmarkers: they are fast to compute (in
one of the biggest datasets from the UCR repository, the computation time is
reduced from 12 days to 44 minutes), and the performances obtained by the
landmarkers are highly correlated with the results obtained by the original
classifiers (with a mean correlation of 0.86).

The recommendation system we proposed is based on 5 types of meta-
targets: classifiers accuracies, complete ranking, partial ranking, best set, and
best classifier. For each meta-target type, the performance of a specific meta-
learner based on the designed landmarkers is compared with the performance
of a baseline especially designed for this experimentation and the performance
of the standard meta-features. The results clearly validate our recommenda-
tion system, which beats the baselines and standard meta-features in 7 of the
9 considered scenarios.

The last part of the recommendation system relies on exploiting the hierar-
chical relationship between the meta-targets. Some meta-targets are more fine-
grained than others, which allows to infer from them other less fine-grained
meta-targets: the complete ranking, for instance, can be directly obtained by
the classifier accuracies. In this sense, we have experimentally studied if, given
a meta-target, it is worth employing the specific meta-learner for this meta-
target or, instead, similar performances can be obtained by inferring the latter
from more fine-grained meta-targets. We showed that, in our framework, most
of the meta-target types can be inferred from a single linear multi-output re-
gression on the classifiers accuracies, obtaining even better results than those
obtained with the corresponding specific meta-learner.

Lastly, the third contribution of this dissertation is presented in Chapter
4. In this chapter, with the aim of providing a deeper understanding of the
existing classifiers, we present an ad-hoc agnostic time series classification
explanation method. A perturbation based approach is followed for obtaining
the explanation, together with 4 specific and ah-hoc perturbations that we
propose for time series: warp, scale, noise and slice. With this perturbations,
the proposed method provides a two-level explanation: on the one hand, the
robustness of a prediction with respect to a transformation is computed and,
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on the other hand, a visualization of the series in which the relevance of each
region of the series respect to the transformation is provided.

Given that the evaluation of explanation methods can be very subjective,
we tackle it in two manners. Firstly, a qualitative evaluation is carried out
in two well known time series datasets from the UCR repository. Secondly, a
quantitative ad-hoc evaluation methodology is proposed for the framework of
this work based on the evaluation procedure proposed in [74]. In this proce-
dure, an explanation method is considered informative if perturbations on the
relevant regions change the prediction more frequently than perturbations on
the non-relevant regions. The results obtained by this evaluation methodology
clearly validate our explanation method, which is found to be informative in
almost all the considered combinations of dataset-classifier-transformation.

5.2 Future Works

The contributions presented in this thesis have led to many new potential
directions of research. In the following paragraphs, we briefly present the
possible future directions:

• Extensions to other types of time series
The contributions presented in Chapters 3 and 4 have mainly focused
on univariate time series with finite and equal lengths. However, most of
the work can be easily adapted to multi-variate or unequal length time
series. In the the case of the recommendation system, this could be done
by designing landmarkers for the classifiers that can handle multi-variate
or unequal length time series. In Chapter 4, the classifiers considered can
deal with unequal length time series, so, even if we have not carried it
out because of the lack of space, the framework could be directly applied
to obtain explanations for this type of time series. Given that many of
the time series collected in real world scenarios are multi-variate or have
unequal lengths, we think that the extension of our work to this type of
data is a promising future work.

• Temporal information
In the TSC community, it is assumed that specific methods for time series
perform better than standard classifiers. However, there are certain prob-
lems in which standard classifiers (which are, generally, faster) are more
suitable [8]. Since standard classifiers do no take the order of the values
of the time series (the temporal information) into account, it means that
there are TSC problems in which the temporal information is not rele-
vant for the classification. In this sense, it would be interesting to study
whether, given a TSC problem, the temporal information is a relevant
characteristic for the classification or not.
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• Discriminatory characteristics of datasets and performance of classifiers
In the contribution presented in Chapter 3, we have addressed the prob-
lem of classifier recommendation by predicting the performance of time
series classifiers in certain problems. However, it would be interesting to
investigate which are the characteristic of a dataset that make a classi-
fier perform better than the others in a certain problem. In particular,
given that time series datasets have specific discriminatory characteristic,
understanding the relationship between the discriminatory characteristic
of a dataset and the accuracy of different classifiers would be extremely
valuable.

• Robustness of classifiers
In TSC, it is common to state that a particular classifier is robust to
noise or to time warping, but these statements have never been empir-
ically proven. In Chapter 4, we have presented a quantitative measure
to determine the robustness of a prediction (made by a certain classifier
for a given time series) with respect to the proposed time series trans-
formations. We think that the idea of the dataset-robustness proposed in
our work could be used to study and compare the robustness of certain
classifiers in different TSC problems.
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Appendix

A.1 Landmarkers: computation time of subsample
landmarkers in the largest datasets from the UCR
repository

MixedShapesRegularTrain HandOutlines NonInvasiveFetalECGThorax1 StarlightCurves UWaveGestureLibraryAll
BOP 0.01 0.01 0.01 0.01 0.01
BOSS 131.62 60.79 32.65 16.16 22.45
BayesNet 0.35 0.02 0.04 0.03 0.02
C45 0.36 0.05 0.05 0.01 0.02
DD DTW 176.52 142.27 64.95 41.42 41.84
DTD C 847.53 344.01 128.27 65.47 72.08
DTW 0.03 0.04 0.01 0.01 0.01
ERP 0.01 0.01 0.01 0.01 0.01
FS 0.01 0.01 0.01 0.01 0.01
MLP 141.11 220.46 20.08 25.86 14.37
MSM 0.23 0.10 0.04 0.03 0.04
NB 0.26 0.01 0.01 0.01 0.01
NN 0.01 0.01 0.01 0.01 0.01
NN CID 0.01 0.01 0.01 0.01 0.01
RandF 0.32 0.05 0.11 0.05 0.05
RotF 27.42 10.55 8.56 2.23 5.71
SVML 0.46 0.02 0.13 0.02 0.04
SVMQ 0.03 0.02 0.07 0.01 0.01
ST 614.89 62.17 69.68 62.17 62.22
TSF 3.83 1.12 2.21 0.46 0.88
TWE 0.36 0.17 0.07 0.05 0.04
WDTW 0.10 0.05 0.01 0.01 0.01
ResNet 87.56 190.30 168.18 131.06 127.50
InceptionTime 78.24 85.86 115.32 96.03 25.84

Table A.1: For the 5 largest datasets in the UCR, the time (in minutes)
spent in computing the subsample landmarkers (those that take more than

30 minutes are in bold).
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A.2 Landmarkers: computation times

Dataset Total time Slowest (time)
Adiac 14.74 ST (9.87)
ArrowHead 9.28 ST (6.23)
Beef 8.42 ST (6.19)
BeetleFly 8.45 ST (5.83)
BirdChicken 8.05 ST (5.66)
Car 10.9 ST (6.02)
CBF 7.53 ST (5.91)
ChlorineConcentration 12.9 ST (9.11)
CinCECGTorso 112.32 BOSS (47.34)
Coffee 8.9 ST (5.67)
Computers 17.21 ST (6.04)
CricketX 16.59 ST (8.5)
CricketY 15.63 ST (7.91)
CricketZ 14.38 ST (8.32)
DiatomSizeReduction 9.02 ST (5.91)
DistalPhalanxOutlineCorrect 6.28 ST (3.81)
DistalPhalanxOutlineAgeGroup 8.23 ST (6.39)
DistalPhalanxTW 8.41 ST (6.68)
Earthquakes 13.28 ST (6.08)
ECG200 3.97 ST (1.97)
ECG5000 8.55 ST (6.01)
ECGFiveDays 7.88 ST (6.25)
ElectricDevices 19.43 ST (14.19)
FaceAll 11.38 ST (7.13)
FaceFour 8.13 ST (5.76)
FacesUCR 9.66 ST (7.06)
FiftyWords 56.49 ST (41.31)
Fish 10.82 ST (6.15)
FordA 34.36 BOSS (11.92)
FordB 58.16 BOSS (29.22)
GunPoint 7.71 ST (5.9)
Ham 12.27 ST (6.18)
HandOutlines 129.6 BOSS (59.91)
Haptics 35.48 ST (6.71)
Herring 10.3 ST (5.93)
InlineSkate 68.54 BOSS (25.75)
InsectWingbeatSound 12.27 ST (6.34)
ItalyPowerDemand 1.43 Resnet (0.5)
LargeKitchenAppliances 32.09 BOSS (15.6)
Lightning2 12 ST (6.01)
Lightning7 8.74 ST (5.96)
Mallat 44.04 BOSS (17.91)
Meat 9.07 ST (5.9)
MedicalImages 8.47 ST (6.72)
MiddlePhalanxOutlineCorrect 6.62 ST (4.52)
MiddlePhalanxOutlineAgeGroup 9.33 ST (7.07)
MiddlePhalanxTW 10.47 ST (7.77)
MoteStrain 10.94 ST (8.02)
NonInvasiveFetalECGThorax1 98.48 BOSS (36.56)
NonInvasiveFetalECGThorax2 98.4 BOSS (35.09)
OliveOil 8.37 ST (6.05)
OSULeaf 11.59 ST (6.13)
PhalangesOutlinesCorrect 9.19 ST (6.94)
Phoneme 209.38 RotF (89.85)
Plane 7.6 ST (5.98)
ProximalPhalanxOutlineCorrect 6.59 ST (4.66)

Dataset Total time Slowest (time)
ProximalPhalanxOutlineAgeGroup 9.7 ST (7.3)
ProximalPhalanxTW 9.78 ST (7.07)
RefrigerationDevices 22.67 ST (7.17)
ScreenType 43.33 BOSS (25.19)
ShapeletSim 12.43 ST (6.07)
ShapesAll 56.41 BOSS (24.06)
SmallKitchenAppliances 42.22 BOSS (24.57)
SonyAIBORobotSurface1 8.96 ST (7.02)
SonyAIBORobotSurface2 5.58 ST (3.37)
StarLightCurves 44.3 BOSS (19.67)
Strawberry 9.96 ST (6.34)
SwedishLeaf 9.08 ST (7.04)
Symbols 14.41 ST (6.12)
SyntheticControl 4.4 ST (2.6)
ToeSegmentation1 11 ST (6.31)
ToeSegmentation2 9.85 ST (5.97)
Trace 9.4 ST (6.12)
TwoLeadECG 9.25 ST (7.14)
TwoPatterns 9.61 ST (6.73)
UWaveGestureLibraryX 35.03 ST (12.78)
UWaveGestureLibraryY 20.8 ST (7.07)
UWaveGestureLibraryZ 36.13 ST (17.24)
UWaveGestureLibraryAll 68.52 BOSS (31.69)
Wafer 9.2 ST (6.65)
Wine 7.4 ST (5.65)
WordSynonyms 15.25 ST (7.42)
Worms 17.17 ST (6.14)
WormsTwoClass 16.19 ST (6.05)
Yoga 20.9 ST (7.84)
ACSF1 46.76 BOSS (16.57)
BME 11.44 ST (6.81)
Chinatown 4.86 Resnet (2.84)
EOGHorizontalSignal 121.21 BOSS (66.99)
EOGVerticalSignal 100.25 BOSS (42.54)
FreezerRegularTrain 13.84 ST (6.74)
FreezerSmallTrain 11.38 ST (6.62)
GunPointAgeSpan 9.27 ST (6.23)
GunPointMaleVersusFemale 9.04 ST (6.17)
GunPointOldVersusYoung 8.55 ST (6.28)
HouseTwenty 25.07 BOSS (7.23)
InsectEPGRegularTrain 13.48 ST (5.92)
InsectEPGSmallTrain 14.52 ST (5.95)
MixedShapesSmallTrain 24.91 BOSS (7.89)
PigAirwayPressure 72.53 BOSS (28.4)
PigArtPressure 84.78 BOSS (36.01)
PigCVP 122.92 BOSS (67.03)
PowerCons 10.39 ST (6.01)
Rock 64.99 BOSS (34.39)
SemgHandGenderCh2 38.06 BOSS (17.34)
SemgHandMovementCh2 53.09 BOSS (23.1)
SemgHandSubjectCh2 68.49 BOSS (37.51)
SmoothSubspace 4.02 Resnet (3.15)
UMD 9.42 ST (6.3)
Crop 58.15 ST (42.1)
EthanolLevel 43.82 BOSS (13.48)
MixedShapesRegularTrain 28.72 BOSS (9.93)

Table A.2: For each dataset, the total time (in minutes) spent in computing
all the landmarkers, the slowest classifier and the corresponding time (in

minutes).
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A.3 Landmarkers: Correlation between the landmarkers
and the corresponding original classifiers

Classifier Correlation
BOP 0.90
BOSS 0.90
BayesNet 0.93
C45 0.89
DD DTW 0.87
DTD C 0.83
DTW 0.84
ERP 0.84
FS 0.93
MLP 0.89
MSM 0.89
NB 0.95
NN 0.90
NN CID 0.85
RandF 0.90
RotF 0.88
SVML 0.93
SVMQ 0.90
ST 0.87
TSF 0.92
TWE 0.82
WDTW 0.92
ResNet 0.60
InceptionTime 0.40

Table A.3: The Pearson correlation between the accuracies obtained by the
landmarkers and the corresponding original classifiers in the 112 datasets

from the UCR.
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A.4 Landmarkers: Accuracies of classifiers and
landmarkers by dataset

Fig. A.1: Accuracies of classifiers and landmarkers by dataset I.
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Fig. A.2: Accuracies of classifiers and landmarkers by dataset II.
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Fig. A.3: Accuracies of classifiers and landmarker by dataset III.



Fig. A.4: Accuracies of classifiers and landmarker by dataset IV.
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[189] L. Todorovski and S. Džeroski. Experiments in Meta-level Learning
with ILP. pages 98–106, 1999.

[190] Min-ling Zhang and Zhi-hua Zhou. M L-KNN: A lazy learning approach
to multi-label learning. Pattern Recognition, 40:2038–2048, 2007. doi:
10.1016/j.patcog.2006.12.019.

[191] A. Kalousis. Algorithm Selection via Meta-Learning. PhD thesis, Uni-
versity of Geneva, 2002.

[192] Hilan Bensusan and Alexandros Kalousis. Estimating the Predictive
Accuracy of a Classifier. pages 25–36, 2001.

[193] Ronald Fagin, Ravi Kumar, and D Sivakumar. Comparing top k lists.
SIAM Journal on discrete mathematics, 17(1):134–160, 2003.

[194] M. Stone. Cross-validatory choice and assessment of statistical pre-
dictions. Journal of the Royal Statistical Society, Series B (Statistical
Methodology), pages 36(2):111–147, 1974.

[195] Chang Wei Tan, Eamonn Keogh, and Geoffrey I Webb. Time Series
Classification for Varying Length Series. arXiv:1910.04341v1, 2019.

[196] Arthur Le Guennec, Simon Malinowski, and Romain Tavenard. Data
Augmentation for Time Series Classification using Convolutional Neural
Networks. International Workshop on Advanced Analytics and Learning
on Temporal Data (AALTD16), 2016.

[197] Luc Devroye, Peter Epstein, and Jörg-Rüdiger Sack. On Generating
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