e B ot raru

"

Universidad Euskal Herriko
del Pais Vasco Unibertsitatea

Does Coreference Resolution Improve
Aspect-Based Sentiment Analysis?
Author: Rosa-Maria Kristiina Ryhanen
Advisors: Rodrigo Agerri

hap/lap

Hizkuntzaren Azterketa eta Prozesamendua
Language Analysis and Processing

Final Thesis

June 2022

Departments: Computer Systems and Languages, Computational Architectures and
Technologies, Computational Science and Artificial Intelligence, Basque Language and
Communication, Communications Engineer.




Coreference Resolution for ABSA ii/54

Abstract
Aspect-Based Sentiment Analysis (ABSA) has generally focused on extracting explicit
opinion targets and classifying them into polarities and categories. Most approaches
ignore implicitly expressed opinions, even though they make up a significant part of
language; in fact, approximately 25% of the targets in the SemEval ABSA 2016 English
restaurant reviews (Pontiki et al., 2016) are implicit and are not taken into consideration
when training a model. We propose to solve a part of the implicit targets with coreference
resolution in order to improve two ABSA tasks: opinion target extraction and aspect
category detection. Our results suggest that coreference resolution helps to perform
opinion target extraction and aspect category detection, when the latter is handled as a
multi-label classification task. The data and code are publicly available on GitHub®.

keywords: Aspect-Based Sentiment Analysis, Coreference Resolution, Opinion Target
Extraction, Aspect Category Detection

“https://github.com/rosamariaryh/absa-coref
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1 Introduction

In the recent years, sharing opinions on online platforms and social media has increased
thanks to technological advances. Individuals and organisations can turn to reviews for
decision-making. Reviews are one of the most common ways to share opinions, and they
are available for all types of products and services on online shops, but also on websites and
applications geared towards reviews, like Google Maps, Yelp, Trip Advisor and Trustpilot.

From a customer’s point of view, it is beneficial to know other people’s opinions before
purchasing a product or hiring a service in order to ensure quality. In fact, in 2021, 77%
of the customers read reviews either regularly or always before making a decision on the
purchase (BrightLocal, 2022). At the same time, people have shifted from relying on
experts to searching for information online regarding their big decisions in life in the US
(PewResearch, 2020), which also explains the heightened importance of online presence.
Considering this, automatic opinion extraction and review summaries may alleviate the
burden of scrolling through all reviews.

Online presence has a great impact on sales from a company’s point of view as well.
Having positive reviews attracts new customers and replying to negative reviews may help
to maintain a good brand image. Doing so can also help to appear higher in the search
engines and increase web traffic. However, it is time-consuming to read all reviews, which
is why a sentiment classifier may help to detect the negative reviews and an opinion target
extraction model can give important insight on the most mentioned aspects of the service
or product.

1.1 Aspect-Based Sentiment Analysis

As stated above, with the amount of data keeps growing, it becomes unfeasible to manually
review all the texts to get a more global opinion of the product. Thanks to improved
machine learning systems, it is possible to process texts and extract valuable information
from them. This is exactly the case of aspect-based sentiment analysis, which is one of
the main ways to convert polarised, unstructured, raw texts into meaningful knowledge.
Such processes of conversion from data to knowledge include: extracting opinion targets
and clustering them to analyse the most mentioned items in a text (Figure 1), classifying
opinion targets into negative and positive sentiments to discover the best and worst rated
aspects of a product or service, and grouping the opinion targets into broader categories
for easier data processing (Figure 2). A good example of this is hotel reviews, where a
category may be for couples and the most frequent opinion targets may be king-sized bed,
roses, candles and tranquility.

However, not all types of opinions can be directly processed because language naturally
includes a great number of context-dependent pragmatic elements, such as presuppositions
(Karttunen, 1974; Ducrot, 1969 and implicatures (Over and Grice, 1989), which require
reasoning and world knowledge. Another example is discourse referents Karttunen (1976),
which are easily understood by humans, but complicated to process for Natural Language
Processing (NLP) systems; for example, it is not possible to extract an opinion target and
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Figure 1: Opinion Targets and Their Frequency for a Bar on Google Maps
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Figure 2: Opinion Categories for a Hotel Based on Opinions on Google Maps

classify it into a category if the target is a pronoun, as it is semantically empty. When
opinions are analysed by automatic means, they must be explicit, which means that any
ambiguous words or implicit expressions are simply ignored. This naturally has an impact
on the quality of annotations in the data set and, consequently, on the the model that we
train.

m ve asked n a cart anendantl for n a lotus leaf wrapped riceJ and replied back rice and just walked away .
n] had to ask three times before finally came back with che dish n] ve requested| .

Figure 3: Example of Coreference with Three Entities

One way to increase explicit information in the text is to exploit references, as is the
case of coreference resolution, seen in Figure 3. In this example, we observe a coreference
cluster for food (2) a lotus leaf wrapped rice and the dish I've requested and for service
(0) a cart attendant, her and she. Coreference resolution establishes links between the
words referring to the same entity and consequently replaces the implicit references with
an explicit one. This way, the information is made explicit and can be used in different NLP
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tasks, such as in sentiment analysis, summarisation and question answering (Sukthanker
et al., 2020).

While both aspect-based sentiment analysis and coreference have quite an extensive
history of research separately, little research has been carried out on coreferential models
applied to ABSA tasks; even more so for neural coreferential models, as few have been
used to resolve implicit targets in sentiment analysis.

1.2 Research questions

The motivation for this thesis stems from the lack of research on implicit targets in several
ABSA tasks. They have been noted ever since the first ABSA investigations (Hu and Liu,
2004b), but have generally been disregarded in research; Section 2.3 gives an overview of
this particular issue. Thus, the novelty of the thesis lies in applying coreference resolution
on implicit opinion targets in order to observe its effects on ABSA tasks.

We investigate whether opinion target extraction and aspect category detection can
be improved by explicitising implicit language with coreference resolution methods. We
assume that training models with a greater number of explicit targets will help us perform
the aforementioned ABSA tasks better. Our main hypotheses are the following:

H1 Coreference resolution helps to extract opinion targets in texts

H2 Coreference resolution helps to detect aspect categories of the opinion targets

The objective of this thesis is to discover whether coreference resolution helps to perform
some of the most common ABSA tasks: opinion target extraction and aspect category
detection. Our contributions are the following:

o We address implicit coreferential targets with language models, which has not gained
enough attention in ABSA research.

o We analyse quantitatively and qualitatively the implicit targets of ABSA SemEval
2016 English restaurant reviews.

¢ We analyse the limits and common errors of the AllenNLP coreference model.
o We manually annotate the aforementioned reviews with coreference resolution .
o We automatically annotate the aforementioned reviews with coreference resolution?.

« We treat opinion target extraction as a sequence labelling task, in which we conclude
that coreference resolution is beneficial for OTE.

!Publicly available at https://github.com/rosamariaryh/absa-coref
2Publicly available at https://github.com/rosamariaryh/absa-coref
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« We handle opinion target extraction and classification, a more complex task, with
sequence labelling methods and conclude that manual coreference resolution improves
the results.

« We formulate aspect category detection as a multi-class classification task where
coreference resolution has a minimal effect on the results.

« We formulate aspect category detection as a multi-label classification task and con-
clude that manual coreference improves the system.

¢ We show that having corpora formed at a document level is beneficial for tasks related
to coreference resolution, which require this type of formatting.

o Lastly, as opposed to previous methods, we demonstrate that deep-learning based
methods for automatic coreference resolution help to perform ACD and OTE.

In order to test our hypotheses, the thesis is organised as follows: in the next section,
we review the state of the art for ABSA tasks and coreference resolution. In Section 3,
we explain the algorithms and data set that were used in this thesis. Next, in Section
4, we discuss the experimental setting, which justifies the need for this type of work and
details the steps taken to test our hypotheses. We present the results in Section 5, which
is followed by an error analysis in Section 6. Finally, we conclude the thesis in Section 7
and offer prospects for future research in Section 8.

Language Analysis and Processing
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2 Related work

This section aims to give an overview of the state of the art of aspect-based sentiment
analysis, coreference resolution and coreference resolution methods applied to ABSA. We
start by introducing sentiment analysis, continue with explaining the subtasks, shared tasks
and experiments carried out in ABSA, review implicit language in the context of sentiment
analysis, and, finally, explain the coreference resolution techniques and their results.

2.1 Introduction to Sentiment Analysis

Sentiment analysis is the field of study in NLP that studies people’s attitudes and opinions
on a vast variety of texts, often including but not limited to reviews, tweets, comments,
and blog posts. Although related topics like subjectivity analysis (Wiebe et al., 1999) or
semantic analysis (Hatzivassiloglou and McKeown, 1997) sparked curiosity in researchers
in the 90s, it was not until the turn of the millennium that the first works of sentiment
analysis were carried out. This is greatly due to technological advances like the expansion
of the Internet and, thus, to the amount of digitised data that was available (Liu, 2012).
With the rise of online commerce in the early 2000s, it was discovered that customer reviews
play a significant role on the purchase power, which is why there was a great motivation
to process the data and turn it into meaningful information.

Sentiment analysis is a polarity classification task that is often performed on a document-
level (Hu and Liu, 2004b; Pang and Lee, 2008; Liu, 2012). This means that given an input
text, we obtain an output label for its class, such as positive, negative or neutral, which
determines the overall sentiment of a text. Similarly, we can classify texts according to
their category, such as food, service or ambience. This method is efficient, but ignores any
differences we may encounter in the text.

Sentence-level polarity classification can be carried out in order to get more truthful
insight of the sentiment in the text. This method allows us to measure the strength of
sentiments in a text that contains both negative and positive sentences, assuming that
there are not multiple opinions in one sentence.

However, neither of the aforementioned approaches considers that a single sentence
may have several opinions with the same polarity or that the polarities may be linked to
different targets, such as in example (1), where we observe that call quality is positive, but
battery life is negative.

1. The iPhone’s call quality is good, but its battery life is short. (Liu, 2012)

Not only does sentence-level sentiment analysis ignore multiple polarities in a sentence,
but it also dismisses the origin of the polarities, which are the opinion targets. It is not
sufficient to say that example (1) contains a positive and negative opinion, especially if
these are reduced to an overall score, which would result in a neutral opinion.

In this context, a paradigm shift occurred and the necessity for Aspect-Based Sentiment
Analysis emerged. In contrast to sentiment analysis, ABSA is a more refined version, which
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seeks to identify the targets of a text and classify their category and polarity. Some of
the first studies for ABSA were carried out for customer reviews in order to facilitate
customers’ decision making for online purchases by the help of summarisation (Hu and
Liu, 2004a,b). This means that, as Liu (2012) explains, "[ABSA] turns unstructured text
to structured data and can be used for all kinds of qualitative and quantitative analyses.”
The following sections outline the main tasks and data used in ABSA.

2.2 Aspect-Based Sentiment Analysis

As previously mentioned, the first works of ABSA emerged in the early 2000s and include
systems based on statistics and rules (Hu and Liu, 2004b,a; Pang and Lee, 2008). Hu and
Liu (2004b) used the NLProcessor® to perform parsing, POS-tagging and chunking, and
used association mining to identify the most common aspects of a product, which they
refer to as features. Then, pruning was applied to remove a part of the candidate features
generated by the association mining algorithm in order to avoid overfitting and to make
the model more efficient. Additionally, a WordNet*-based system was created to predict
polarities in sentences and classify them.

Both supervised and unsupervised methods have been used in ABSA tasks. Popular
supervised systems include feature engineering and algorithms like the Support Vector
Machine or Conditional Random Fields (Liu, 2012; Wagner et al., 2014; Barnes et al.,
2018). The SemEval ABSA experiments use SVMs and are discussed in Section 2.2.3.
These offer robust solutions for ABSA, but the CRF is computationally highly complex,
which makes it more difficult to retrain models. On the other hand, SVMs take long to
train, which is why they are not recommended for large data sets, and choosing the correct
kernel is a complicated task. Also, interestingly, Wagner et al. (2014) discovered that their
SVM system with bag-of-words and sentiment lexicon features did not perform much better
than their rule-based system.

Weakly supervised methods have also been used for ABSA tasks. These include meth-
ods using topic modelling, more specifically Latent Dirichlet Allocation (Blei et al., 2003).
Garcia-Pablos et al. (2017) created an almost unsupervised system that takes as input
unlabelled text and a seed word for one category, and consequently outputs aspect-terms,
positive words and negative words. Their approach combines topic modelling with contin-
uous word embeddings and a Maximum Entropy classifier, which can be used for various
languages and domains (Garcia-Pablos et al., 2017). The advantage of an LDA model
is its domain-adaptability and the fact that no labelled data is needed, which can save
a significant amount of time and effort. However, syntactic and semantic information is
generally ignored and it may be difficult to evaluate their performance.

Pre-trained language models, like ELMo (Peters et al., 2018), BERT (Devlin et al.,
2019) and RoBERTa (Liu et al., 2019), have alleviated the problem of feature engineering
and give the flexibility to adapt models for different ABSA tasks. In this context, many

Shttp://www.infogistics.com/textanalysis.html
“http://wordnetweb.princeton.edu/perl/webwn
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The [Sushi] is delicious but the [waiter] is very rude

I_J,—I

Category: food Category: service
Term: Sushi Term: waiter
Polarity: positive Polarity: negative

Figure 4: Aspect-based sentiment analysis (Lu et al., 2021)

experiments have been carried out with the SemEval datasets. Hoang et al. (2019) fine-
tuned a BERT-based model to find relations between targets and texts and sentiment
contexts, both for in domain and out-of-domain aspects. Additionally, Sun et al. (2019)
formulated this as a sentence pair classification task, using question answering and natural
language inference techniques to improve the system, and Li et al. (2019b) explored the
BERT embedding component for End-to-End Aspect-Based Sentiment Analysis, which
showed great robustness and effectiveness as opposed to BERT-based models.

2.2.1 Subtasks of ABSA

Generally, Aspect-Based Sentiment Analysis is treated as three subtasks: opinion extrac-
tion, category classification, and polarity classification. Although it is common to only
extract the opinion targets, it may be of interest to extract the polarised sentiment terms
as well so that maximum information is obtained, or perform the tasks as a pair or triplet
extraction, in which case we could retain the relation between each opinion target and
polarised word (Li et al., 2019a; Wang et al., 2017; He et al., 2019). That being said,
ABSA is usually performed in the following steps:

o Opinion Target Extraction (OTE) intends to identify the aspects or targets of the
text

» Aspect Category Detection (ACD) classifies the opinion targets into categories

o Polarity detection classifies the opinions according to their polarity, often positive,
negative or neutral

Opinion target extraction (OTE) is often treated as a token-level sequence labelling
task. One of the first attempts at OTE was by Hu and Liu (2004b) who used an unsu-
pervised algorithm relying on POS-tagging, feature extraction and association mining for
extracting frequent items. Other early studies were carried out by Kim and Hovy (2006),
where semantic role labelling was used and by Zhuang et al. (2006), who also presented a
system based on POS-tagging.

Poria et al. (2016) was one of the first to apply deep learning approaches for OTE. A
7-layer convolutional neural network that tags each word as a target or non-target word
was used together with a system of heuristic linguistic patterns. Doing so significantly

Language Analysis and Processing
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improved the system, as they discovered that a non-linear model better fits the data than
linear models, like CRFs or SVMs. Additionally, the pre-trained word embedding features
helped to outperform other methods (Poria et al., 2016). Another approach includes that
of Li and Lam (2017), who introduced an LSTM-based system, which outperformed the
best systems in the SemEval task by 3 points. Li et al. (2018) further improved the LSTM-
based system with two key components: Truncated History-Attention (THA) for aspect
detection history and Selective Transformation Network for opinion summary. Doing so
further improved the results, outperforming several CRF and LSTM-based systems.

Agerri and Rigau (2019) created a language-independent system to extract opinions
in six languages, obtaining significantly better results compared to previous papers. They
used a sequence labeller from the IXA pipes®, which relies on the perceptron algorithm, and
combines and stacks language-independent word representation features. Creating a system
that does not use linguistic features for training is extremely beneficial for transferring the
model to other languages and for reducing human intervention, and doing so resulted in
an improvement of around 6 to 7 points in the F1 score for the English SemFEval data from
2014 to 2016.

It has great sushi and even better service.

Opinion target: Opinioc; target:
sushi service

L4 4

Aspect category: Aspect category:

FOOD#QUALITY SERVICE#GENERAL
A A Y
________ Polarity: I

Positive Positive

Figure 5: OTE, ACD, and polarity extraction for ABSA (Do et al., 2019)

Aspect category detection (ACD) has usually been approached as a multi-label text
classification task, which has been solved with rules, unsupervised and supervised methods.
Liu (2012) presents the main strategies to perform this task:

1. Extraction based on frequent nouns and noun phrases
2. Extraction by exploiting opinion and target relations
3. Extraction using supervised learning

4. Extraction using topic modelling

Shttps://github.com/ixa-ehu/ixa-pipe-opinion
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With the rise of transformers, systems utilising attention have grown popular in ACD
tasks. Wang et al. (2016) presented a novel approach that includes an LSTM-based model
with attention, whereas He et al. (2017) proposed the first unsupervised attention-based
model for ACD, exploiting word co-occurrence patterns through neural word embeddings.
This gave significantly better results than previous unsupervised methods for ACD, like
LDA-based models (Su et al., 2008; Mukherjee and Liu, 2012), due to its ability to capture
contexts. Similarly, Ramezani et al. (2020) used contextual representations in their BERT
and multi-layer perceptron-based model to detect aspects. Their approach resulted in
improvements compared to several supervised and unsupervised baselines and, although
unsupervised models have the advantage of not using annotations, Ramezani et al. (2020)
argue that "unsupervised models cannot learn semantic features of the domain very well”,
which suggests that supervised methods may be more suitable for ACD.

Seeing that supervised methods have generally given better results, but the cost of data
annotation is high, other approaches have been studied. These include few-shot learning, as
it allows to train models with less data (Hu et al., 2021; Zhong et al., 2021) and prompting
(Min et al., 2021b; Liu et al., 2021; Schick and Schiitze, 2021), which formulates ACD as a
text generation task and exploits a pre-trained language model’s masked language model,
obtaining superior results.

Lastly, although opinion target extraction and aspect category detection are treated
as two separate tasks, some approaches join them (Li et al., 2019a; He et al., 2019; Wang
et al., 2017; Yan et al., 2021. This can decrease computational complexity and increase
accuracy, as the possible errors are not propagated from the first task (OTE) to the second
task (ACD) (Wang et al., 2017). However, if dependency parsers do not accurately extract
the relations between opinion terms and aspect terms, this can lead the system to poorly
functioning systems.

2.2.2 SemEval ABSA Data

The most well-known benchmark data sets for resolving aspect-based sentiment analysis
have been obtained from the ABSA SemEval workshops, which include several subtasks,
attracting various submissions from different teams in every edition. Up to date, four
editions (2014, 2015, 2016) have been published and, more recently, a structured sentiment
analysis task has been finished®. It is important to note that what we refer to as opinion
targets in this thesis are called aspect terms in the early SemEval ABSA tasks.

The first shared ABSA SemEval task was Task 47 in 2014 and it included annotated
datasets for restaurants and laptops (Pontiki et al., 2014). The task was to extract aspect
terms and their polarity, as well as the categories of the targets and their polarity. Thus,
two evaluation tasks were organised: phase A for aspect terms and coarse categories, and
phase B for aspect term polarity and aspect category polarity. The aspect category is
generally based on meronymic relationships, such as food for category if chicken is the

Shttps://jerbarnes.github.io/downloads/SemEvals022rask; 0.pdf s
"https://alt.cri.org/semeval2014/task4/
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aspect. The tasks were performed on a sentence-level, and their context is not taken into
account.

The task was further elaborated in 2015% by redefining the aspect category as a com-
bination of an entity and attribute, using the form ENTITY#ATTRIBUTE, and relying
on a list of entities and attributes that can be combined. The aspects, categories and their
polarities were extracted similarly to Task 4 in 2014 but, additionally, the domains were
extended to hotels, and out-of-scope sentences were handled (Pontiki et al., 2015). Also,
a unified framework and sentence-level tuple were created for the opinions (aspects, opin-
ion target expressions, sentiment polarity) thanks to the established guidelines. Finally,
evaluations for out-of-domain data were considered for this task.

In 2016, ABSA was presented as SemEval Task 5° and it included texts for 7 domains
and 8 languages (Pontiki et al., 2016), as well as common guidelines and an evaluation
procedure, which meant participating teams used the same system to evaluate the perfor-
mance. Both sentence-level and document-level annotations were performed, depending
on the language and domain.

The latest ABSA SemEval Task was presented in 2022 as a structured sentiment anal-
ysis task, where not only opinion targets, expressions and polarities are extracted, but also
the opinion holder is included. Seven datasets were created in five languages: English,
Spanish, Catalan, Basque and Norwegian and the domains contain news, hotel reviews,
online university reviews and other varied reviews (Barnes et al., 2022).

There are other data sets based on the SemEval ABSA tasks worth noting, such as
TOWE (Target-oriented Opinion Words Extraction) and MAMS (Multi-Aspect Multi-
Sentiment)'’. TOWE includes extended annotations for the English restaurant reviews
from 2014, 2015 and 2015, as well as for the 2014 laptop reviews with annotated opinion
words and annotated relations between the opinion target and opinion word. In the original
SemEval data sets, only the opinion targets are annotated, and the polarised opinion words
are left untouched. The authors claim that this type of annotations may be beneficial for
pair-wise opinion summarisation.

MAMS, on the other hand, provides is a data set consisting of sentences that include
at least two opinion targets with differing sentiment polarities. Two versions are available:
one for OTE and another for ACD. Using a data set like MAMS could help the polarity
classification task focus on classifying real aspects instead of classifying the whole sentence.
It was verified that, judging by the results of the system with the SemEval 2014 restaurant
data set MAMS is a more complex task than original ABSA tasks (Jiang et al., 2019).
For this kind of tasks, the authors state that attention-based models lose word order
information perform extremely poorly on MAMS, as the model is not able to identify the
context of the aspect.

Shttps://alt.qcri.org/semeval2015/task12/
9https://alt.qcri.org/semeval2016/task5/
0Both data sets available at https://github.com/jiangqn/Aspect-Based-Sentiment-Analysis
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2.2.3 SemEval ABSA Experiments

As mentioned above, the ABSA shared tasks have been organised into various subtasks and
several teams submitted their results with the same data. For this thesis, the relevant tasks
were opinion target extraction and sentence-level aspect category detection for English
restaurant reviews, which are briefly reviewed in this section.

The SemEval ABSA subtasks for OTE use several machine learning systems. In 2014,
the best results for opinion target extraction were obtained by DLIREC by using Condi-
tional Random Fields together with POS-tagging and dependency tree features (Pontiki
et al., 2014). Their system also used additional clustered features from Yelp and Amazon
reviews. Moreover, the tokens of an opinion target were annotated only if they were present
in a dictionary that contains all the opinion targets of the training sentences. The target
slot was filled with the first target occurrence identified in the sentence and if no target
was found, the value NULL was assigned. Doing so resulted in an Fl-score of 84.01 for
English restaurant reviews.

In 2015, the best submission was by the EliXa team and it achieved an F1 score of
70.05, which was obtained by using an averaged perceptron together with the BIO tagging
scheme (Pontiki et al., 2015). Their features included n-grams, token classes, n-gram
prefixes and suffixes, and word clusters learnt from Yelp for Brown and Clark clusters and
from Wikipedia for word2vec clusters. As in 2014, lists of OTEs from the training data
were created, but this time separately for each aspect category.

Finally, in 2016, all participating teams used the same baseline system for OTE Pontiki
et al. (2016). Lists of opinion targets were extracted from the training data as opinion
target and aspect category tuples, which were used on the test sentences to identify the
targets together with the category. The best results for this task was an Fl-score of 52.607.
Opinion targets were also extracted without their aspect category, for which the best result
was an Fl-score of 72.34

For the ACD tasks, the best results in 2014 were obtained by NRC-Canada with a
system comprising of five binary Support Vector Machines with features based on stemmed
n-grams, parse trees, and sentiment lexica learnt from Yelp data (Pontiki et al., 2014). The
authors reported that especially using the lexica improved the results greatly, which gave
an Fl-score of 88.57.

In 2015, the methods used were similar to that of 2014; the system that obtained the
best results was created by NLANGP and handled ACD as a multi-class classification
problem and exploited features based on 1000 most common unigrams excluding stop
words, as well as relying on parsing and word clusters learnt from Amazon and Yelp data
(Pontiki et al., 2016). The best results gave an F1-score of 62.68. In 2016, the participating
teams trained a Support Vector Machine with a linear kernel similar to 2015 Pontiki et al.
(2016). Feature vectors were built for test sentences, after which probabilities were assigned
with a category label, using a threshold of 0.2 in the decision-making. This way, an F1-score
of 73.031 was obtained.

Moreover, Pontiki et al. (2016) states that there is a trend that focuses on ACD rather
than on OTE in ABSA recently: ”"An interesting observation is that, unlike SEABSA15,

Language Analysis and Processing



Coreference Resolution for ABSA 12/54

Slotl (aspect category detection) attracted significantly more submissions than Slot2 (OTE
extraction); this may indicate a shift towards concept-level approaches” This means that
any opinion target related tasks have gained less importance, although they are fundamen-
tal analysing texts thoroughly. Also, if we only consider coreferential implicit language in
ABSA, we find even less mentions about it, although the phenomenon is common. The next
section aims to introduce the research that has been conducted on coreferential implicit
targets.

In 2022, the participating teams were given two baselines: a dependency graph pre-
diction model and a sequence labelling pipeline (Barnes et al., 2022). With them, mono-
lingual structured sentiments and cross-lingual structured sentiments were extracted with
data outlined in Section 2.2.2. The best results for the English monolingual system were
by ZHIXTAOBAO, and they used the dependency graph prediction model and RoBERTA-
large, added an attention mechanism to detect spans, and exploited BERT’s masking
system to learn suffixes. They discovered that removing the LSTM layer from the original
model helped to improve the results.

2.3 Implicit Targets in Sentiment Analysis

To our knowledge, little research has been conducted on the effect of coreference resolution
on opinion target extraction and nearly none for aspect category detection. Early work
has been presented for opinion mining in general, focusing on polarity extraction on a
sentence or document level. Moreover, the majority of the systems used in the following
papers use traditional machine learning models or rules and few state-of-the-art models
are mentioned.

It should be noted that automatic coreference systems generally focus on the resolution
of noun phrases and pronouns, which means that references to previous phrases are ignored,
even though these may contain significative events. An example of this in the SemEval
ABSA 2016 data set is I complete the total bagel experience by having it lightly toasted.
which is followed by Murray won’t do it, where do it refers to having it lightly toasted.
These references are not processed in any way.

Although numerous experiments have been carried out with the ABSA SemEval data,
most approaches ignore implicit language. In 2014, it was noted that for the laptop do-
main, many authors referred to the target implicitly through pronouns and adjectives
(e.g., ‘expensive’, ‘heavy’), rather than using explicit terms (e.g., ‘cost’, ‘weight’). In these
cases, it was instructed to tag only explicit aspect terms, leaving the referring adjectives
unannotated. The same guideline was adopted for ABSA SemEval 2015 and 2016. We
observe that the implicit targets are simply annotated as "NULL” and left unprocessed in
all editions.

Out of all the data available for SemEval ABSA tasks, only the English restaurant data
contained a significant number of implicit targets which could be resolved via coreference
resolution. This is mainly due the fact that this particular dataset, unlike the rest, includes
full documents instead of isolated sentences. This is also true for datasets used in the
SemEval 2022 structured sentiment analysis task, like for OpeNER based dataset and
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Multibooked.

2.3.1 Coreference for Polarity Classification

Some of the first approaches were applied on sentence-level sentiment analysis without
further extracting targets and their corresponding categories or sentiments. These sys-
tems took advantage of linguistic information, such as dependency parsing, chunking and
ontologies, and use features together with traditional machine learning methods.

Nicolov et al. (2008) applied coreference resolution to blog texts and studied its effect
on sentence polarity classification. They apply a proximity-based algorithm which used
extended context windows around nominal and pronominal elements, and calculated po-
larity scores for the sentences with the help of WordNet!! relations. This increased the
performance for polarity classification by 10%, which means that explicitising coreferential
pronouns is beneficial for this ABSA task.

Hendrickx and Hoste (2009) also studied the effect of applying automatic coreference
resolution on blog posts, but also on news comments and more formal newspaper articles.
Their system uses memory-based machine learning and is based on previous work of Hoste
(2005) for Dutch, treating coreference as a binary classification task in which noun phrase
relations are studied and a feature vector for each relation is created. The results were
significantly better for newspaper articles than for blog posts or comments, which indicates
that resolving references in an informal context is more complex. Furthermore, their error
analysis revealed that coreferential links requiring world knowledge were difficult to resolve,
and that some multi-token noun phrases were incompletely detected.

2.3.2 Coreference for OTE

Ding and Liu (2010) applied coreference resolution on forum discussions related to technol-
ogy and cars with supervised methods. Both opinion targets and attributes were manually
annotated and the J48 decision tree was used on WEKA'. These results were compared to
two baselines: a decision tree and a centering theory based on semantic information. Also,
new features like sentiment consistency, mining comparative and entity and opinion word
association were added, They discovered that coreference resolution and the new features
improved the results around 9 points for baseline 1 and approximately 5 points for baseline
2.

Mai and Zhang (2020) studied the impact of coreference resolution on opinion target
extraction with unsupervised learning. A rule-based approach was applied due to its inde-
pendence of annotated data; more specifically, noun chunking via dependency parsing was
used for aspect extraction, after which coreference resolution was applied, testing whether
each noun chunk refers to an existing aspect and calculating its cosine similarity. This
method improved their previous system’s F1 score by 8%, from 0.7 to 0.78, which means
that coreference resolution improved the extraction of opinions. It is equally interesting

Hnttps://wordnet.princeton. edu/
Pnttps://www.cs.waikato.ac.nz/ml/weka/
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to observe the great difference between precision and recall: the precision of the opinions
extracted improved a staggering 19%, whereas in terms of recall, the results improved only

5%.

<sentence id="en_SchooneroOrLater_477965849:5">
<text>The onion rings are great!</text>
<Opinions>
<Opinion target="onion rings" category="FOOD#QUALITY" polarity="positive" from="4" to="15"/>
</Opinions>
</sentence>
<sentence id="en_SchooneroOrLater_477965849:6">
<text>They are not greasy or anything.</text>
<Opinions>
<Opinion target="NULL" category="FOOD#QUALITY" polarity="positive"” from="0" to="0"/>
</Opinions>

</sentence>

Figure 6: Coreferential targets in the SemEval ABSA 2016 data set

2.3.3 Coreference for ACD

Clercq and Hoste (2020) studied the effect of applying coreference resolution on aspect cat-
egory detection by using the English SemEval ABSA 2015 (Pontiki et al., 2015) restaurant
reviews and on the Dutch SemEval ABSA 2016 (Pontiki et al., 2016) restaurant reviews
using both manually resolved and automatic links. The COREA system (De Clercq et al.,
2011) was used for Dutch, whereas the deterministic Standford Coreference Resolver (Lee
et al., 2013) was used for English. Their approach included a bag-of-words method with
features from WordNet and DBpedia, as well as classification with a Support Vector Ma-
chine. They also took advantage of the annotated category of the NULL target in their
work, establishing a semantic category for the implicit target, but this proved to have
an insignificant impact. The best results for both languages were obtained with the gold
coreference links, an improvement of 0.97% for English and 0.43% for Dutch, leaving room
for great improvement.

2.4 Coreference Resolution

Coreference resolution is an NLP task that seeks to identify mentions of an entity and clus-
ter them together (Jurafsky, 2000). In this context, we find anaphoras (referring elements
with an antecedent mention) and cataphoras (referring elements with a postcedent men-
tion). The referring elements are typically noun phrases, synonyms or pronouns, which are
used for stylistic reasons in order to avoid repetition and create coherence in texts. These
are easily understood by humans, but for machines, this task is significantly more com-
plex if several references are present. Some popular approaches for coreference resolution

Language Analysis and Processing



Coreference Resolution for ABSA 15/54

include parsing and semantic information, but deep learning methods have been proven to
be more efficient.

The first end-to-end coreference resolution model without syntactic parsing or other
external resources was presented by Lee et al. (2017). The novelty of this method lies
in treating all token spans as possible coreference mentions and in computing span em-
beddings, which have context-dependent span boundary representations and cluster heads
calculated with an attention mechanism. This way, all span representations are given a
score and the unlikely spans are pruned away. Their ensembled ELMo-based model gained
an improvement of 3.1% in the F1 score and their single model a 1.5% improvement,
obtaining the scores 68.8 and 67.2, respectively.

Subsequently, Lee et al. (2018) presented a system that, apart from using the aforemen-
tioned span ranking, included two new features: higher-order inference or, in other words,
interactions between the spans, and an additional coarse-to-fine pruning step. Higher-order
inference exploits attention iteratively from antecedent spans to make decisions on future
spans. These approaches further improved the accuracy on the English OntoNotes bench-
mark while creating a more computationally efficient system. This gave promising results;
nearly 6% of improvement in the F1 score for the models using higher-order inference or
coarse-to-fine pruning.

Joshi et al. (2019) extend the end-to-end system by replacing the LSTM-based encoder
with a BERT encoder that fine-tunes the model. They presented two ways of improving
the system: with individual segments up to 512 tokens and with overlapping segments,
which, in a way, exceed the token limit of 512. However, using overlapping segments did
not provide any improvement, which indicates that larger context windows for pretraining
is possibly not beneficial. With the individual segments, their BERT-large model improved
over the ELMo-based model (Lee et al., 2017) 3.9% on OntoNotes and 11.5% on GAP.

Bert for coreference resolution was further improved by creating SpanBERT (Joshi
et al., 2020). Seeing that the system did not gain efficiency from overlapping segments, the
individual variants were used to train the model. SpanBERT masks random spans instead
of individual tokens, and optimises the spans relying on a novel span-boundary objective,
the only information used to predict span boundary representations. This substantially
improved the representations of spans and, thus, the coreference systems due to the un-
derstanding of complex noun phrases. This obtained an F1l-score of 79.6, 2.5 data points
better than Google BERT and over 6 points better than Lee et al. (2018).

In the latest research, coreference resolution has been formulated as a question answer-
ing task (Wu et al., 2020). Generating a query for each mention leverages two problems
in previous coreference resolution models: the connection between mentions and their
contexts is not considered because the scoring is performed on the output layer, giving
somewhat superficial results in terms of context capturing. On the other hand, some men-
tions can be left out, because the model only works with the proposed mentions. This
is true for even the state-of-the-art models, as stated by Zhang et al. (2018). Wu et al.
(2020)’s system improved the CoNLL-2012 benchmark by +3.5%, giving an F1 score of
83.1.
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3 Methodology

This section explains the material used in the experiments and their evaluation. More
specifically, these include data, systems, and evaluation methods.

3.1 Multilingual Language Models

The systems used in our experiments rely on Multilingual Language Models (MLM) based
on the Transformer architecture, the state of the art deep learning architecture for various
NLP tasks. Transformers are based on an attention mechanism without relying on previous
neural architectures, like convolution or recurrent networks, which results in the ability to
parallelise predictions (Vaswani et al., 2017). This has been proved to be an effective way
to resolve long-distance dependencies between elements and train models quicker, which
were a problem in previous approaches like RNNs.

Transformers consist of an encoder and decoder, as seen in Figure 7, and can be used
either separately or together when creating transformer-based models. The encoder is gen-
erally related to language understanding tasks, whereas the decoder is associated with lan-
guage generation tasks, and, as mentioned, tasks like machine translation or conversational
systems use both. The transformers are easily available online for use via HuggingFace!
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Figure 7: Transformer architecture: encoder and decoder (Vaswani et al., 2017)

BERT (Bidirectional Encoder Representations from Transformers) is a transformer-
based language model consisting of 12 or 24 layers of encoders (Devlin et al., 2019). It
has two parts: the pre-trained language model and a task-specific fine-tuned layer. The

Bhttps://huggingface.co/models
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language model was trained with unlabelled data with two tasks: Masked Language Mod-
elling (MLM) and Next Sentence Prediction (NSP). Around 2.5GB of data from Wikipedia
and 0.8GB of data from BooksCorpus was used for the training.

Masked language modelling consists of masking approximately 15% the tokens with
either an incorrect word or a [MASK] token, and then prompting the system to predict
the correct word in its context by learning bidirectionally. Next sentence prediction helps
BERT to learn the relationship between sentences, which, from a linguistic point of view, is
important for the coherence of the language. Essentially, a binary decision is made about
whether sentence B follows sentence A, which is done with the IsNext or NotNext tags.

The input of the token embeddings in BERT are multifaceted. On the one hand, Word-
Piece embeddings are used for token embeddings. Then, segment and sentence embeddings
are stacked on top. Segment embeddings indicate whether a token belongs to sentence A
or sentence B, and sentence embeddings indicate the position of the token in a sentence.
All these embeddings have the same size and are trained simultaneously as opposed to
previous neural approaches.

The embeddings are then passed to the encoder. First, each token embedding is passed
to a fully-connected layer output, which has N number of neurons for N number of tokens.
Then a softmax activation is applied to convert the word vector to a one-hot encoded
vector representation for the word. We compare the one-hot encoded representation and
the word vector, and train the network with the cross-entropy loss of the masked tokens.

NSP Mask LM Mask LM INLI /NER / SQUAD

2 o *

CE)- ElL=C]- G &) CGE=)C]- I
BERT BERT

[e=le]. [elle=ll=]- [] [e=Jle]. [edlemll=]- [&]

EIH!TAEPEZJI!TAEH ﬂlq!jg!ﬂ[:]l!TA!P

Masked Sentence A Masked Sentence B Question PO

Unlabeled Sentence A and B Pair Question Answer Pair

Pre-training Fine-Tuning

Figure 8: BERT Architecture (Devlin et al., 2019)

RoBERTa (A Robustly Optimized BERT Pretraining Approach) is a transformer with
a similar architecture to BERT with a significantly increased amount of training data,
160GB, and improved computing efficiency (Liu et al., 2019). As opposed to BERT, it
only relies on MLM for the pretraining and the loss for NSP is not considered in the
training. It performs it in a dynamic way, so that the masking changes after each epoch
while training the model, reporting better results for SQUAD 2.0 and SST-2 than BERT.

For our experiments, the BERT base'* and RoBERTa base!® language models were
used via the Huggingface API. For this to work, the version 2.7.0 of the transformers

Yhttps://huggingface.co/bert-base-uncased
Bhttps://huggingface.co/roberta-base
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library was installed. In short, the fine-tuning of these models corresponds to the training
of a sequence labeller and text classifier for opinion target extraction and aspect category
detection, respectively.

3.2 AllenNLP’s Coreference Resolution

In 2020, Allen Institute for Al released a coreference resolution model'® that relies on
improved embeddings, the SpanBERT embeddings (Joshi et al., 2020), explained in section
2.4. These better account for context than previous approaches like GloVe embeddings.
The SpanBERT system extracts coreferential spans, ranks them and prunes away the
improbable candidates, using a higher-order coreference system based on Lee et al. (2018).

AllenNLP’s coreference resolution takes as input a string of text, tokenises it with
the SpaCy tokeniser, and returns an analysis of coreferential elements in the text. More
specifically, the following elements are included in the output: antecedent_indices, clusters,
document, predicted__antecedents, top__spans. The output for the predict function can be
broken down in the following way:

« antecedent__indices: A list of possible antecedents for each coreference candidate.
All coreference cluster candidates are possible antecedents for each candidate, hence
the number of them is N2.

o clusters: A list of coreference clusters, which each include token indices of the
elements. Fach element is marked with the start and end token of a coreference
span, which are elements in the tokenised text in the document list.

¢ document: A list of the tokenised text. SpaCy is used by default for tokenising.

o predicted__antecedents: A list of predicted antecedents for candidates based on
scores. The numbers refer to the index of each element in the top_ spans list.

« top__spans: A list of candidates for coreference clusters.

In case we want to obtain a text with replaced coreferential mentions, this can be done
with the replace_ corefs function, which takes as input a list of coreference clusters, either
the default list from the predictions or any custom list made up of token indices that we
may want to pass to the function. Thus, when resolving coreference in a text, the indices of
tokens have heightened importance, as all work is based on them. For our experiments, the
version 2.1.0 of the AllenNLP library was used. A visual demo for AllenNLP’s coreference
resolutions model is available!”.

Yhttps://docs.allennlp.org/models/main/models/coref/predictors/coref/
"https://demo.allennlp.org/coreference-resolution
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3.3 Datasets

The dataset used in this thesis is the SemEval-2016 Task 5 on Aspect-Based Sentiment
Analysis (Pontiki et al., 2016), which includes annotated reviews in eight different lan-
guages: English, French, Arabic, Dutch, Chinese, Russian, Spanish and Turkish, and for
seven different domains: laptops, digital cameras, restaurants, hotels, museums, telecom-
munications, and mobile phones.

The English restaurant reviews'® were chosen for this thesis, although French and
Spanish were contemplated as well. First, coreference is more present in English than
in Spanish, which tends to omit the subject instead. An example of this an be found
in The waiter was rude. It also took him ages to get our order., which translates to FEl
camarero era maleducado. Ademds, tardé muchisimo en tomar nuestro pedido. and to Le
serveur était impoli. FEt il a mis un temps fou a prendre notre commande. We observe
that the coreference in the second sentence is, in fact, omitted in Spanish, which leads to
less coreferential elements. Also, the pronouns reveal the grammatical gender of the word,
making the references slightly less ambiguous in Spanish (compare lo, los and la, las to it
or they/them). French maintains the subject and retains more ambiguity in some of the
pronouns (I’, les) which could make it interesting for future work. In short, English was
deemed interesting from a coreferential point of view due to the presence and ambiguity
of the pronouns.

Category Train | Test
AMBIENCE#GENERAL 255 66
DRINKS#PRICES 20 4
DRINKS#QUALITY 47 22
DRINKS#STYLE__OPTIONS 137 | 55
FOOD#PRICES 90 23
FOOD#QUALITY 849 | 313
FOOD#STYLE__OPTIONS 32 12
LOCATION#GENERAL 28 13
RESTAURANT#GENERAL 422 | 142
RESTAURANT#MISCELLANEOUS | 98 33
RESTAURANT#PRICES 80 21
SERVICE#GENERAL 449 | 155
total 2507 | 859

Table 1: Aspect categories in the SemEval ABSA 2016 data set

The train set consists of 350 reviews, which have been annotated on a sentence-level.
Altogether, there are 2000 sentences, out of which 1708 have annotated targets, category
aspects, and polarities, and 292 have no annotations. Altogether 2507 targets were anno-
tated, which means that some sentences have multiple targets. On average, there are 6

Bhttps://github.com/howardhsu/ABSA_preprocessing/tree/master/dataset/SemEval/16/rest
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sentences and 7 targets per review in the train set. On the other hand, the test set has
90 reviews with 676 sentences, out of which 587 have annotated targets, category aspects
and polarities, and 89 sentences have no annotations. This means that, on average, there
are 8 sentences and 10 targets per review.

In cases where it is not possible to locate the target of the opinion, it is considered
implicit and the NULL tag is used for the annotation instead. However, an aspect category
is always signed to a sentence if an opinion is present, which means we obtain a sentence-
level classification for implicit targets as well. An in-depth analysis of the implicit targets
is given in section 4.1.

All targets, both explicit and implicit, are annotated and classified into an aspect
category, where the category (e.g. food) is given an aspect (e.g. prices), which takes on
the form FOOD#PRICES. The aspect categories in the ABSA 2016 data set for English
restaurant reviews can be seen in Table 2.

1250
1000
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Category

Figure 9: Number of targets in each category in the ABSA SemEval-2016 data set

3.4 Evaluation metrics

The main evaluation metric used for our experiments is the F1 micro-average score. It is
computed as follows:

F = 2Precision x Recall

Precision + Recall
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In this case, F1 micro-average is preferred over F'1 macro-average, because it calculates
the F1 score for all classes together in the same set instead of calculating the F1 score
per class, and then averaging the results. Using the F1 micro averaging results in higher
scores in situations where class imbalance is present, as is the case in the ABSA SemEval-
2016 data set (See Figure 9). This is because macro-averaging considers each class equally
regardless of their sample number, whereas micro-averaging considers each sample. Micro-
average is equal to accuracy, which can be formulated in the following way:

TP + TN
TP+ TN+ FP +FN
Additionally, the mean and standard deviation were calculated for experiments that
were repeated, as the training batch varied in each epoch. This was done so as to balance
out any differences in the results among data sets. The formulas are as follows:

> (XN— 11)? 1)

M:%Z%

Accuracy =

o =
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4 Experimental Setup

In this section, we explain in detail the experiments carried out with the material presented
in Section 3. We analyse the targets in the data set, apply coreference resolution techniques
on implicit targets, and perform opinion target extraction and aspect category detection.
Our main goal is to improve opinion target extraction and aspect category detection by
establishing corefential links and by using data with more explicit targets than in the
original data set.

4.1 Implicit targets

An analysis of the targets was carried out in order to understand the scope of the implicit
language in targets, annotated as “NULL” in the SemEval ABSA data sets. We observe
that in the English restaurant review data set, the train set has 627 implicit targets and
the test set, 209. These numbers account for approximately a quarter of the total number
of targets, as seen in Figure 10. Thus, we consider it justified to apply different means of
making explicit the implicit targets in order to maximise the information in the data set.

Implicit

Explicit

Figure 10: Explicit and Implicit Targets in the SemEval ABSA 2016 English Restaurant
Reviews

To establish the differences in the nature of the implicit targets, a manual classification
was deemed necessary. Each target was analysed in its sentence-level and document-level
context and classified. If a suitable class did not exist, a new one was created during the
analysis, which was conducted three times to ensure the targets were in correct classes.

This work was crucial for determining the number of coreferential targets that could
be solved in our experiments. It may also explain the differences between the number of
implicit targets in different categories. Figure 12 shows that a significantly greater number
of implicit targets is found in the restaurant categories, with RESTAURANT#PRICES
and RESTAURANT#GENERAL having more than half of the targets implicit. This
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suggests that customers tend to discuss these categories in a more abstract way using
implicit language, whereas more restricted categories, like food and drinks, are discussed
more explicitly.
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Figure 11: Distribution of Implicit Targets in Each Category for SemEval 2016 ABSA
English Restaurant Data Set

Next, we outlined the criteria that was considered in the classification of implicit targets.
It is worth noting that, although a one-to-one mapping was done between each target and
class, there exists no direct correspondence between some targets and categories, as they
are ambiguous and various classes could be correct.

o Coreference: The reference, usually a pronoun but also noun phrase in some cases,
must have an annotated target within the document. Both anaphoric and cataphoric
references were considered. These also include some locative references, such as here
and there.

o Exophora: The reference is found outside the text and can be inferred by a human,
but no coreference is possible.

« Unannotated coreference: A coreferential link exists, but the explicit reference is not
a target.
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o Omission: The target is omitted. There is no target information available.

¢ World knowledge: It is not possible to determine a target. The category and target
are related to world knowledge, which are events, facts or other type of information,

which requires common sense and reasoning.

o Guideline restrictions: Targets that could be extracted if the annotation guidelines®®
were different, such as the words price or flavour. Some verbs could be considered
targets, like serve, but they are not entities, so they were ignored in the coreference

analysis.

Type of target

Example

Explanation

Coreference

A weakness is the chicken in
the salads. It’s just average,
just shredded, no seasoning
on it.

The pronoun it refers to chicken.

Exophora

Ravioli was good...but I
have to say that I found ev-
erything a bit overpriced.

FEverything refers to every dish in the
restaurant.

Unannotated
coreference

My husband and I both or-
dered the Steak, medium.
My husbands was perfect,
my was well done and dry.

The explicit reference steak is not an
annotated target.

Omission

A real dissapointment.

The writer does not mention what was
a disappointment.

World
edge

knowl-

Their sake list was exten-
sive, but we were looking for
Purple Haze, which wasn’t
listed but made for us upon
request!

The category and sentiment are based
on an event.

Guideline re-

strictions

The flavors are amazing and
the value is phenomenal.

Restrictions from annotation original
SemEval guidelines. Otherwise flavors
and value could be targets.

Table 2: Extracts of Each NULL Target Category

After using the classification methods outlined above and considering only a one-to-one
mapping, the implicit target distribution is as visualised in Figure 12. We observe that
coreferential targets account for over 20% of all implicit targets.

Coreferential references that do not have an annotated target make up around 5% of the
data and could possibly be solved with coreferential methods, because in these experiments,

Yhttps://alt.qcri.org/semeval2016/task5/data/uploads/absa2016_annotationguidelines.

pdf
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only references that had annotated targets were resolved. This means that if the implicit
target’s explicit target reference was in a sentence without a target or it was not annotated
as a target, it was skipped. For example, My husband and I both ordered the Steak, medium.
has no annotated targets, but is followed by My husbands was perfect, my was well done
and dry. which includes two NULL targets referring to the Steak.

Exophoras are references outside the text, and are related to one of the following
situations. Either the referred item exists outside the text and is ambiguous in the context,
or the reference used is a general term which includes various items, such is the case of
everybody or everything.

Coreference

Unannotated coreference

Omission

Exophora

World knowledge

Figure 12: Distribution of Implicit Targets in SemEval 2016 ABSA English Restaurant
Reviews

Regarding guideline restrictions, there is certain ambiguity concerning some of the
NULL targets. Words like experience and time as well as possible verbal targets like served
or eat have not been marked as targets, although they could be identified as such, as they
could help to perform aspect category detection when the context taken into account. In
the original annotations, the whole document was taken into consideration when annotating
a sentence, which means that ambiguous words could be annotated and handled so that
they could contribute to the improvement of opinion target extraction and aspect category
detection.

4.2 Coreference resolution

After analysing the implicit targets and stating that approximately a fifth of them have
coreferential links with targets, we outlined the coreference resolution experiments. Our
main goal in this section was to link implicit targets with explicit targets and replace them
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in the reviews. To do so, two approaches were studied: automatic coreference resolution
and manual coreference resolution.

4.2.1 Data preprocessing

In order to perform automatic coreference resolution, the data had to be processed and
formatted first. We should consider that, although the original data is annotated on a
sentence level, our experiments require the data to be organised on both document and
sentence level. This is because, on the one hand, coreference resolution is performed on
a document level, meaning that references are searched for in the entire document, and
that, on the other hand, sentences containing NULL targets had to be identified. As the
coreference resolution model we chose uses indexes to mark mention spans, we needed to
obtain document-level indexes for the explicit ABSA targets and to identify all sentences
with NULL targets so that coreference methods could be applied to the wanted data.

Considering the format of the original ABSA data set, the Ixml library was used to ex-
tract the relevant information for the task (the texts, targets, and target character offsets).
This step of information extraction was performed both on sentence and document-level.
Then, in order to identify the explicit targets in the texts, we used the character offsets
that are annotated in the original data set.

The texts were then tokenised with the SpaCy tokeniser using the en_core web_sm
pipeline. The SpaCy tokeniser was preferred for this task to avoid any mismatches in target
indexes, as AllenNLP’s coreference system also uses SpaCy tokeniser by default when it
predicts the coreference mention spans. The indexes for all explicit targets were obtained
on a document level, and they were needed for the manipulation of the output from the
automatic coreference resolution.

4.2.2 Automatic coreference resolution

AllenNLP’s coreference resolution model (See Section 3.1.2) was used to predict clusters
of mentions referring to the same entity. The predict function?® with the pretrained coref-
spanbert model was used to establish links between implicit language and explicit language.
When the coreference links are predicted, we obtain an output of clusters with mention
spans, which indicate the start token and end token of each mention. A list of clusters is
used in the replace function to determine the links, so our main focus was to create a list
that includes valid clusters.

Not all automatic coreference clusters are correct and some are not relevant for this
specific task. We wanted to establish links between annotated targets and coreferential
NULL targets, which is why we maintained a cluster only if the following conditions were
met:

o Cluster must have one target

Onttps://docs.allennlp.org/models/main/models/coref/predictors/coref/#predict
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Element Output

text Great pizza for lunch place. Service was quick. The pizza was
great. And it was quick which is very important. Have the iced
tea. It was wonderful.

document [‘Great’, ‘pizza’, ‘for’, ‘lunch’, ‘place’, 7, ‘Service’, ‘was’, ‘quick’, %/,
‘The’, ‘pizza’, ‘was’, ‘great’, ', ‘And’, ‘it’, ‘was’, ‘quick’, ‘which’,
is’, ‘very’, ‘important’, <, ‘Have’, ‘the’, ‘iced’, ‘tea’; <, ‘It’, ‘was’,
‘wonderful’, <]

clusters [[[10, 11], [16, 16]], [[25, 27], [29, 29]]]

words in clusters | [[‘The’, ‘pizza’], ‘it’], [[‘the’, ‘iced’, ‘tea’], ‘It’]]

targets in review | pizza, service, NULL, iced tea

replaced text Great pizza for lunch place. Service was quick. The pizza was

great. And The pizza was quick which is very important. Have the
iced tea. the iced tea was wonderful.

Table 3: An example of AllenNLP’s coreference resolution’s output

o Cluster must have sentences where NULL targets are present

After the coreference clusters were predicted, AllenNLP’s coreference replace function?!
was used to obtain texts where the references were replaced with explicit targets. The
function takes as arguments a spacy document and a list of clusters. We only filtered out
any unnecessary clusters to create a list of clusters that met the conditions outlined earlier
in order to avoid any replacements of non-targets.

In addition, if several explicit targets were present in the cluster, only the first one was
maintained. This was done in order to avoid the replacement of other existing explicit
targets, as we only wanted to replace pronouns or other implicit language. Sometimes
several lexical targets were present in a cluster due to their synonymous nature, such as
in the case of hostess and waitress. Performing the steps above, the results for automatic
coreference resolution are as reported by Tables 4 and 5.

Coreference status | Number of targets
Resolved 82
Unsolved 58

Total 140

Table 4: Resolved Targets in Train Set

4.2.3 Manual Coreference Resolution

Although AllenNLP’s coreference resolution model was able to establish correct links for
59% of the targets classified as coreferential in the train set and 25% of the targets in the

2lnttps://docs.allennlp.org/models/main/models/coref/predictors/coref/#replace_corefs

Language Analysis and Processing



Coreference Resolution for ABSA 28/54

Coreference status | Number of targets
Resolved 9
Unsolved 26

Total 35

Table 5: Resolved Targets in Test Set

test set, we wanted to resolve all of them in order to get a better understanding of the effect
of applying coreference resolution to ABSA data for aspect category detection and opinion
target extraction. Manual coreference resolution was then performed in order to compare
the results of opinion target extraction and aspect category detection with different types
of data: the original ABSA 2016 data set, automatic coreference resolution and manual
coreference resolution.

As the line number for each NULL target was annotated in the classification process,
the coreferential NULL targets could be easily reviewed manually by searching for the cor-
responding lines in the original xml document. Missing links were established by replacing
noun phrases and pronouns with the explicit target. Similarly, any incorrect coreferential
links were deleted or corrected. A link was considered incorrect if it was established where
it was not applicable or, in more ambiguous cases, if the link was grammatically correct
but its annotated category did not correspond to the target. The links were searched for in
the whole document, although the references were usually found in the previous sentence.

Moreover, if any links required an additional word like a preposition in order to be
grammatical in the sentence, it was added. For example, in the sentence This place is
worth an one-hour drive., the predicted target was This place, which means that using
the target to replace the pronoun here in the following sentence I am so coming back here
again, as much as I can. would give us I am so coming back This place again, as much as I
can.. We decided to add any missing prepositions so as to make the sentences grammatical.
In fact, this type of cases were not handled at all in the automatic coreference resolution
and are analysed more in depth in Section 6 along with other problematic cases.

After performing manual coreference resolution, we were able to resolve all 140 implicit
targets classified as coreferring targets. Doing so increased the number of explicit targets
in the data set from 2530 to 2705 (Figure 13).

4.3 Opinion Target Extraction and Classification

Opinion target extraction (OTE) intends to identify all the targets in a text for further
processing, such as classification into broader aspect categories or into sentiment categories.
With supervised methods, OTE is usually performed as a sequence labelling task in order
to capture multi-word targets. Apart from performing OTE, we also carry out an OTE
experiment with sequence labelling that classifies the targets into aspect categories. Our
experiments are carried out with the original ABSA 2016 data, with the automatically
resolved coreference data and with the manually resolved coreference data, as the goal
is to study the effect of coreference resolution and to understand whether the sequence
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Original
Automatic coreference

Manual coreference

0 1000 2000

Figure 13: Explicit Targets in Each Data Set

labelling system improves by making explicit the implicit targets.

First, the data was formatted into a tab-separated values files so that each row contained
a word and its respective BIO tag separated by a tabulation. The BIO tagging scheme
(Table 6) was used to annotate the words and two types of files were generated: one
annotating the opinion targets with the BIO scheme, and another annotating targets with
the BIO scheme and aspect category. These files were generated for the original data,
automatically resolved coreference data and manually resolved coreference data.

The wine list is | interesting | and | has | many | good | values
O | B-TARGET | - TARGET | O ) OO0 O O O

Table 6: BIO Tagging Scheme

A significant part of the coreferential targets predicted by AllenNLP were noun phrases
starting with a determiner. This means that also the determiners were tagged as part of the
target, even though they are semantically empty words. We wanted to align the targets
with the original targets, which is why we deleted the BIO tags from the determiners
starting the targets. This was done by looking for target spans starting with any of the
following words: a, an, the, his, her, their, that, this, these. Targets including any of these
determiners in the middle of the span, such as view of the new york city skiline were left
intact, as they are part of the target in the original annotations as well.

Sentence Target Target type
The place is a lot of fun. place original annotation
My six year old loved it. NULL original annotation
My six year old loved The place | The place | AllenNLP prediction

Table 7: AllenNLP’s Predicted Target with a Determiner

Sequence labelling was performed on both target annotated and aspect category an-
notated files with the same model and parameters. Transformer-based models RoBERTa
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base and BERT base uncased were used with a script??, as detailed in Section 3. These

models do not require feature engineering like previous machine learning based systems,
which is why no features were pre-selected for the documents.

All sequence labelling experiments were carried out for 5 and 10 epochs in order to
compare the performance of the systems. The model was trained with a cloud GPU and
the hyperparameters were the following: maximum sequence length was set to 128, the
batch size was 32, and the learning rate was 5e-5, as recommended by Agerri and Rigau
(2019). The seed was set in order to generate reproducible results.

4.4 Aspect Category Detection

Aspect category detection is often treated as a text classification task in which the opinion
targets are classified into a category. We decided to apply two different approaches to ACD:
multi-class text classification and a multi-label text classification. Multi-class classification
means that any text that has several labels is multiplied by the number of labels and each
text is assigned one label (Figure 14). However, multi-label classification approaches the
problem from another point of view: the texts are left as they are and they are assigned
various labels (Figure 15).

In order to perform multi-class classification, the data was formatted into tab-separated
values files, where each text was preceded by a tab and a class. In cases where the text
had various labels, the text was simply multiplied by the number of labels and assigned
one label. Any sentences that were lacking opinion targets were deleted from the data
set. Following the same evaluation method as the original SemEval evaluation guidelines
(Pontiki et al., 2016), a set was created of all the texts, which means any identical texts
with identical tags were removed. This type of cases are numerous for texts with the
FOOD#QUALITY tag, as it often refers to many different dishes.

For multi-class classification, the transformer-based RoBERTa and BERT models were
used with a script 22. Their specifications can be checked in Section 3. As for sequence
labelling, the maximum sequence length was 128, the learning rate was 5e-5 and the batch
size was 32. The classification was performed for 5 and 10 epochs, and the seed was set,
in order to compare the performance of the systems.

Text Output
Nice ambience, but highly overrated place. AMBIENCE#GENERAL
Nice ambience, but highly overrated place. RESTAURANT#GENERAL
— The food was not great &; the waiters were rude. FOOD#QUALITY
— The food was not great &; the waiters were rude. SERVICE#GENERAL

Figure 14: Example of Multi-Class Classification

22nttps://github.com/ragerri/transformers-training-scripts/blob/master/run_conll_ner.
py

Znttps://github.com/ragerri/transformers-training-scripts/blob/master/run_
classification.py
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Text Output
Nice ambience, but highly overrated place. AMBIENCE#GENERAL, RESTAURANT#GENERAL
— The food was not great &; the waiters were rude. FOOD#QUALITY, SERVICE#GENERAL

Figure 15: Example of Multi-Label Classification

Multi-label experiments were carried out with an adapted version of an existing note-
book?*. As multi-label classification outputs various tags for one text, it is best to use a
binary matrix indicating the presence or non-presence of a class for each text. Therefore,
the data was formatted into a matrix with binarised category labels using the Multi-label
binarizer from Scikit learn 2°.

The training was done on both RoBERTa and BERT with a batch size of 32 and a
maximum length of 100. All experiments were carried out for 5 and 10 epochs like the
previous experiments. However, as the seed was not set in this script, the batches varied,
so the training with each different model, data set and epoch number was repeated five
times. Thus, the final results reported for every experiment are the average of the 5 runs.

2nttps://colab.research.google.com/github/rap12391/transformers_multilabel_toxic/
blob/master/toxic_multilabel.ipynb

Zhttps://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.
MultiLabelBinarizer.html
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5 Empirical Results

This section shows the results for the experiments outlined in the previous section for
Opinion Target Extraction and Aspect Category Detection. We explain the quantitative
results for each model that we trained and draw preliminary conclusions from them.

5.1 Opinion Target Extraction and Classification

As explained in Section 4.3, we trained models for two types of sequence labelling models:
one for opinion target extraction and another one for opinion target extraction with aspect
category classification. Both type of models were trained with three data sets: the origi-
nal ABSA data, the automatically generated coreference resolved data and the manually
resolved coreference data.

The results for opinion target extraction show that, overall, coreference resolution is
beneficial for sequence labelling. As observed in Table 8, the best results are obtained by
training with RoBERTa base for 10 epochs with a manually resolved coreference data set,
which gives us an F1-score of 0.8168. This is nearly three points more than the results with
the original ABSA 2016 data set. We also observe that the results improve when using
BERT regardless of the coreference type. For RoBERTa, only manual coreference improved
the performance, as automatic coreference resolution presumably introduced noise in the
training, which worsened the Fl-score compared to the models trained with the original
data. The greatest improvement is found in the model trained with BERT for 5 epochs, as
we observe an improvement of nearly 8 points from the original data set to the manually
resolved coreference data set.

System Original data | Automatic coreference | Manual coreference
BERT base uncased (5) 0.6886 0.728 0.7635
BERT base uncased (10) 0.6866 0.738 0.7528
RoBERTa base (5) 0.7811 0.7435 0.7815
RoBERTa base (10) 0.781 0.7494 0.8168

Table 8: Results for Opinion Target Extraction

Coreference resolution has less overall improvement when opinion targets are extracted
and classified into aspect categories via sequence labelling (See: Table 9). The best results
were obtained with the manually resolved coreference data set (0.6697) but they are only
slightly better than the best results for the original ABSA 2016 data set with RoBERTa. We
observe that, generally, automatic coreference resolution is helpful when used with BERT,
but not when used with RoBERTa. Manual coreference, however, helps obtain better
performance, with both BERT and RoBERTa, except for RoBERTa that was trained for
10 epochs. The greatest difference in the results can be found in the model that was trained
with BERT for 5 epochs, as we only obtain an Fl-score of 0.5571 with the original data,
and 0.6428 with the manual coreference data, an improvement of approximately 9 points.
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System Original data | Automatic coreference | Manual coreference
BERT base uncased (5) 0.5571 0.596 0.6428
BERT base uncased (10) 0.5817 0.6435 0.6697
RoBERTa base (5) 0.5974 0.5701 0.61
RoBERTa base (10) 0.6634 0.5549 0.6424

Table 9: Opinion Target Extraction and Aspect Category Detection as Sequence Labelling

5.2 Text Classification for ACD

Aspect category detection was handled with two different experiments: multi-class classi-
fication and multi-label classification, as detailed in section 4.4. The results for both are
presented separately, after which a comparison is added to evaluate both methods used.
The results for multi-class classification do not differ drastically among the data sets
and systems. The best results were obtained with BERT trained for 10 epochs with the
automatically resolved coreference data set, which gave us an Fl-score of 0.6927, and the
RoBERTa model which was trained for 10 epochs with the manually resolved coreference
file, which also obtained an F1l-score of 0.6927 (See Table 10). The greatest improvement
is observed in BERT trained for 10 epochs, where the results improved approximately 4
points from the original data set to the automatically resolved coreference data set. We
could conclude that coreference resolution is not that relevant for multi-class classification.

System Original data | Automatic coreference | Manual coreference
BERT base uncased (5) 0.6712 0.6617 0.6712
BERT base uncased (10) 0.655 0.6927 0.69
RoBERTa base (5) 0.69 0.6617 0.69
RoBERTa base (10) 0.6873 0.6792 0.6927

Table 10: F1 scores for our Multi-class Classification Models

System

Original data

Automatic coreference

Manual coreference

BERT base uncased (5)

0.7354%.0270

0.7606=+.0345

0.7628+.0306

BERT base uncased (10)

0.7777£.0147

0.77454.0086

0.7913+.0119

RoBERTa base (5)

0.778+.0328

0.7973x.2977

0.802+.0340

RoBERTa base (10)

0.8192+.0120

0.8094=+.0082

0.8246+.0157

Table 11: F1 Score (Mean
Models

and Standard Deviation) for Our Multi-Label Classification

The results for multi-label classification suggest that coreference resolution improves

aspect category detection. As opposed to multi-class classification, the training of the
models for multi-label models was repeated five times for each system, as the seed was
not set and the batch varied. Thus, the average of the all runs was calculated for the
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evaluation. As we can observe in Table 11, manually resolved coreference data helps to
classify texts and perform aspect category detection. The best results are obtained with
RoBERTa trained for 10 epochs, with which we obtain an Fl-score of 0.8246. This is a
great improvement compared to the previous multi-class experiment, and we can conclude
that manual coreference resolution helps, especially when less epochs are used to train the
model. We observe that the use of automatic and manual coreference resolution has a
similar effect for multi-class classification and multi-label classification (Figure 16).

B Original W Automatic coreference ' Manual coreference

0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2

0.1

0.0

Multi-class classification Multi-label classification

Figure 16: F1 scores for RoOBERTa Trained for 10 epochs for Aspect Category Detection
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6 Discussion and Error analysis

This section aims to give a more in-depth analysis of whether and how coreference resolu-
tion improves the systems used for OTE and ACD. The discussion is structured as follows:
linguistic theory of coreference is presented together with coreference errors, then an anal-
ysis of the errors in our opinion target extraction model is given, followed by an analysis
of the differences found in our aspect category detection model.

6.1 Problematic Cases in Coreference

Although this thesis does not aim to improve coreference systems, it is still important to
understand the type of errors and their origin in the data set used for OTE and ACD.
This way, we can understand the limits of automatic coreference resolution and evaluate
whether automatic or manual coreference resolution is useful for the ABSA tasks. After
analysing errors found in the AllenNLP coreference system, we discuss the performance of
our sequence labelling and text classification models in detail.

m have never eaten in the restaurant , however , upon reading the reviews m got take out last week . It was horrible !

Figure 17: Ambiguous “it” in AllenNLP’s Coreference System

Cataphora. According to Merriam-Webster, a cataphora is “the use of a grammatical
substitute (such as a pronoun) that has the same reference as a following word or phrase”.
In the case of cataphoras in automatic coreference resolution, the lexical replacement is
incorrect, as a pronoun is used to replace explicit targets. AllenNLP’s coreference resolution
system places the first mention of the references, whether it is a pronoun or explicit item,
as the head of the cluster. New functions can be written to overcome this issue, but it is
worth noting that AllenNLP does not have a simple way - such as a separate function or a
parameter - to look for cataphoras or avoid the usage of pronouns as head of cluster. We
find examples like Loved it. followed by I must say I am surprised by the bad reviews of
the restaurant earlier in the year, though., where the correct reference cluster is found, but
the restaurant is erroneously replaced by 4t. This, in fact, results to be counterproductive,
as the pronoun is then used for lexical replacement makes implicit a target.

Deixis. Deixis is a linguistic concept that explains the variable nature of place, person
and time. Although time may not be relevant for OTE, persons and places are often
referred to in reviews. Deictic expressions such as here or there always depend on the
speaker’s point of view in time and cannot be resolved with coreference resolution if there
is no explicit reference in the review. This is extremely complicated for automatic systems
to solve even if an explicit referring target is present, as none of the deictic references of
place were solved by AllenNLP’s coreference model. This could be due to the fact that a
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preposition is needed in order to introduce the place explicitly. These cases were resolved
manually, as discussed in Section 4, which means that [ would defiantly come back here
again as one of my top choices. became I would defiantly come back to the place again as
one of my top choices., as place is an annotated target in the review.

Synecdoches. Targets that have a synecdochic reference are rarely correctly resolved
by the model. For example, The place is the next best thing to my Moms cooking. has one
NULL target with the category FOOD#QUALITY. However, there is no explicit mention
of food, so we assume the target is The place. We can consider that the writer refers to the
restaurant’s food and not to the establishment itself. These cases are extremely difficult
to resolve with automatic coreference systems, but also with manual coreference. For
the gold annotations, The place was replaced with the antecedent target food in order to
match the category more explicitly. This helped the model to predict the correct category
in comparison to the original data or automatically resolved data.

Distance from reference. From a cognitive perspective, a hearer is more likely to
connect closer references together than ones with a long distance, but can make sense of the
text with common sense. For the automatic systems, long distances between coreference
cluster elements are a great problem. For example, the target chicken in the sentence [
took one look at the chicken and I was appalled. was not correctly linked to So I decide to
report back to the waitress because it was completely inedible., as other dishes were discussed
between the sentences.

Ambiguity. Ambiguous pronouns can be problematic to process for humans, but for
machines the task of handling ambiguity is even more complicated. This lead to incor-
rect clusters when several candidate references were present. For example, in I highly
recommend it., the pronoun it was replaced by food, although the annotated category
was RESTAURANT#GENERAL and the real reference was Jekyll and Hyde. Figure 17
presents such an ambiguous case that even a human could link ¢t to either the take away
or the whole experience, or interpret it as an expletive it with no semantic value.

Several coreference clusters. FErrors were found due to overlapping coreference
clusters. Often from a syntactic point of view, the referring pronoun could have several
candidate coreference links, but from a discourse point of view, humans are able to distin-
guish what is being referred to. For example, in We were not dissappointed in the least bit
by this little gem the predicted target this little gem was linked to The bagel in The bagel
was huge and to They in They were served warm and had a soft fluffy interior. We observe
that the number does not even correspond in the reference they.

Similar references. Related to overlapping coreference clusters, any entities that are
similar are easily confused with the implicit pronoun. For example, both the dishes salmon
or chicken could be referents for ”it”, and both hostess and waitress could be referents for
"she”. If semantically similar words appear close to each other in a text, there is a chance
that the machine chooses the wrong referent, although the reference is clear for a human.

It is important to note that not all coreference links are useful for aspect category
detection even if they contain targets and a correct link. For cases like The food was all
good but it was way too mild. followed by Normally, places ask how hot you want it, but
they didn’t. a coreferential link can be established between the food and it. However, since
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the second sentence’s NULL target is annotated as service category and not food category,
solving a link between The food and it would not improve the system.

6.2 Analysis of Opinion Target Extraction

A comparison of sequence labelling with original data, automatically resolved coreference
data and manually resolved coreference data was carried out with both quantitative and
qualitative measures. For these analyses, the output of the best system was chosen. This
means that the analysis for simple sequence labelling is based on the RoBERTa base 10
epochs model and the analysis for sequence labelling with a category is based on BERT
base uncased 10 epochs models.

6.2.1 Sequence Labelling for OTE

Both quantitative and qualitative differences were found for the three models. First, Figure
18 shows that there is a correlation between the use of a coreference model (explained in
Section 4.2) and between the number of correctly predicted opinion target expressions.
Only the output for coreferential targets was analysed in the predictions, so any changes
outside of these targets were not taken into consideration. A label was considered only
partially correct if it was a multi-word target and some of the words tagged correctly or
if the label started erroneously with an I-tag instead of B-tag. In total, 25 out of the 35
coreferential targets were solved with the manually corrected coreference data, 13 with the
automatic coreference data, and only three with the original data.

Frequent targets. One of the greatest errors we encountered was the overtagging
of common words like food, place and restaurant when these were not real targets of the
sentences. In some cases, these aforementioned frequent words were not tagged as targets,
although they should have been. Our coreference models seemed to improve this aspect.
For example, the model with the original data would tag This as a target in the sentence
This is a great place to get a delicious meal!, whereas both of our coreference systems would
tag place as a target. Considering this, it would be advisable to train a model with data
that has varied opinion targets to avoid overtagging frequent words.

Predictions Gold
saag | B-TARGET | saag | B-TARGET
and I-TARGET and O
paneer | I-TARGET | paneer | B-TARGET
and I-TARGET and O
korma | I-TARGET | korma | B-TARGET

Table 12: Example of Errors in Target Sequence Lengths

Opinion target length. Another issue for our sequence labelling models was distin-
guishing various short targets from a long target. Table 13 shows an example of this type
of tagging error, where three targets are grouped as one target. Although this may seem
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like a triviality, it would be preferable to extract each target separately each corresponding
to a different dish, so that they can be further processed.

Cataphoras. Next, we observe the effect of not fixing the lexical replacement in
cataphoras. The pronoun they is erroneously tagged as a target some contexts where it is
used as a generic pronoun. Although not many instances of target-tagged pronouns were
found in the automatic coreference predictions, having pronouns tagged as targets could
introduce noise when training the model.

No label WM Partially correctlabel W Correctlabel
100%

75%

50%

25%

0%
Original data Automatic coreference Manual coreference

Figure 18: Target Predictions for Coreferential Targets

Proper names. In addition, some proper names were tagged correctly in the models
trained with resolved coreference data, as opposed to the original data that did not handle
them correctly. For example, Mioposto, name of a restaurant, was only tagged as a target
in our coreference resolved models as opposed to the original data. On the other hand,
McDonald’s was erroneously tagged as a target with the original data, but not with our
data sets with resolved coreference links. Lastly, some functional words like not were tagged
as a target in the original data, but not with the coreference data.

Lastly, we observe general consistent improvements in the systems trained with coref-
erential data. Every time a lexical replacement of a target was fixed, this was usually
tagged. For example, the original data had the word They referring to onion rings un-
tagged, whereas our coreference data had the replacement onion rings, which was tagged
as a target. Similarly, if the original data contained the word she and this was replaced by
the waitress, waitress was tagged as a target.
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6.2.2 Sequence labelling with OTE and Aspect Category

Extracting opinion targets with their category is a significantly more complex task than
simply extracting the opinion target. Errors found in this task include all the previous
errors, but also incorrect categories. First a graph for coreferential target predictions for
each system is analysed and then a qualitative analysis of the errors and improvements is
presented.

In Figure 19, we observe that using a data set with resolved coreference links helps to
extract opinions. For tags containing the aspect category, a label was considered partially
correct if the entity (food, restaurant, service...) was correct and the attribute (general,
prices, miscellaneous...) was incorrect. As with the simple target labels, a target was con-
sidered only partially correct if if started with an I-tag instead of B-tag. Thus, only targets
containing the whole aspect category correct (i.e. entity and attribute) were considered
correct. The model trained with the original data reports only 1 correctly predicted coref-
erential target, the automatic coreference has 9 correctly predicted coreferential targets
and the manually resolved coreference has 17 correctly predicted targets. The results are,
thus, similar to the simple opinion target extraction in Section 6.2.1.

No label WM Partially correctlabel Wl Correctlabel
100%

75%

50%

25%

0%
Original data Automatic coreference Manual coreference

Figure 19: Opinion Target Predictions and ACP for Coreferential Targets

Mismatch of attributes. An interesting case is the tagging of onion rings, where
onion is tagged with B-FOOD#QUALITY but rings is tagged with LFOOD#STYLE_OP-
TTIONS. From a semantic point of view, this makes sense when analysing the words sep-
arately, but we should keep the same tag for both words, as onion rings constitutes a
different dish from onions.

Synecdoches. Replacing synecdochic references with words that fit into the category
helped us perform sequence labelling with correct categories. This was the case for Mercedes
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restaurant is so tasty, the service is undeniably awesome! where Mercedes restaurant was
replaced by another target from the same review, catering.

6.3 Analysis of Aspect Category Detection

Both multi-class and multi-label experiments were analysed with quantitative and quali-
tative methods. Only the test predictions for the best results were analysed, which means
RoBERTa base 10 epochs was chosen for both the multi-class classification and the multi-
label classification analysis.

6.3.1 Multi-class Classification

Table 13 shows differences for each category and data set. We observe that the original data
performs better for RESTAURANT#GENERAL, RESTAURANT#MISCELLANEOUS
and, slightly better for AMBIENCE#GENERAL as well. It is interesting to note that
these correspond to some of the categories that had the highest number of implicit targets
in them, as mentioned in Section 4.1.

When comparing the results, the automatic coreference does not highlight the per-
formance for any specific categories; two of the categories that performed the best are
shared with the manually resolved coreference results and DRINKS#PRICES only has
three instances in the test set (detailed in Section 3.1.), which is why that particular
category is not of great interest. The results for manually resolved coreference, how-
ever, suggest that the classification for many of the categories improved, especially for the
greatest implicit category FOOD#PRICES. The results seem to be directly proportional
to the number of samples in each category, with the most common categories gaining bet-
ter results. The largest categories (FOOD#QUALITY, RESTAURANT#GENERAL and
SERVICE#GENERAL) obtain the best results.

We analysed the predictions of all targets that we classified as coreferential in the test
set. Figure 20 shows that the original data set has 25 out of the 35 coreferential target
texts correctly classified, the automatic coreference has 27 correctly classified texts and the
manual coreference has 26 correctly classified texts. The results are, thus, very similar and
we can conclude that automatic coreference resolution does not help to perform aspect-
category detection with multi-class classification methods. Manual coreference resolution
improves the system very slightly, from 0.6873 to 0.6927. However, in order to understand
which factors influence the classification of texts with implicit coreferential targets, we
analysed each case separately. The following conclusions could be drawn:

Multi-target sentences. One of the greatest problems was tagging sentences contain-
ing various opinions (Table 14). Coreference resolution had no effect on aspect category
detection when several opinions were present in a text. Moreover, multi-target sentences
were assigned only one tag also when all the targets were explicit.

Locative adverbs. Although for OTE replacing locative adverbs, such as here and
there, helped to extract opinion targets, this replacement seemed irrelevant for ACD. Texts
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Category Original | Automatic | Manual
AMBIENCE#GENERAL 0.6569 0.6250 0.6560
DRINKS#PRICES 0.0000 0.5714 0.4000
DRINKS#QUALITY 0.4000 0.5000 | 0.5000
DRINKS#STYLE_OPTIONS 0.1538 0.3529 | 0.3529
FOOD#PRICES 0.3830 0.3137 0.4151
FOOD#QUALITY 0.7580 0.7442 0.7634
FOOD#STYLE_OPTIONS 0.4103 0.4103 0.4889
LOCATION#GENERAL 0.4444 0.4211 0.4545
RESTAURANT#GENERAL 0.8519 0.8390 0.8370
RESTAURANT#MISCELLANEOUS | 0.3137 0.2800 0.2759
RESTAURANT#PRICES 0.4242 0.4848 0.5263
SERVICE#GENERAL 0.7391 0.7412 0.7516
Micro-average 0.6873 0.6792 0.6927

B correct W Incorrect

Qriginal

Automatic
coreference

Manual coreference

20

30

Table 13: F1 Score for Each Category in Our Best Model for Multi-Class Classification

40

Figure 20: Number of Classified Sentences with Coreferential Targets with Multi-Class
Methods

with implicit places were classified correctly, as were texts with explicit places, such as
restaurant or place.

Personal pronouns. As with locative adverbs, it seems that replacing words like
she or they does not have an effect on aspect-category detection, as these were correctly
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“I will never forget the amazing meal, service, and ambiance I experience at this restaurant.”

Original | FOOD#QUALITY | FOOD#QUALITY FOOD#QUALITY
Automatic | FOOD#QUALITY | FOOD#QUALITY FOOD#QUALITY

Manual | FOOD#QUALITY | FOOD#QUALITY FOOD#QUALITY

Baseline | FOOD#QUALITY | SERVICE#GENERAL | AMBIENCE#AGENERAL

Table 14: Tagging Error for Multi-Target Sentences with Multi-Class Methods

classified also with the implicit targets.

Ambiguous it. It seems like most improvements - either with the automatic or manual
coreference - come from the replacement of the pronoun 4t. Such is the case for Don’t leave
the restaurant without it. or BUt once done, it’s not too much dough, not too much cheese,
not too much sauce. which were incorrectly classified with the implicit target, but correctly
classified with explicit target replacements. In both cases, these are improvements in the
FOOD#QUALITY category.

Unclear aspect. Some errors stem from the subtle difference between the categories
RESTAURANT#GENERAL and RESTAURANT#MISCELLANEOUS. This is also re-
flected in the texts containing coreferential targets.

6.3.2 Multi-label Classification

As mentioned before, the best performing model RoBERTa base trained for 10 epochs
was chosen for the analysis. We observe that using coreference resolution with multi-label
classification does not increase the Fl-score significantly, as opposed to multi-class classi-
fication, if we analyse the results for each category (Table 15). Multi-label classification
scripts were run five times for each data set, so we randomly chose one output of each data
set for this analysis.

It must be highlighted that the difference in F1 score for the original, automatically
resolved coreference data and manually resolved coreference data are not very noticeable
in the classification results (Table 15). However, the overall results are significantly better
than for multi-class classification. There is some variance among the performance for
different categories but no correlation between coreference resolution is found.

To better understand the errors and differences, we calculated the number of coref-
erential targets that were correctly classified (Figure 21). We observe that among the
coreferential targets, the model trained with manual coreference resolution and the origi-
nal data perform better than the model trained with automatic coreference resolution, as
the first two have 31 correctly classified targets out of 35, and the latter has only 27. As
with the multi-class classification results, we analysed the predictions of all targets that
were classified as coreferential in the test set.

Ambiguous it. The greatest difference we observed is related to the pronoun it. We
find that some of these “its” were classified into several classes with the original data,
although they only belonged to one. For example, Don’t leave the restaurant without it
was correctly classified into FOOD#QUALITY with all data sets, but the original data
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Category Original | Automatic | Manual
AMBIENCE#GENERAL 0.84 0.81 0.82
DRINKS#PRICES 0.00 0.00 0.00
DRINKS#QUALITY 0.33 0.67 0.56
DRINKS#STYLE_OPTIONS 0.00 0.35 0.25
FOOD#PRICES 0.72 0.68 0.72
FOOD#QUALITY 0.91 0.01 0.92
FOOD#STYLE_OPTIONS 0.59 0.54 0.57
LOCATION#GENERAL 0.00 0.44 0.00
RESTAURANT#GENERAL 0.82 0.83 0.80
RESTAURANT#MISCELLANEOUS 0.43 0.34 0.45
RESTAURANT#PRICES 0.52 0.63 0.68
SERVICE#GENERAL 0.91 0.89 0.90
Micro-average 0.80 0.80 0.80

Table 15: F1 Score for Each Category in Our Best Model for Multi-label Classification

also classified it into RESTAURANT#GENERAL erroneously. This is also the case for the
sentence It was absolutely amazing., as both coreference resolved models managed to assign
it only one category, RESTAURANT#GENERAL, whereas the original data classified it
also in FOOD#QUALITY.

Personal pronouns and locatives. Replacing implicit targets referring to people,
such as she or they, or locative adverbs, such as here or there, does not help to classify
texts. This was also the case for our multi-class classification results.

Multiple categories. One of the main drawbacks of multi-class classification seemed
to be the assignation of only one category where multiple were present (See Table 15).
Multi-label classification seems to address this problem, and classifies the example of Table
15 into three categories. However, sometimes texts are over-assigned more categories than
there should be, although these do include the correct category as well.
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Figure 21: Classified Sentences with Coreferential Targets with Multi-label Methods
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7 Conclusion

This thesis has explored techniques to handle implicit language in two of the main ABSA
tasks: opinion target extraction and aspect category detection. More specifically, targets
containing a coreferential link in the SemEval ABSA 2016 English data set for restaurants
were resolved both with AllenNLP’s coreference model and manually, and the data sets
are publicly available on GitHub?®. An extensive analysis of implicit targets and the
limits of an automatic coreference resolution model are provided, and we show that having
sentence-level annotations is beneficial for coreference resolution tasks. Additionally, we
confirm that language models improve the results for ABSA tasks.

The results for opinion target extraction indicate that coreference resolution is, in fact,
helpful for extracting opinion targets (See Table 9). We observed that most of the best re-
sults were obtained with the manually resolved coreference data and that the automatically
resolved coreference data worsened the system when trained with RoBERTa. We obtained
an F1 score of 0.8168 for simple sequence labelling, which is an improvement of approxi-
mately 3 points in the F1 score, and 0.6697 for opinion target extraction with categories,
which had no big difference to the original data. Thus, we can conclude that coreference
resolution helps to extract opinion targets, but extracting them with their category is a
more complex task in which coreference helps less. We report a heightened number of
partially correct labels (Figure 21).

For multi-class classification, coreference resolution seems to be more pertinent when
there are not several targets in the same sentence. The best results were obtained with
automatic and manually resolved coreference, giving us the F1 score of 0.6927, only slightly
better than with the original data. For multi-label classification, there seemed to be little
improvement, although this method gave better results in general for all the data sets, up to
an Fl-score of 0.8246 with manually resolved coreference data. In conclusion, we discovered
that multi-label classification obtains superior results to multi-class classification, with or
without corefrence resolution. Additionally, it seems that coreference resolution is only
useful when it was manually resolved. This is due to the fact that since the training data
for coreference (OnToNotes) is differs from reviews, our coreference resolution suffers from
bad out-of-domain performance. For both types of classification models, the resolution of
the ambiguous pronoun it seemed to improve the systems.

There are some limits regarding automatic coreference resolution. It was observed that
deictic references are especially difficult for coreference, and that locative deixis is relevant
for extracting opinions in the restaurant domain. Often customers refer to the restaurant
as here or there, but these were not handled by the coreference resolution model. Also, we
could gain more knowledge if other than nominal targets were considered. In the original
SemEval 2016 ABSA data set, all targets are nouns, but many opinions are revealed through
a verb and an emotional expression, such as eat well or have fun. Some entities can in fact
be events in coference resolution tasks, as explained by Sukthanker et al. (2020).

Generally, opinions that are modelled as entity (noun) and attribute (adjective) are

26nttps://github.com/rosamariaryh/absa-coref
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easily processed. These follow the annotation model used in the SemEval 2016 ABSA task
ENTITY#ATTRIBUTE, where ENTITY is the target and ATTRIBUTE is a polarised
expression revealing the aspect. For example, The food was exceptional. obtains the aspect
category FOOD#QUALITY from the words FOOD#EXCEPTIONAL. However, when
the attribute is a verb or adverb, this is not as easily recognised and often NULL target is
assigned. For example, The appetizers we ordered were served quickly is a simple sentence
but, as it does not follow the annotation rule ENTITY#ATTRIBUTE, it is assigned the
value NULL. However, if the annotation rule was reconsidered, this could be modelled as
SERVE#QUICKLY.

If we train the model with more explicit targets but these do not offer variability, there
may not be great improvements in the performance. For example, if we have food or
restaurant or staff tagged many times already and we increase the number of these tags,
then we might achieve overtagging. We observed in the data that common words like
food or place were over represented in the sequence labelling task, creating false positives.
However, if we resolve less coreferential links but they are crucial ones, such as proper
names or rare dishes, then this may have a positive impact on the model. Thus, the
quality of training data is emphasised in this context as well.
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8 Future Work

For future work, similar classification and analysis could be carried out for joint-extraction
of targets and sentiment expressions. It has been observed that, although the aspect cate-
gory SERVICE#GENERAL has a great number of coreferential targets among the implicit
targets, the attributes related to them are usually events and other abstract language where
it is impossible to pinpoint an adjective, adverb, noun phrase or other element that defines
the category and/or sentiment of the target. For example, However, they do take your
cellphone numbers so that you can go hang out somewhere else till they call you up on your
cellphone. has a reference to restaurant staff that could not be resolved due to missing
explicit annotation in the document.

Prompting as a means of aspect category detection could be interesting, as it allows
to train models with less data (see: Li et al. (2021) and Min et al. (2021a)). Prompting
consists of using templates with word gaps that relate to the category instead of labelled
training data. This has been proved to be an efficient way to train a model, as it imitates
the Masked Language Modelling process in BERT’s pre-training step. Due to time limits
in the framework, this option was not explored in this thesis.

We have only explored the effect of resolving the implicit targets that have coreferential
links (approximately 20% of the implicit targets) with explicit references, which means
other types of implicit targets have not yet been analysed and made explicit. For example,
for ellipsis, the emotion words and semantic role labelling could be analysed in order to infer
the target, and verbal targets could be considered in order to cover more implicit targets.
Although these are not always clear entities like nouns, they can still reveal important
information about the reviews and the target’s category and sentiment.

As a closing remark and in relation with the previous paragraph, it may be worth to
reflect on the ethics of manipulating people’s reviews for text processing. For coreference
resolution, it may not be necessary to ask this question, as the referential links are rather
objective, but other implicit targets requiring common world knowledge may include more
subjective views. In those cases, it is worth asking, up to what extent can we make explicit
targets in people’s reviews without changing the original message and point of view.
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